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In September, 1973, the Atomic Energy Commission
awarded contract number AT(11-1)-2310 to the Department of
Statistics, Princeton University, with the title Data
Analysis in the Physical Sciences. .The contract, which was
renewed in turn by the Energy Research and Development
Administration and the Department of Energy, has promoted a
broad spectrum of activities within the Department oriented
towards energy problems and the overall mission of the
Department of Energy. In its most general terms, the work
carried out wunder the contract consists of the development
of new data analytic methods and the improvement of existing
methods, their implementation on computer, especially mini-
computers, and the development of non-statistical, systems-
level software to support these activities. The association
with the Department .of Energy has also 1led to interaction
between members of the Department and personnel from other
DOE - supported institutions such as the National Labora-
tories, both through the Annual Statistical Sympesium and
through visits to individual sites. The data analysis
developments were also of great importance in the execution
of a separate contract awarded to the Department of Statis-
tics by the Energy Information Administration of DOE, for
evaluation of oil and gas resource estimates.

We shall review briefly the work reported or completed
under the following general heads:

1) .Computer facilitation of data analysis

2) Fitting, regression, residuals

3) Techniques stimulated by specific areas of application
4) General techniques of statistics and data analysis

5) " Miscellaneous

1. Computer facilitation of data analysis

In December, 1974, the Department installed a Digital
Equipment Corporation PDP-11/40 mini-computer, purchased in
part with contract funds and in part with other funds raised
by the Department. The objective was to explore the extent
te which such a small, relatively inexpensive computing
facility could be wused for interactive data analysis, and
the scope of the tasks that it could support. In March,
1975, the Unix operating system was installed, as it was
then the only coperating system to provide support for flexi-
ble multi-user timeshared operation of machines of the size
of the PDP 11/40. The current efforts elsewhere to make
Unix available for larger computers.of other manufacturers
underscore the value of that decision, since the software
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developed under the contract will be compatlble with a wide
range of machines.

The first major piece of software to be developed was a
Fortran 1language -system to replace the inadequate support
then provided by Unix. The Fortran 77 compiler provided
with Version 7 of Unix will now replace both eariler com-

‘pilers. However, in the interim the Princeton Fortran Sys-

tem has been in great demand. We have distributed it or
arranged its distribution te 59 installations, 1listed in
Appendix E, and some of these have acted as further distri-
bution centers.

The second major scftware development was an interac-
tive statistical processor (known as Isp), for which the
Fortran system was indispensable. This processor 1incor-
porates many graphical features to aid 1in data analysis,
some conventional methods and some of the newly developed
techniques. It 1is now in use at other Unix installations,
listed in Appendix F. The documents provided for 1Isp con-
sist of a user's manual and twe tutorial introductioens,
which are reproduced in Appendix G.

2. Fitting, regression, residuals

Fitting of regressions. Least-absolute deviation fit-
ting was reviewed by Bloomfield and Steiger (TR 137).

Multiple regression. The use of higher moments to
establish more nearly causal connections was investigated by
Mayor de Montricher (TR 63). :

Polynomial regression. Behavior near the ends of a
polynomial fit was examined by Mayor de Montricher (TR 64)
and by Mayor de Montricher and Tukey (TR 66) .

Regression design. Aspects of optimum design for
regression were investigated by Silvey (TR 75).

Regressioh generally. A variety of aspects, many

inadequately known, were set out in a book by Mosteller and

Tukey (1977).

Residuals. Distributions of residuals from regression
were considered by Bloomfield (TR .56) and Horn (TR 155).
See also work above under - "polynomial regre5510ﬂ

Robust/resistant smoothing. Brief accounts were pub-
lished by Tukex (1976) and Velleman (1977).

Sglines. The use of splines in data analysis was
reported by Anderssen, Bloomfield and McNeil (TR 69). Their

b
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application to a specific problem in interpeolation was con-
sidered by McNeil and Turner (TR - 79), and published by
McNeil, Trussel and Turner (1977).

3. Techniques stimulated by specific areas of application

Biomedical problems (including demography). The prob-
lems of multiplicity' in clinical trials were reviewed by
Tukey (1977). Topics in demography were studied by Turner
(1976) McNeil and Hill (TR 109), McNeil and Kafadar (TR
111). Issues of technique in the analysis of event- related
brain potentials were discussed by Tukey (1978).

Mclecular structure. These problems were introduced by
Tukey (1974d) discussed by him (TR 44, 1974e), and reviewed
by him (1974f). ‘

Particle physics. An algerithm for searching projec-
tions of higher-dimensional data was developed by Friedman
and Tukey (TR 45, 1974). A computer-graphic system (PRIM-9)
for examining higher dimensicnal data was developed by
Fisherkeller, Friedman and Tukey (1974). Werk in progress

- on - dealing with peint clouds concentrated near

intermediate-dimensional manifolds was discussed by Freid-
man, Tukey, and Tukey (1979).

4, General techniques of statistics and data analysis

Data geometry. Affine geometric aspects of data pat-
terns were discussed by Tukey (1975). Techniques of data
mapping were criticized by Tukey (1979) and solutions to
some of the criticisms were presented by Bloomfield (1979).

Display techniques. The likely advantages of alterna-
graphic displays were stressed by Tukey (TR 48). The
higher-order ‘diagnosis of two-way tables was studied by
McNeil and Tukey (TR 65, 1975).

Estimation techniques. Problems in estimation were
discussed by Watsen (TR 47), McNeil and Weiss (TR 76) and

Besag (1977).

General exposition§. Broad questions of data analysis
were treated by Tukey (TR 40), (1980).

Inequalities for maxima. ‘Inequalities important in
dealing with statistics defined as maxima were studied by
Hunter (TR 73, TR 88, 1976).

Interactive data analysis. Applications were discussed




by McNeil and by McNeil and Tukey (TR 65). See also PRIM-9
under "particle physics" in Section 3.

Measures of dependence. The monotone coefficient,
important 1in relating one ordinal and one measured variate,
was studied by Robinson (TR 70) and by Mayer and Robinson
(TR 72, TR 95, TR 133). A Multivariate generalization of
Kendall's Tau was proposed by Simen (TR 78).

Multidimensional techniques. (See also 1last item
above) . Questions of multidimensional scaling were dis-
cussed by Simen (TR 62). Questions of 2-sample, 2-
dimensional significance were discussed by Delfiner (TR
110).

Robust/resistant. An exposition of the current state
of the art was made by Tukey (1975). The techniques needed
for effective Maonte Carlo Study of rob/res techniques were
discussed by Simon (TR 91). Some points in the theory were
treated by Mayor de Montricher (TR 61) . See also
"robust/resistant smoothing" in section 2, above.

Spectrum analysis, etc. Questions of multiple spectrum
analysis were discussed by Bloomfield and Zlotnick (TR 121).
Questions of complex demodulation were discussed by Bloom-
field and Stine (TR 144)., The relation of spectrum analysis
to regression was treated by Watson (TR 46). The general
problems o¢f which technique to use where and when were
treated by Tukey (1978). Testing independence 1in random
fields was discussed by Kazim (TR 68).

5. Miscellaneous

The behaviour of the Phillips phenomenon was discussed
by Simon (TR 43).

Data describing the performance of a large batch-
processing computer were analyzed and modelled by
Turner (TR 81). ‘
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APPENDIX A: Personnel

‘ersonnel partially supportéd by AEC, ERDA and DOE contract

during period March 1973 - November 1979.

April 1973 - August 1974

Principal Investigators

J..

G.

W. Tukey
S. Watson

Faculty Supported:

P.
J.
‘G.
G.
D.

Visitor:

C’.

Graduate Students:

Bloomfield - July, August 1973; 50%.
Robinsen, July, August 1974; 100%.
Simon - July, August 1974; 100%.

S. Watson - July, August 1973; 50%.
McNeil, August 1974; 100%.

F. Mayocr de Montricher, April 1973
thru May, 1974; 100%.

N.
D.

F.
J.
. P.

Cressie - July, August 1974; 50%
Hunter, July 1973, June 1974,
July, August 1974; 100%.

Kazim, July, August 1974; 100%.
Turner, July, August 1974; 100%>
Velleman, July August 1974; 50%

September 1974 - August 1975

Principal Investigators:

J. W. Tukey

G.

S. Watson

Faculty Sdpported:

G.

Visitors:

Simon, July, August 1975;100%.
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J. Besag, February thru June 1975; 25%.
July, August 1975; 100%. o .

S. D. Silvey, September, October 1975;
November, December 1975; 25%.

Graduate Students:

P. Delfiner, September thru June 1975; 100%.
D. Hunter, September thru June 1975; 100%
K. Lin, September 1975; 100%, November thru June 1975;

50%.

J. Turner, September 1975; 100%, November thru August 1975; 50%.

H. Zlotnik, September 1975, November thru August 1975;

September'1975 - August 1976

Principal Investigators:

J. W. Tukey
G. S. Watson

Faculty Supported:

None

Visitor:

'R. Anderssen, September thru December 1975; 50%.

Graduate Students:

“Arthur, August 1976; 100%.

Carney, September 1975 thru April 1976; 50%.
Kafadar, September 1975 thru April 1976; 50%.
Kazim, August 1976; 100%.

Mohr, october 1975 thru April 1976; 50%.

Turner, September, October; 50%.

December thru April 1976; 30%, July 1976; 100%.
Tyler, August 1976; 100%. :
Silverberg, July, August 1976; 100%.

» O GomxXWn

.

September 1976 - August 1977

Principal Investigators:

- J. W. Tukey
P. Bloomfield

50%.



Faculty Supported:

None

Graduate Students:

- S.
| >
K.
C.
A.
D.
T.

Arthur, September thru January; 100%.
Guarino, October thru February; 50%.
Kafadar, September thru May; 50%.
Lancaster, September thru May; 50%.
Silverberg, September thru May; 50%.
Tyler, April, May; 100%.
Watt,. September thru January; .100%.
February thru May; 50%.

September 1977 - August 1978

Principal Investigators:

Je.
P.

W. Tukey
Bloomfield

. P.
C‘ G.

Faculty Supported:

Bloomfield, July; 100%.
S. Watson, July; 100%.

Graduate,Stgdents:

K..

J.
D.
R.
P.
‘A,
K.
L.
C.
A.
A.
P.

Bell, September thru June; 50%.
Gosling, September thru June; 50%.

Coleman, September thru February; 100%.

Guarino, September thru June; 50%.
Horn, November thru June; 50%.

Houtman, September thru June; 50%.
Kafadar, September thru June; 50%.
Kates, September thru June; 50%. July,
Lancaster, September thru January; 50%.

‘Silverberg, September thru June; 50%.

Wilks, September thru June; 50%.
Zulke, July, August; 100%.

i September 1978 - November 1979

Principal Investigators:

J.
P.

W. Tukey
Bloomfield

August; 100%.
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raculty Supported:

P. Bloomfield, July; 100%.
J. W. Tukey, July, August; 100%.

Visitor:

W.Steiger, August; 100%.

Graduate Students:

K. Beltrao, July, August; 100%.

Y. Benjamini, July, August; 50%.
September thru November; 100%.

R. Guarino, July, August; 100%.

P. Horn, September thru June 1978; 50%.
September thru November 1979; 100%.

A.Silverberg, September thru June; 100%.

A. Wilks, September thru November 1978,
July thru November 1979; 100%.

P. Zulke, September thru June 1979,
September thru November 1979; 100%.



APPENDIX B: Publications

Reprints prepared in connection with Department of Energy
Contract EY-76-5-02-2310

Besag, J., "Errors-in-variables estimation for
Gaussian lattice schemes," Journal of the Royal
Statistical Society, Series B, Vol. 39, No. 1,
1977, pp. 73-78.

Bloomfield, P. "An interactive statistical processor for
the Unix time-sharing system," Computer Science and Statistics:
Tenth Annual Symposium on the Interface, eds D. Hogben, D. W. Fife,
NBS Spec. Publ. 503, 2-8, March 1978.

Bloomfield, P., "Analysis of cancer mortality in Texas,"
Proceedings of the 1976 Workshop on Automated
Cartography and Epidemilogy, March 18-19, 1976, Arlington, Virginia,
DHEW Publication No. (PHS) 79-1254, 18-26, August 1979.

Hunter, D., "An upper bound for the probability of
a union," J. Appl. Prob., Vol. 13, 1976, pp. 597-603.

McNeiI, D., Interactive Data Analysis: A Practical Primer,
John Wiley & Sons Publishing Company, New York.

McNeil, D., Trussell, T. J., Turner, J. C., "Spline
interpolation of demographic data," Demography,
‘Vol. 14, Number 2, May 1977, pp. 245-252.

McNeil, D., Tukey, J. W., "Higher arder
diagnois of two-way tables, illustrated on two sets
of demographic empirical distributions," Biometrics
Vel. 31, ne. 2, June 1975, pp. 487-510.

Tukey, J. W., Friedman, J. H., "A projection pursuit
algorithm for exploratory data analysis," IEEE

Transactiens on Computers, Vol. C-23 No. 9, 881-890, 1974.

Tukey, J. W. "Introduction to todays's data analysis,"
Critical Evaluation of Chemical and Physical
Structural Information, D. R. Lide, Jr., and M.A. Paul,
eds, National Academy of Sciences, Washington, D. C.
3-14, 1974. , '




- Tukey, J. W. "Data analysis for molecular structure:
today and tomorrow," Critical Evaluation:of Chemical
and Physical Structural Information, D.R. Lide, Jr.,

“ and M.A. Paul, eds., National Academy of Sciences,
Washington, D.C. 48-58

4 Tukey, J. W., "Instead of Gauss-Markov least squares, what?,"
Applied Statistics, (Proceedings of the Conference at Dalhousie
University, Halifax, May 2-4, 1974), R. P. Gupta, ed.,
North-Holland Publishing Company, 351-372, 1975.

Tukey, J. W., "Mathematics and the picturing of data,"
Proceedings of the International Congress of Mathematicians,
Vancouver, Canada, August 21-29, 1974, Vol. 2, 523-531, 1975.

Tukey, J. W., "Usable resistant/robust techniques of analysis,"
Proceedings of the First ERDA Statistical Symposium,
Los Alamos, New Mexico, November 3-5, 1975, eds.,
Wesley L. Nicholson and Judith L. Harris, Battelle
Pacific Northwest Laboratories, Washington, 1-31, 1976.

Tukey, J. W., Fisherkeller, M.A., and Friedman, J.H.
"PRIM-9: An interactive multidimensional data dlsplay
and analysis system," Proceedings of the 4th
International Congress for Stereology, Sept. 4-9, 1975,
Gaithersburg, Maryland.

oy Tukey, J. W., "Robust/resistant smoothing," Selected
’ Examples of ERDA Research in the Mathematical and
Computer Sciences, National Technical Information

Service, Springfield, Virginia, ERDA 76-118, 80-82.

Tukey, J. W., "Modern statistical techniques in Data Analysis,"
Proceedings of the Fifth Biennial International Codata
Conferece, (University of Colorade June 28-July 1, 1976)
ed. D. Dreyfus, Pergamon Press, Oxford and New York, 1977.

Tukey, J. W. "Some thoughts on clinical trials, especially
problems of multiplicity," Science, Vel. 198: 679-684
November, 1977.

Tukey, J.W., Mosteller, F., Data Analysis on Regression:
A Second Course in Statistics, Addison -Wesley Publishing Co.,
Reading, Massachusetts, 1977,

Tukey, J.W., McGill, R. and Larsen, W.A., "Variations
o of box plots," American Statlst1c1an, Vol. 32 No. 1:
12-16, February, 1978.

N Tukey, J. W. Panel Discussion: Proceedings of the 1977
DOE Statistical Sympaesium, Pacific Northwest Laboratories
Richland, WA., October 26-28, 1977, ed. Donald A. Gardiner,
Tykey Truett, National Technical Information Service,
Springfield, Va., 175-183.
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Tukey, J. W. "A data analyst's comments on a variety of
points and issues," Event Related Brain Potentials in Man,
ed. Academic Press, New York, 139-154. 1978. »

Tukey, J. W. "Comment on H. L. Gray, et al, "A new approach
to ARMA modeling," Commun. Statist. Simula. Computa., Vel. B7,
Ne. 1, 79-84. ' o ‘

Tukey, J. W., "When should which spectrum appreocach be used?,"
presented at Time Series Analysis meeting, Kings College,
Cambridge, England July 12-15, 1978, The Statistician
double issue September/December 1978.

Tukey, J. W., "We need both exploratory and confirmatory,”
presented at the ASA meetings, Session: The Teaching
of Statistics, held in San Diege, CA, August 15, 1978,
The American Statistician. (To appear 1980).

Tukey, J. W., "Statistical Mapping: What should not be plotted,"”
Proceedings of the 1976 Workshop on Automated Cartography
and Epidemiology, March 18-19, 1976, Arlington, Virginia
DHEW Publication No. (PHS) 79-1254, August 1979, 18-26.

Tukey, J.W., Friedman, -J.H. and Tukey,P.A., "Approaches to
analysis of data that concentrate near higher-dimensicnal
manifolds," Preproceedings Second International Sympeosim on Data
Analysis and Informatics, IRIA, Versailles, France,

17-19 October, 1-7/.

Turner, J. C;, "Calculation of roots of Lotka's
equation," Theoretical Population Biology, Vel. 9,
No. 2, April 1976, 222-237.

Velleman, Paul F., "Robust nonlinear data smoothers:
definitions and recommendations," Proc. Natl. Acad. Sci
Vol. 74, No. 2, February 1977, 434-436. ‘

Watson,. G. S., "A simple treatment of spectrum estimation and
its relation to regression with stationary errors,”
Methoden und Verfahren der mathematischen Physik,

14, pp. 149-160, 1975.

"Watson, G. S. "Estimation when the errors are approximately

independent and Gaussian, Methoden und Verfahren der
mathematischen Physik, 14, pp. 161-170, 1975.
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APPENDIX C: Technical Reports

Technical Reports prepared under DOE Contract EY-76-S-02-
2310 for period April 1973 through November 1979 .

Graduate Students:

Delfiner, P., "A spatial two-sample test," Tech.
- Report #110, series 2, Department of Statistics,
Princeton University, Princeton, N. J. October 1975.

Horn, P., "Heteroscedasticity of residuals: a non-parametric
alternative to the Goldfeld-Quandt peak test,"
Tech. Report #155, series 2, Department of Statistics,
Princeton University, Princeton, N. J. August 1979.

Hunter, D., "Bounds for the probability of a union,"
Tech. Report #73, series 2, Department of Statistics,
Princeton University, Princeton, N. J. December 1974.

Hunter, D., "Approx1mat1ng percentage points of statistics
expressible as maxima, Tech. Report #88, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. June 1975.

Kafadar, K., McNeil, D. R., "On the distribution of
Fecundability," Tech. Report #1l1l1, series ‘2,
Department of Statistics, Princeton University,
Princeton, N. J. June 1976.

Kazim, F., "The distribution of a criterion for testing
temporal independence in random fields," Tech.
Report #68, series 2, Department of Statistics,
Princeton University, Princeton, N. J. October 1974.

Stine, R., Bloomfield, P., "Complex demodulation of
Quasiperiodic time series," Tech. Report #144, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. March 1979..

Turner, J., "Preliminary analysis of Princeton University's
computer system data," Tech. Report #81, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. March 1975.

‘Turner, J. McNeil, D.R., "Using splines to interpolate.
age-specific fertility," Tech Report #79, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. February 1975.

Zlotnik, H., Bloomfield, P., "Spectral Analy51s of multiple .
time series data," Tech :Report #121, series 2, Department
of Statistics, Princeton Unlver51ty, Prlﬁceton, N. J.
March 1977. _
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Bloomfield, P.,"Note on a central limit theorem of
I. A. Ibragimov, with an application to the sojourn
times of the M/G/infinity queue," Tech. Report #41,
series 2, Department of Statistics, Princeton University
Princeton, N. J. July 1973.

Bloomfield, P., "On the distribution of the residuals
from a fitted linear model," Tech. Report #56,
series 2, Department of Statistics, Princeton
University, Princeton, N. J. January 1974.

Bloomfield, P., Anderssen, R.S., McNeil, D.R., "Spline
functions in data analysis " Tech. Report #69,
series 2, Department of Statistics, Princeton
University, Princeton, N. J. Octcber 1974.

Bloomfield, P., "Analysis of cancer mortality in Texas,"
Tech. Report #117, series 2, Department of
Statistics, Princeton University, Princeton, N. J.
August 1976. :

Bloomfield, 'P., Zlotnik, H., "Spectrum analysis of
multiple time series data," Tech. Report #1121, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. March 1977.

Bloomfield, P., "An interactive statistical 'processor
for the Unix Time-Sharing System," Tech. Report #125,
series 2, Department of Statistics, Princeton University,
Princeton, N. J. July 1977.

Bloomfield, P., Steiger, W., "Least Absclute Deviations
Curve-Fitting," Tech. Report #137, series 2, .
Department of Statistics, Princeton University,
Princeton, N.J. September 1977, revised September 1979.

Bloomfield, P., Stine, R., "Complex democdulation of
Quasiperiodic time series," Tech. Report #144,
series 2, Department of Statistics, Princeton
University, Princeton, N. J. March 1979.

\
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McNeil, D.R., "Interactive exploratory data analysis |
‘using A Programming Language," Tech. Report #54, |
series 2, Department of Statistics, Princeton i
University, Princeton, N. J. February 1974.

McNeil, D.R., Tukey, J.W., "Demographic data analysis
using an interactive computer," Tech. Report #65,
series 2, Department of Statistics, Princeton
University, Princeton, N. J. October 1974,
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McNeil, D.R., Bloomfield, P., Anderssen, R.S.,
"Spline functions in data analysis," Tech. Report #69,
series 2, Department of Statistics, Princeton University,
Princeton, N. J. October 1974.

McNeil, D.R., Weiss, G.H., "A large sample approach to
estimation of parameters in Markov population models,"
\Tech. Report #76, series 2, Department of Statistics,
Princeton University, Princeton, N. J. January 1975.

McNeil, D. R., Turner, J., "Using splines to interpoclate
age-specific fertility," Tech. Report #79, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. February 1975.

McNeil, D.R., Hill, A., "Geographic variations in U. S.
fertility by state," Tech. Report #109, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. March 1976. '

McNeil, D.R., Kafadar, K., "On the distribution of fecundability,"
Tech. Report #111, series 2, Department of Statistics,
Princeton University, Princeton, N. J. June 1976.

Simon, G., "Another lock at the Phillips phenomenon,"
Tech. Report #43, series 2, Department of Statistics,
Princeton University, Princeton, N. J. August 1973.

Simon, G., "An explicit relationship between multidimensional
scaling and principal components - use of nonmetric
multidimensional scaling te find principal components,"”
Tech. Reprot #62, series 2, Department of Statistics,
Princeton University, Princeton, N. J. June 1974.

Simon, G., "Multivariate genralization of Kendall's
Tau,"” Tech. Report #78, series 2, Department of
Statistics, Princeton University, Princeton, N. J.
January 1975.

Simon, G., "A non-parametric test of total independence
based on Kendal's Tau," Tech. Report #90, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. August 1975.

Simon, G., "Swindles to improve computer simulation,
with applications to the problems of appraising
estimates of location and dispersion in univariate
samples," Tech. Report #91, series 2, Department of
Statistics, Princeton University, Princeton, N. J.
August 1975,
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Tukey, J. W., "Introduction to today's data analysis,"
Tech. Report #40, series 2, Department of Statistics,
Princeton University, Princton, N. J. June 1973.

Tukey, J. W. "Data analysis for molecular structure:
today and tomorrow," Tech. Report #44, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. June 1973.

Tukey, J.W., Friedman, J.H., "A projection pursuit
algorithm for exploratory data analysis," Tech.
Report #45, series 2, Department of Statistics,
Princeton University, Princeton, N. J. June 1973.

Takey, J.W., "Some thoughts on alternagraphic displays,”
Tech. Report #48, series 2, Department of Statistics,
Princeton University, Princeton, N. J. October 1973.

Tukey, J.W., McNeil, D.R., "Demographic data analysis
using an interactive computer," Tech. Report #65,
series 2, Department of Statistics, Princeton
University, Princeton, N. J. July 1974.

Tukey, J. W., Mayor deMontricher, G., "Polynomial fitting
near the ends of equally spaced data; the empirical facts,"”
Tech. Report #66, series 2, Department of Statistics,
Princeton University, Princton, N. J. July 1974.

Watson, G., "A simple treatment of spectrum estimation
and its relation to regression with stationary errors,
Tech. Report #46, series 2, Department of Statistics,
Princeton University, Princeton, N. J. September 1973."°

watson, G., "Estimation when the errors are approximately
independent and Gaussian, Tech. Report #47, series 2,
Department of Statistics, Princeton University,
Princeton, N. J. September 1973.

Visitors:

Anderssen. P., Bloomfield, P., McNeil, D.R., "Spline
functions in data analysis," Tech. Report #69, series 2,
Department of Statistics, Princeton University,
Princeton, N. J.

Mayor deMontricher, G., Martin, R.D., "Locally max-min
robust tests," Tech. Report #61, series 2,
Department of Statistics, Princeton University,
Princeton, -N. J. May 1974.




- 5 -

Mayor deMontricher, G., "Proof of contribution by
multiple regression: use of the third moments to
eliminate the indetermination caused by noise in the
carriers," Tech. Report #63, series 2, '
Department of Statistics, Princeton University,
Princeton, N. J. June 1974,

Mayor' deMontricher, G. "Polynomial fitting; asymptotic
aspect of the variance of the residuals," Tech.
Report #64, Department of Statistics, Princeton
University, Princeton, N. J. June 1974.

Mayor deMontricher, G, Tukey, J. W., "Polynomial
fitting near the ends of equally spaced data; the
empircal facts," Tech. Report #66, series 2,

- Department of Statistics, Princeton University
Princeton, N. J. July 1974,

Rebinson, J., "On the consistency of the monotone
coefficient," Tech. Report #70, series 2, Department
of Statistics, Princeton University, Princeton
N. J. Octeber 1974, :

Robinson, J., Mayer, L.S., "The monotone coefficient
as an estimator of the correlation ration between
an ordinal variable and interval variable," Tech.
Report #72, series 2, Department of Statistics,
Princeton University, Princeton, N. J. December 1974.

Robinson J., Mayer, L.S., "Multiple and partial monotone

coefficients for Regression models with ordinal
predictor variables, Tech. Report #95, series 2,
Department of Sttistics, Princeton University,
Princeton, N. J. September 1975,

Rebinsen, J., Mayer, L. S., "The monotone coefficient
as a measure of association for relating an ordinal
variable and an interval variable in the presence
of ties," Tech. Report #133, series 2, Department
of Statistics, Princeton University, Princeton
N. J. November 1977. :

. Silvey, S.D., "Some aspects of the theory of optimal
linear regression design with a general concave
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Steiger, W., Bloomfield, P., "Least absolute deviations
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of Statistics, Princeton University, Princeton,

N. J. September 1977.



APPENDIX D: Ph.D. Theses

Ph.D. Theses Supported by DOE Contract EY-74-76-S-02-2310

Noel Cressie (1975) - Testing for Uniformity Against
a Clustering Alternative.

David Hunter (1975) - Bounds for the Probabiiity of
a Union of Random Events and Applications.

Paul Velleman (1975) - Robust Non-Linear Data
Smoothers - Theory, Definitions, and Applications.

John Turner (1976) - The Statlstlcal Analysis of
~Computer’ System Behavior.

Pierre Delfiner-(1978) - Shift Invariance Under
Linear Models.

Hania Zlotnik (1978) - CJchert Fertility in the United
States 1901-1930. ]

) Susan Peterson Arthur (1979) - Skew Stretched Distributions
and the t Statistic. ' : :

Karen Kafadar (1979) - Robust Confidence Intervals for
the One and Two Sample Problems.

-

Arthur Silverberg (1979) - Statistical Models for the
Q- Permutatlons.

David Tyler (1979) - Redundancy Analysis and Associated
Asymptotic Distribution Theory.

Ph.D. Theses in Progress (tentative titles).

Kathy Bell, Estimation of location using data
modifications based on order-pushback techniques.

Kaizo:  Beltrao, ne_oom

Yoav Beﬁjamin, Shapes of distributions and their affect
on the tails of the t-statistic.

Roberta Guarino, Compromise estimates of location.

" "

Anne Houtman,



h.D. Theses in Progress (tentative titles) cont'd.

Paul Horn, The mid-hinge as an estimate of location.
Louis Kates, Zonal spherical functions in linear models.

Donna Mohr, Estimating the parameters for fractional
Gaussian noise.

Allan Wilks, Optimal design of time arrays for
‘unequally-spaced time-series data.
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Appendix E: Fortran~1nsta11at1one

PRINCETON UNIX FORTRAN USERS:

Battelle, Frankfurt, Germany :
Bell Telephone Laboratories, Murray Hill, NJ e
. Case Western Reserve University, Cleveland, 0h1o - '
‘Columbia University, New York, NY (College of Phys1c1ans and Surgeons)
Computer Consoles, Inc., Rochester, NY
Department of the Interior, Geological Survey, Denver, Colorado
‘Harvard School of Public Health, Boston, Mass, -
Lincoln Laboratory, Cambridge, Mass. (MIT) ' R
Los Alamos Scientific Laboratory, Los Alamos, NM (Group C8)
© Moravian College, Bethlehem, Pa. (Computer Center) E ,
~'National Bureau of Standards, Gaithersburg, MD (Computer Sc1ence SectIon)»
. National Security Agency, Fort Meade, MD L ISR
- New York Blood Center, NY, NY SR »j-;f,- fiij-”ff FLTmL Ll
.- New. York Medical College, NY, NY e
Polytechn1c Institute of New York, Farm1ngda1e, NY ‘
Queen's University, Kingston, 0ntar1o, Canada (Computer Center)
-Rosemount, Inc., West Prarie, Minn.
Stanford University, Stanford, CA (Geophysics Dept ) -
Suny College of Technology, Ut1ca, NY ‘ S
University of California, Berkeley, CA (Computer Science and Survey
Research Center) .
University of‘Ca11forn1a, San Diego, CA (Chemistry Dept )
University of California, Santa Barbara, CA
 University of Aberdeen, Scotland (Computer Science) , o
University of Connecticut, Storrs, Conn. e
University of Glasgow, Scotland (Computer Sc1ence) R R
“University of. Nottingham, England (Psychology) " : '
University of Texas, E1 Paso, Texas (Electrical Eng1neer1ng)
University .of Toronto, Toronto, Ontario, Canada -
University of Utah, Salt Lake City, Utah : :
Vanderbilt Un1vers1ty, Nashville, Tenn. (Med1ca1 Center)

Yale University, New Haven, Conn. (Psychology) ‘
University of Technology, Dept. of Computer Science (Loughborough

Leicestershire, England)

Devartment of Defense, Fort George G. Mead, MD

U.S. Air Force Academy, DFACS/ERCC, (Co]orado)

Katholieke Universiteit, (Computer Section), Netherlands

Mathematics Institute, Department of Computlng Mathemat1cs,
Cardiff, Wales

,Un1vers1ty of California, Los Angeles (School of Eng1neer1ng and
Applied Science) : : :

Department of Commerce,’ Bou]der Colorado

University of Oklahoma, Norman, Oklahoma : Co

University of Hawaii, Honolulu, Hawaii (Inst1tute for: Astronomy)

Naval Underwater Systems Center, Computer Sc1ence Dept., Newport,
Rhode Island .

University of Edinburgh, Edinburgh, Scotland : '

University of California, San Diego.(Marine Phys1ca] Laboratory)

SOFTECH, Waltham, Massachusetts

Fisons L1m1ted Levington Research Stat1on, England

Cetus Corporat1on, Berkeley, CA

Naval Ocean System Center, San Diego, CA

‘Tennessee Valley Authority, Muscle Shoals, Alabama 35660

Un1v§;sxte1t van Amsterdam, Amsterdam, Netherlands (Psycholog1sch
La A
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Append1x E: (cont'd)

x Pr1nceton Fortan Users (cont d.)

Rockefeller Un1vers1ty, NY, NY
" University of Maryland, Co]lege Park, MD

California Polytechnic State Un1vers1ty, San Lu1s 0b1spo, CA
Stevens Institute of Technology, Hoboken, NJ : -

- Procurement Directorate, Aberdeen Proving Ground MD

.~ -Interactive Systems, Santa Monica, CA

~ University of I1linois Medical Center, Chicago, I]l1no1s
"RLG Associates, Reston, VA

University of Washington, Seattle, wash1nqton

“University of Bradford Bradford, West Yorksh1ré, Eng]and




ISP Users:

R tnandal bt I

Appendix'F: Isp Insta]ﬁatipns

«Céfus'Corporation,'Berkeley, CA

Columbia University, New York, New York -

| "Harvard School of Public Health, Boston, Mass. :

Lincoln Laboratory, Cambridge, Mass

Katholieke Universiteit, Netherlands

University of California, Berkeley, CA
University of Toronto, Toronto, Ontario, Canada

~Tennessee Valley Authority, Muscle Shoals, Alabamé 35660
. Federal Aviation Administration, NAFEC, Pamona, NJ :
SUNY College of Technology, Utica, NY

Procurement Directorate, Aberdeen Proving Ground MD .

“Interactive Systems, Santa Monica, CA .
. .RLG Associates, Reston, VA - L
 University of Washington, Seattle, Nash1ngton e
,Rockefe]]er Un1vers1ty, NY NY FRE
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1. A tutorial introduction to the let Command in Isp.
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A Tutorial Introduction to

the let Command in isp

David Dencho
" Department - of Statistics
Princeton University



- David Donoho

Dzpartment of Statistics

Princeton University

A Short manual for isp users explaiding the-use >f the

system reexpression/manipulation command, let.
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0. Introduction

- A< Purposee..

This tutorial zovers usage >f the let command ia con-
junction - with th2 data structures and other tools f£>und in
isp..Basiﬁ familiarity with the isp syst2m is supposed; see

- - y

the isp -Tutorial for an introduction to the whole system;

lat is a program in the isp system which perforas ar-
ithmeﬁi¢  and reshaping operations commonl§ needed 1in fhe‘
course'of an analysis »>f data. 'let operates o5n arrays
présén£ iﬁ‘the-isp»user's aﬁtive area; it undefstands 1 for-
muléic lénéuaqe that dirac;s'the reexpressioa of arrays al-
ready pfésent in the.actife aréa and/or the creation of new
mrravé..'- |

2t is invoked in isp by commands like:

* let 2 = (x-y)/2; b =4(x+7[/2; c = a/b;
. % let wave = sin(omega * t); gauss = sgyrt{poiss);

The gene:al'fo:h being

* let expression ; expression ; ...
vhere each .expression is a sentence in let's 1languig2 (see

belowA.foan iascription). 1let can also be called *'in-line’

by calling a naocrmal isp comsnand with. a let expression in

\



parentheses as an acjument:

* boxplot {log(x)); stamleaf (sgct(y+l) + sqrt(y))

* scat (1/x,103(V))

let facilitates data manipulatioan to such an =2xtent
that isp users may be drawn to explorz transformati>n and
tasﬁéping.of taeir dita simply bscause it is so easy ({and

funi)

C. Conventions. ..

let ‘doesn’'t interact with the user at the keyboard lev-

ei:- it\ béssivély accepts commands, and then execut2s then.
‘It will :only type a message to tﬁe user if'an error iia syn-
tax or m2aninj has been detected. Some examples of let error
mesSéges:éce |

syntax errar :

b: acrcay aot sguare: BN

.a: not found
Becauss2 let;is.éssan;ially.'dumb', dialog with itAis ni more
A~tﬁan‘ m5n313g.\ In the eximples that f>1llow, the fcigments

.always represant what the user typed; we r2present let’s .

output by unde:scbtidg it. Thus:

&« let 2z = 1/x
arror; divide by_zero.
.. % let w = exp(z)
2:_not_found~
Tbe

T> illustrate the effeéts >f let commands we will often

use other =commands like print and list; in those cas2s, as



in the isp Tutorial, we assume that the uaser typass what fol-
15vsA the isp shellis ptompt, and\that the computer :esponas
with the rest. A typical fragment migh; be -
* let z = a~2

. % priat a z
1.000 2.020  3.000
1.000  4.000  9.000 .

o«
The uset-types what follows the prompt on the first two

lines; the computer types the cest.

The ensaing chapters are desijned to show you first how
to us2 let for simple data analytic/manipulative tasks,'and

Anext; how to use it for realistic prableams.




()
[ ]
13
e
15)
170
=
"
10
1
10
I
et
I8
I
Fz
=]
jw

Hare we cover the elementary operations that lat can’

perforas.. We bejyin with .backgroung information.

Ac- Data-Configuratidn in isp

The‘raw elements that isp and let manipulate ara arrays
Aof.fiiatianéoinﬁ numbers. . On-PDé—11is these are essential-
ly Ahumbers of 6 si;nificant digits in- the range
1(107-38;13‘+38). Iﬁ» isp arrays' are sets of floating
nﬂmbeﬁs indexed by ao more than 3 subscripts 'and recorded
internally in fou-majot order (rightmost subscript vacying
fasﬁes&y-c'Thus an array is §ggggg'k X 0D X Py Acontaiaing k
'.tables(métrices),ﬂeach4with n rdwskand o] columns. In a sen-
se éhépe is the single most important fact of data organiza-
tion.: ié ﬁypically desccibe‘our data not asiafrays, but ac-
cording to”.ihair shape asA columns -or [OWS OTC tables.

Pa2rhaps the Bost often-used isp command, list, describes ar-

:avé‘solély By hame and shape.

W2 can 2van guess the type of analysis the data were
cdllecte& for bv,the’shape 2f the array iaté which thay are
pﬁt-z‘Tbﬁs, én n X 2 array denerally sugjests x-y plot, re-
gressioas 2and othar types of function~relationship inves-
tigfatiohs.. A 1.Xx n-array aay be a time series or 1 com-
'pleéélv Qﬁstructured batch of numbers. If the matrix is n «

p, with p>2, we may hava a whole cllection . of responsa2s ob-



served undar =2ach of n 1istinct circumstances to be r2lated,

say by correlation aethods. And .so on.

 .The conz2rn with shape leads even to ﬁhe deviza of
denotidq. values as niséing- If we obs2rve p responses fof
each;of + individuals but can*t get a full record £d2r each
résponieht- (Eor example‘if'(s)he.refusas t> answer cectéin-
quesiioné). ﬁheniue record unknown values as missing values,
denotei 'by empty parentheses in let--"()". Filliny in the
thalés' in tie table preserves the n x p structure 93f the
table  of fesponses.i In recording clqsing.prices of a stock
fdt éﬁch business day, if we denote holiday ceadings by ()
then ;aadinjs whose 1indices ara two apart were tag<en two
déys apart: the ideal structure of the aata is maintained

even in the absence of ideal data to put in it.

A final.uord<on- shape.' "Many let Aoperations expect
tﬁe;:. éfgdménts t> have a.éettain shape--binafy operations
generaiiy need both arguments to have the same shape, and
6nlvz éqhéte matrices can..be inverted. 'Arrays which mee;

such requiremeats arz confarmal. Most 1let error messages

. ate.siap1ya:omplaints that arquments area't conformal.

‘B.. Arithpetic.

let will perform arithmetic operations and will compu-
te tha m@most common functions of trigonometry and anilysis.

The lanjuaje for expressing these is much th2 same as For-

- tran or Basiz, and ha2nce much .the same a5 standard handwrit-



e

ten notation‘of algebra. .

let accepts well-formed formulas involving the syambols
+t,=,%,/,=2,(s) -Such as
b,+ (c#*b)

2¢frog - brown/{(grass+lily)
-(£*%2) /(c=3. 1)

w e
won i

Just as ‘in Poctran. .5 Basic the meaning of these symbols is

+,- addition, subtraction
%,/ mwmultiplication, division
{s) parentheses for grouping
= assijnment

These operations are performed elementwise, 50 that aay two
arrays combined using these binary oparations must either

have;the‘sime shape, .or ona must be a coﬁstant (j x.1 x 1).
* printza (a+1) (5/3*“)
1.0000  2.0000  3.0000  4.0000°  5.0000
- 2.0000 3.0000 - 4.0000 5.0000 6.0000
-3.6666+ =3.3333. -3.0000 -2;5666 f2.3333
# print b (b- (b/10))
0.1000 . 0.20037. -0.5900

0.)900 - 0.1800 -0.4500 -

* print (a-b)
Matrix_shape error



Pracedanc2 is interpreted as in Fortran: in a 1=2ft-to-
right scan, execute first items in parentheses, then opera-

tions * and /, with +-and - having lowest priority.

¥ let ¢c = 1-a; b = z/a;
* print (a + b¥5) ((a + b)¥5)

1.0000 ~-0.5000 -0.3333 0.2500 1.0000
5.2290 . 7.5000 11.6566 16.2500 21.0000
In ‘addition. to thesz simple operations, one can also parform

exponentiation; it has a higher precedence than ﬁultiplica-

tion.dﬁ diiisian;
# print {(c *# a“b) ((c*i)”b)
1.)000 - -).2928 -1.5192 -2.6464 - -3.7240

1.2000 -~ 1. 2840 1.5596 1.7550 = 1.8964

‘let also can comput2 mdost 2f the +dimpoctant fiactions
from . trigonom2try and analysis. These take arrays as argu-
ments 1nd‘genecate conformal arrays as outputs, by coaputing

tﬁe.i&iicaﬁai~functian elementwise. Thus,
* print a (exp(a)) (log(a))
12000 2.0000. 3. 0000 4.0000 5. 0000

2.7¥82  7.3890  20.0855 545981 148.4131



. 0.0000 0.3010 0.4771 0.6020 0.6989

. * print (W ='a/3)(sin(w)) (2tan (sin(w) /cos (¥)))
- 0.3333 0.6665A. 1.0000 1.3333 1.6666
0.3271.: 0.51813 J.8414  0.9719 0.9954

0.33337: J).6666 1..0000 143333 1.6666

A complat2 list of these functions is

sin,cos sine, cosine

exp,log,1n expon2ntial functidn,
base 10 & natural logs.

. sgrt square root ‘
atan,acos,asin arc tangent,cosine,sine
atanh- arc hyperbolic tanjent
abs . absolute value
int . truncate t> integer
sgn . signum function

Pl the value 3.141592

C. .Data Manipulation

. Many usefil operationos in data analysis iovolve selec-
tiag. subsets of data, ocr reshaping- arrays, or j>ining
several datasets togather into oOne. We group all  these

opgrattans under the heading 'Diata ﬂanipulation'; as opposed

‘to ?'Data Rzexpression®, which .changes the values in an ar-

ray, : but .not its shape, these op2rations change shapeé but

tcopy ovar'! values iirectly.

‘1. .Dimensioning.. Dimensioning reshapes an array by

changing the numbers of rowss/columns/tables it contains. If



1 _ ' " a is an m x g matrix, .a{an,p) ¥will be an n x p array with its.

values filled 4in tow-major order from a.

extra values are takan as missing.

* list -

a array (4,3)

1.0000
4.0000 .
7.0000
10.2000

1.2200 .
5.0000
9.0000

-1..0000 ..
8.2J00.

1.3000

3.3000

Note that the arguments in parentha2ses are constants, not

¥ let b= 1(3,84);
* print a b c d

2.0000
5.0000

- 8.0000 .
-11..0000 .

2. 0000
6.0000
10..0000

2.0000
9..0000

2.0000..
4..0000 .

c=a(2,7);

©3.0000

5.0000
9.0000

12.0000

3.0000
7.0000
11.0000

3.0000
10. 0000

d = a(2,2)

4.0000
8.0000
12.0000

4.0000
11.0000

If m.3g > m.p the

5.0000 6.0000
12.0000 *&xxkxixkk

variablesuAA:hanﬂy fact is that if a isan x 1 -- é column --

then a(l,n) is a1 row.

2...Subscriptinj.. Subscripting selects subsets »>f an

array based oa.the value of their subscripts. The simplest

exampla is the selection of slices, such as rows or c>lunmns,

from the arrave.

column i ié f‘.i]; for all the elements of

The

let notation for all the elea=2nts of

Tﬁﬁs.i[t;ﬁj ienotas the first rovw of x.

* list

rov j, [Je¥1l-

7.0000
ExRKEEX KX



X artav(uo3}
% print (x[1,*] (x{*,3])

13300 2.:0000 3.0300

3.0000 -
63900
.9. 0000
12.0000

" Sets of ‘columns dr rows are selected simply by 1listing. out
the indices of the desired slices:
# print (x[ 1 2,%1) (x[3 4,2 3))

1.0000  2.0000  3.0000
45.0000 - 5.0000. 6.0000

8.0000 . 9.0000
11.2000.  12.0000

Note that '#* is equivalent to *1 2 ... k' if subscriosting
on-thdt dimension runs as high as k.

A notational shortcut for louq.lists within subscript
expressioné is the us2 of 'k:l' in place of 'k k+1 ... 1!
{or 'k k-1 ... 1* if 1<k). Thaus if x is 4 x 3, 'x[(*,1])' =

vx{ 124,172 'x(1 2 34,17
An. example of the most gemeral combination of notations
wouldAbeA
(123 5 9°21:12,1 4 3 8:11,%]

A practical application of these methods would come in



rearranging columns 2f an arriy to be usa2d for ;generating
pio£s¢, Thé isp progran sca£~assumes (although this cdn be
oiefriident'that the x-coordinates for a plot are stored ian
the'-first. column . 2f the argument énd the y-coordinates in
theusecond,colahn,‘ Supposing we had orijginally gotteq this
backuardé, W2 cohld reverse the columns by a simple instruc-

tion 6£vthe form .

* let x = x{*,2 1]

.nathin§ could be simpler!

\ .
3. Concat2nation. An extremely comaon operation in isp

is the jaining together of several arrays intd one array.

The reason for this is that when performing reexpressions of

a variablé,;we typically sto:e.thag variable in an accay by
itself::buﬁ when performing analysis using isp plotting or
fittiﬁ;_.rau;ines,.all the'variables Wwe wish to discover re-
Latiods betwz2en n2ed to be stored as coluans in the same ar-

rav. Thus a typical cycle in a data analysis involves

._breakinquovn:an array into parts, reexpr2ssing the parts,

and then piecing thea back together to fit a model-- aich as
id fhe follqwinq‘f:aqment:

* let x = dat[*,1]; y=dat[*, 2}

% scat {1/x,103(Yv))

In let the *',°* concatenates columns. of the same . l2ngth
into onsz array.. THus 'x = x[*,Z],i[*,l]' is a f2asible
soldtion.to the'ptoblem of reversing theorder of two columns

in an array. Matrices with the same number of rows can be



joined by *,' also; in-'a,a' every colaumn of the ociginal

matrix a appears twice. .

What happans if we need to add extra rows to »d>ur da-

taset, for example because we have aquired new observitions

to analyze?

Here we use the *,' in-its upary form. If x is ¢ x n x

P, ?,x' is 1,x'1‘x (k-n.p), a single row containing in row

major >rder all the elements of x.
* print x (.X)

0.6104 - 0.5768 0.9897
0..1210 3.557) 0.9878
0.7772 . 0.9392 . 0.6463
0.3330 ). 4416 0.6734

0.6104 . 1.5768 0.9897 0.1210 0.5570 0.9878

0.9392 J.6463 0.8930 2.44106 Je. 6734

Using this '‘unravelling' operation together with concatena-
tion, we can solve the ptoblem of adding gggg'by reshaping,

addinq-gégggnga and shaping back:

* list :
X. .. arcay (35,%) .
Y. - array (15,4%)

¥ leta = {(,X)eleV)
¥ let x = a2(50,4)
. % list
a- . ~array (200)
X . array {50,.4%) ..
Y arcay (15,4%)
% -

So we can add new rows to x by unravelling it, by concatena-

tind thé ‘unravelled new rows to the end of the anravelled

0.7772
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old ones, and then rashaping the whole thing. the *,' ap-

pears useful both in unary and binary forms.

u;ZTtansposition. Som2times, especially for 'algab}ai:

reasons,. th2 transpose of an array is of interest; it is

computed by exchanging rows with clumns, so that an a2 . x p

‘matrix becomes p x n and the element azcessed by [i,j] in

the olil array is accessed by [j,1] in th2 new one; In let

- the transposa2 of£ x is given by tra(x).

When an. operator like ',! works only columnwise and we

need. it to work rowwiss, we can use trm to interchaage the

roles rows and columras and solve our problem. For 2xample,

the pravious section's method of aldding new rows to a aitrix

is much :improved upon using transposition:

® let x = trn (trn(x) o ton(y))

'D< Special Punztions.

let has certain functions which operatz om an arcay and

retucn an acrray of the same shape in which the valias have

béen,changéd'hy more complicated means than the application
of a simple fanétionuelementvise. The following ‘is 1 gquick

itemization.

iota: returns an array with the first ken.p aiatural

numbers in row major order..

* list
b'e arcay (3, 2.
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% print (iota(x))

1.0000 2.0000 s
3.3300 . 4..0000 .
5..0000 . 5.0000

sort: ra2turns a copy of the argument with.sortzl values

stofed ih aséénding, roWw-ma jor order.
*. print - (6-iota (X)) (sort(6-iota (x)))

5.0000 4.0000 .
323000 - 2..0000
1..0000 0.0000 .

. 03000 . 1.0000
2.3300.. 3.0000
4.0000 5.0000

rnd: ceturns an.array f£illed with independeat, - uni-

forh(d.ﬂ] random numbers..
"% print{rnd(x)). (rnd(x))

0.5104 9.5768
0.3897: 2.1210
1 0.5570 . . 0.9878

0.7772 0.9392
0.5463. - 0.8930
0.44156 . 0.6734

gau returns an array filled with indzpendent, Gaus-

siad(orlx.éandom numbers.



* list
.2 arcay(5J)
. % let z = gau(z)
* stenleaf z

- -0210
-011865 |
-01}4443321000.
-001}.99988755
-00 444432210000

0011123444
00663389
01.4.234. .

diff ‘computes first differances of its argument. .
* print x (diff(x))

1..3093 1.8805
0.2645 . 0.0309
0.7859 . 0.2925

EERHEEEEE REEEXEEEER
kX EEAX FhxEerkkE

The missing value is present because 6 nimbers gemneritz= oOnly

5. first. diffatences - X[ 271-X{ 1]se e %X[6 X[ 5] .

scan compuates a running sum of its arjument.

* print (scan (x))

1.3093.  3.1899
3.4544 . 3.4854 .
4.2713 . 4.5639
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Note that scam and d3iff ar> essentially inverses to> each

other, in th2 same way that integration and differsntiation

are inverses.

% print (y=,x%) (di€E(scan(y))) (scau(diff(f)))

1.3093.. 1.8805 0.2645  "0.0309 3.7859 3.2925

ERERXKEEE 1. 8805 0. 2645 0.0309 0.7859 0.2925

AEEERE & EE 0.5712 -1.0448 -1.2784 - -0.5234 _-1.0167

diff(scan(.)) amounts t> making the first. value ian the
saries missing, while scan(diff(.)) conmbines this with a

translation.30 the first value in the series is zero.
|

smooth computes a smoothed versiom of its argument by
*3cs

Tukey!s "shizi procedure.'

* lpt y = smooth(1,-1,3,-.05,5,9,0,8,9,5)
* print Yy

©1.0000. 1.0000 1.6250 = 3.3750 5. 0000 5.1250
’ 3.0000 . 8.0000 8.0000.

To dz2momnstrat: thesé tools in action, we parcforn
Tukév'é w;uided Diagnosis of Reexpression". Suppose 4e are
preéeniad with tvwo unstructgred batches of numbers, x and ¥y,
aﬁiv Aceiaske@ to find a function £ such thét y=f£(x). Tukey

suggests a ma2thod involving only the fuactions of let we

7.3750



have.alceady seella

Pirst lgt's gjenerate two samples.
& let z(120,1) = 0
. *¥ let vy = cos(rnd(z)); x = gau(z)
Thus we will b2 looking for the function which transfbtms
Gaussiah. Eandah aumbers into cosines 3f random angles in

10,13
‘W2 broceed.by.sorting:

% let.y = sort(y): x = sort(x ;

"and th2n vwe difference the sorted values and estimate t he

derivative.
% let dy = diff(y); dx = diff (x);
* let 4f = dyrsdx;. :

To refine our estimate, we'smooth and then iategratz the:

smoothed derivative to get i smooth functional form:

- s let df = exp{(smooth(ln(df)))
* let £ = scag(df*dx)

The resalts--



* gscat {x.f)

0.500 | 33%43 *
: } 3 :
13
} 28
1 %7
67 .
45
_*:3‘ .
T 1
*
35 I
4. 3
2’ 1}
3 !
2 !
2% [
s 2 |-
0..000 U S

-3.000 4.000

This complicited but useful simple data analysis procadure

shows let to be convenient and powerful.

vg- ngigggtFun:tions
lat offars a set of logical operations which orovide
powerful:manipnlation/reexptessian capabilities. Condition-

al.reexp;essions are especially easy with let.

1.. Logical Operators. The syabols >,<,<=,>=,==,!= pro-
vide binary truth-valued ape;atSrs- Conformal arrays are
.comparad elamentwise according to the sense indicated by the

opertor?!s symbol, and the elementwise answer is 1 wh2a the




comparison is true and 0 when it is false.

* print a (a > 0) (2 < 1) (2 == 2) (a != 0)
-1.0000 =3.1000 0.0000 4.0999 2.0000 1.6000

. 29000

0.0000 | 0.0000. 0.0000 1.0000 1.°0000 1.0000
o 1.0009. -

1.2000 . 1..0000 1.0000 0.0000 0.0000 0.0000
0.0000. : o

0.2300 . 0.0000 0.0000 0.0000 1.0000 0.0000
0.0000

1.0000 1.0000 . 0. 0000 1.0000 . 1.0000 1.0000
. 1. 0000 .

/

Co>ajunction is indicated by &, .disjunctiam by I:

* print (a3 < 0 f'a> 2 (att=02%&a = 2)

0.3000 . | 0.0000 1.0000 0.0000 1.0000  1.0000
0.0000

- 1.2000 1.0000 0.0000 1.0000.  0.0000 1.0000
1.0000 : :

\
Naturally, comparisons bind tighﬁec than con- or dis-  junc?

:tionSe.-

2. If-Then-EBEls2. Aalthough logic-valued variabies havs
some utility by themselves,”they primarily are intended for

useAvithAthe let

2.0000
1.0000
0.0000
1.0000

~1.0000

1.0000

0.0000



if ? then : else

This expression takes the vilues indicat2d by then

is thue.‘and'thé values indicat=231 by elsa othervise.
‘% print a.(a.>vb ? sgrt(a) : -.123456) (3 >= 3 ?

-1.0000 -3..1007. 9.0000 4.0999 2.0000
. 2..9000.

0.1234.  0.123%  0.1234 - 2.0248  1.4142
1.7029

4.3900 6.03839 3.0000 1.1000 1.0000
0. 0999

when 1if

1-3 : 3-a)

1.6000 2.0000

1. 2649 1.4142

/

1. 4000 1.0000

the expressions given by if, them, 2aand else must be

conformal-—-all the same shipe, 2xcept that some may be con-

stants. .

# let b = a >= 1.5 2 1.345 : -2.001
* print. b : .

-2.0010 =2.0010 =2.0010  1.3450 1. 3450
1.3450 o

Of particular use is the symbol () for nmissing

which can be used t> obliterate unvanted data.

-1.0000 -3.1000 0.0000 4.0999 **sexssss
. 2.9000 '

1.3450  1.3450

value,

1.6000 *=xsxsxsss




'So outliers can be made missing:

* let x‘=:qau(x(15§=0¥; x= abs(x)>1.5 2 () : x;
Thiélmakés'missing all  elements in this Gaussian sample

vhich are mor2 than 1.5 standard deviatioas from their mean.

Use of the 'if-then? consttuctvallqis choice of subsam-
pies. -Sdbpose that we want to regress.y on X in two sspara-
te qrohps: those in which and auxiliarY.vaciable z is 0 and
théée .ih whizh . it is two. A simple stratagy is t> mangle
those cases anot in the group were studying; so we try

* let x0 3 X O

0 :
* let x2 22 % : ()i,
* regress (x0,y); regress (x2,Y)

.s @

Zz=
z=



|
II. Beyond the Rules

Here we discuss additional functions and isp coammands
which extenl the usefulness of let into more <complex

domainse.

As.Matcix Manipulations

Maltiplication of twvo matrice§ is aczcomplished in let
with thé."#*" operator; the arrafs must be n x p and p,k m,
respécti&ely. and the result will be an n X m array each
eiement of which is the inner product of a cow of the first

and a c21lumn of the second..

Inversion of a squar2 matrix is performed by the inv

function. inv (x) #*x is the identity matrix (up to> r>undoff

~

.error). Thus the system of equitioans

v = Ci*w
is solvéd~by w = iav (C) #*u,
As an.exaapleL the linsar regression of y (n.x 1) on «x
{a X P} is givan by !
. g = x#*p
ﬁhere

b = inv (trn () #*x) d*trn(x)#*y



B.. Selection/Reduction Functions..

Certain special functioans not provided by let arz per-

formed by isp commanis written to meet the dsficiencizs.

salect 2xtracts those rows from an array for which a
given. condition is true. Thus the rows of x with 100nzero

first 2lement are given by

¢+ select x (x[*,1] != 0) >_y'
fbe'problem'at the end of Chap. I. of splitting a 1lataset
into ﬁwo subsets based on in auxiliary variable can easily
be handled: o |

¥ select (x,Y) (2
* select (X,V7) (2

= Q) > r0; regress rd
= 2) > r2; regress r2

coilesce allows one to summarize a set of (x,y) pairs
vith  identizal x*s according one of savaral measures of
size, location or dispersion.  For example, if pres coatains

the Gallup poll*'s rzcorded presidential popularity, ani year

. contains ;he year of each. poll taken, then the yearly

averaga popularity is given by

-% -select - (year,pres) > npr

.where apr becomes a set 2f pairs: (yeaf,average' populacity

. for.tﬂe.ﬁoilﬁ-of-that year) .
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15P, the Intaractive Statistical Packags, is a system

for data analysis;cunning on PDP-11 minicomputers under the '

UNIi operating s&stem. It is designedA with two goils in
mihd; {i) to make statistical analysis quick.and painless by
eiploitihgzthe interactive capabilitiés of a timesharing
sisteﬁ; 'and {(ii) to make data analysis exploratory and/or
robust by utilizing.the newest available statistical "tech-

‘ndlogies."

ThiS=iﬁtraduCtian,is meant to simplify learningAISP and
t5~ giie examples'of ISP and the exploratory pa:adiém in ac-
tiod.ﬁ Hopafully, it 'will a;so shed some 1light »>n the
strengﬁhs :and weaknesses 3f the ISP approach relative to a

given user's special needs..

To. learn ISP most sasily, read this paper and simul-
taneously -use ISP on your UNIX systemAta work the exercises

providaid. -




W2 assume to bajin with that you have at least

(i) A vagjue acquaintance with with the ideas underlying
such of data analysis: description of batch2s by center and
spread;  the il2a of fitting . a line to data or an aiditive
relation to a tabls; and the use 2f transformations to> sim-
plify 3lata dascription.

{ii) Some familiarity with the idea of zollectiny data
into arcays and mamipulating them as such.

(iii)_Above all, knowledge of the typing conventions
and ruiiments of  life under OUONIX.

S2e J.d. Tukey's EDA for an introduction to data analysisj

B
=

see "JNIX for Beginners"™ in the Documents for Use wit NIX

book for an introduction to the'bpetating systen. .

A. Invpking ISP

~

Afte:7logging.on.to UNIX, so that the shell has prompt-
ed vouv‘with wg ®, you may invoke ISP by typing "isp" fol-
1owéd.by a carriage return. . When ready to accept input
from ihe kayboard, .ISP will prompt you with a tab fillowed
by "* v fhe following fragmeat is repr2sentative of what
you ‘'might see printed at yout terminal at the beginning of
an ISP session: |
*** pnam2: statfiend
Password.:

% isp -
x
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B.. A Convention

Since. ISP is.interactivé, a session with the system is
a dizlog. . You command; tﬁe camp&ter respoads. The computét
guefies;‘yau raspond. .. In this tutorial, w2 reproduce dialog
ve:batim, fas it would appear "printed a£ the terainal,
mithodt.markings‘of 'who! (you or. the computar) typed what.
It . is therefgre important t> remember that IéP prompts the
user, éhd'so in a dialog, all 1lines ba2ginningy sith the
:broﬁptl~éré finished by what the user typed. Also, mors or

less, non-prompted lines are typed by th2 computer.

- C. .Conversingy with ISE:

1

ISP uanderstands a 'language?, {and{;ﬁb pecfora an
anaiysiS'you must learn how to speak it;"As vith any langu-
aqe;.both.syntax and semantics are important. The syntax ¢o
gét:stﬁ:ted with .is very sinplé--an ISP command is generally
of the fornm
verb noun
-as.in“

print x,

delete junk
.TheAsemantics for gatting started are also very simpLé--in 
‘an ' 'I$P ‘cosmand, the vecb is generally ths name of a program
aﬂd;the hbﬁn<ié:generallv the namé of an array afm rceal
numbet% huponhkhiqh'an analysis, display procedure, Oof mani-

pulation is to be parformed. Obviously, for an ISP <cd>amand



t> make sense, both the verb and ths noun must be in ISP's
vocabulary... This means for now that thz verb must refer to
a preexisting command supplied with thelsystem and th2 noun
'muét teéar to an array present  in your active
wo:kspacé--diti of your >wn that you have entéred into the
Workspace Yodrself,,or else arrays from the system workspace
which.you have !'loaled?' (i.e. made a copy of) into your own

. \
af2da.

- D. ELLOLCS

If you maké a mistake in understanding the ISP syhtax
or in spe;liag a name, ISP #ill jenerally indicate yoar mis-
tike with an errorvmessége. Por instance, if in trying the
command “print X" you mistakenly type "piat x", th; fol-
lowing iiaiag miqht cesult: |

* pint x :
ERROR: .can't find pin

¥ print x
1.03251

*.

Here ISP tells the user tﬁgt the verb "pint"® has n> . esta-
blished  meaning.: Don't panic when presented with 11 arror
messag2. Act as if the erroneous line hain't been input, and

ercor Crecov2ry 1s 2asy--simply figure out what should have

been typed and try again..




Fraquently an erroc will arise because a user imper-
fectly. understands the focm.or purpoée of a gi&en c>mmand.
The "explain" verb is designed to providz the user with oa-
line Jocumentation for each command in the ISP systea's
*vocabulary' as well :as for some concepts _important to an
. ISP  user.® The usage of the explain command is "éxplaiq
name', uhere “anime" is the name of uhatevet‘you'd like ex-
plainei.. . |

~BEXERCISE 1: Try the comm#nd '"exélain ‘explain®. This
- should give you an indication of how "explain" works. TIry

the conzand “explain all". This should give 1 tid-page
brief summary >f everything "explain®" can explain to you.

EXERCISE 2: For thz rast of this tutorial, use "ex-
plain® to 3jet additional information about each comamand we
introduce. . .



I. Analyzing Data

1

With: 3 rudimentary ies:ription of the ISP langquig=2 out

of th2 way, we begin to analyze some data. Without excep-

tion,»he.look at data from Don tHcNeil's book Igtgggg

o

ata A ;1;;§ (J. Wiley, 1977), and datasats will be :efer—

red to by iheir nam2 andl paje in that book..

The first batch of data we'll look at is the dataset
- "precip"™, [ #HcNeil, p.-3]. > obtain a copy of this 3ata, we
load it from the systen area as follows: v
- % load sys precip
* list

pcecip .~ array.(69)
%

Hare w2 have ljaded the data we wanted and 1listed out the
cdntents of our active wdrkspace, .revealing that the load‘
command did wock, and provided us with an accay of 69
numBersﬁ'“ These numbeps_give the averags yearly amduants of
ptecigitation, in. inches, for each 2f the weather stations
in - the U.S.-

EXERCISE 3: Pfint-out thé.humbers in. fhe precipitaion
array using the command "print precip®".  What would you say-

is a *typical®' lava2l of yearly precipitation for a W#2ather
station in the coantinental U.S.?

Obviously, printing out a bunch of numbers at a tecmi-

nal is going to give us more information, but less of 1 ase-



ful sort, than we would like. Sa, let!s tcry getting numeri-
-cal summaries of the batch - by latting ISP calculate a few

useful statistics which tell us about the array.

* fivenam precip -

n- 0% 25% 50% 75% 100%

69 7.000  29.10 3620 42.80 67.00

Hece "fivenua" is a command for producingy estimates 55 5 of
théA ﬁost useful percentiles - the extrames (0% ani 100%),
thz median (50%), .and the upper and lower gquartiles {75% and
25%) ... From the v;bova infd:mation it appears that while
raihféil ranjes. from 7 to ainost 70 inchés,. aSout half of
theﬁstitions averags between 30 and 40 inches yéarly, and 35
inchas a year is a good *typical' va%ue.

EXERCISE 4: Try othar numerical summaries of tha ‘data:
"condense”™  will cal-ulate the median (as did "fivenaz") and

also compute the median distance from the median (think
about what such. a number describes!); "stat" will calculate

i th2 mean and standard deviation (brush up on the definition

of thesa terms if y>u need to). Describe tha2 data in a sen-
tence of. the form "U.S. rainfall is typically x inches plus
or minus y inches." Does such a statement make sense?

B. Graphic

i

The next step beysni numecrical summary of 3data is
graphical summary. Using the the sam2 "precip" array, we

22— %

can exahine its boxplot [McNeil, pp. 7-8] as follows:



* hoxplot precip

7.00 67.0
. R |

k& 2200 ===m—-==c-——o ! & R s S

22 2 R el | 2

This ploaot shows that the data are symmetrically distributed
about: the .melian (the star at the ceanter of the "box") ani

pinpoints th2 sutliers--both very dry and wet. Based on

this plot a stitement liks "typically a J.S. weather station

experiances 35 + 10 inches of precipitation in a year" seeas
to have some meaning.

EXERCISE 5: Try a stem-and-leaf plot (a fancy aisto-
gram,.. see [MzcNeil, pp.- 3-6]) of Wprecip"; the varb is
wsteml2af"... D> the data look at all *bell-shaped' or 'Gaus-
sian'? :

C.. Traasformations

Having been introdaced to the ISP system with a fairly
boring and 2asily-analyzed dataset, let's examine 1l2ss pro-

saic situations. . The batch we'll look at is called "rivers"

' [HcNeil, p. 14) and contains the lengths of 141 major rivers

in North America. Again, wve 12ad it from the system irea.

* 1oad sys rivars

* list
" ‘pracip acray (69)
‘rivers - array (141)
¥ Jelet2 precip
¥ list
rivers arcay (14 1.

b



Hare far no reason other than tidiness, we have deleted the
now fally-inalyzed aad hence presumably useless batch "pre-

cip™ from out workspace.

We begin with a boxplot of our data and find that the
river lengths vary greatly--from hundr=ds to thousinds of

miles:

* boxplot rivers

135. | | : ‘ 1.371e 04
et |
X—--] & j =——-- X000%& * * ¥ x% & : *

e 2 2

Clearly, *miles? is not the unit most aﬁanable to anilysis

of our data.: ?o:tunaialy,"ISP allows u§ to easily r=2express

data in<fosms-morg sauitable for our use. The mechanisa for

thié is the "]la2t" comndnd, which is typiczally of the form
let var = expression

where "var" is tﬁe name to bs attached to the result of the

"expression", a mixtur2, according to the rules of algebra

and fuactisnal notation, of isp array naa2s and real con-

stants with

+,- adiition & subtraction. at+b,c-d

¥,/ nultiplication 5 ddivision e*f/qg

= expoaentiation a~.012,b" (a=1)

() parenthesas for grouping (a+b) *c v
= for assiqnment a = z/y .
£0) mathematical functions a=sin(omegi)

b=exp(1l-1/x)

Por example, expressing the rivers data in. 'miles™2' would




be accomplishaiAbv-the command

* let river2 = rivers ~ .5

¥ list
rivers array(141)
river2 array {14 1)
&
- EXERCISE 6@ Define S by 2¢ (median - lovwer

quartila) /(upper quartile - lower quartile). Usiang "let® to
compute reexpr2ssions and "fivenum" to compate the neseded
‘percentiles, find the units in which S is most nearly 1.
.Try milas~=1, miles~-2, exp(miles), nmniles~2, and. miles as
differ2nt . units in which to express the data. Hint: an ex-
pression in parentheses where a2 name of an array Jujht to be
will <cause the 1indicated <calculation to be performed by
"let", Hence the problem can be s>lved using the comaands

* fivenum rivers

*# fivenum (rivarcs~.)5)

* fivenam .{(crivers™-.5) .
* fivenum (1/rivers)

* fivenuam (log(rivars))

A  visual answer to the above exercisa can be 3Jotten
using the graphics commands at our disposal.. Following

[ McNeil, p. 151, we try

* stemleaf (rivers ~ -.5)

0116

02101134

0216633893
034011223334844%:
03155667777788899
0440032011712233334444 .
0415556677777888999999
05101111112233333333344
0545555556667778888999
0640032011122233334
061565668839

0730

071y

08¢ -

081].6



* boxplot (rivars = =.5)

0.1642-01 - » | | © 2.861e-01

which jgives a fai:li appealing symmetric look to the data..
Thas we miﬁht conclude that ISP has succeeded in shawing us
that river lengths are natucélly expressed in riles” -2, anﬁ
that a typical majctlriver in the U.S. has lenyth .05+.01

miles™~-2.

EXERCLISE 7: The dataset "islands" [4cNeil, pp 2?2] in
the "sys" 4orkspace contains the sizes of the world's 48
largest islands. Australia is the 7th largest; Greenland is
"the B8th.. Choos2 a reexpression of "islands"™ in whiczh Aus-
tralia is clearly a continent and Greenland clearly 2an is-
land -- that is, pick units so that islands cluster with is-
lands, continents with continents. Can you find a scila in
which the twd> countries appear close in size relative to the
other islands? Hint: try both negative and positive sd>wers,
as well logacitbms. Use "stamleaf" to evaluate your resalts..



:I. Relations

Ihe pra2ce2ding sections. focused on single batches,
their graphical anmd numerical summaries, and reexpressions.
dften w2 fini more complicated situations.  PFor example, we
nay ‘bev measuring the heijht and weight of many Qoman, the
I.Q. of children and their fathers, or the height from which
a ball is dropped and the time it-takes to r=zach the 3jround.
In such instances, we are2 observiny several different varia-
bles simultan2ously; we may be interested in finding a rela-

tion between then.

A. X-¥ 'Data

Consider the following example. In an affort to deter-
mine i car's stépping distance as a functibn of its its ini-
tial speed, measurements were mada2 in an experiment whére
S0 different drivers were asked to halt their cars abrupt;y-
The.arrav'"cacs“ (ucueil,'p;SZJ‘haS'SO.riws and 2 <columns;
in the first column are recdrded the drivers' initial speeds
anl in the second are the coarresponding stobping distances.

The units ar2 miles/hour and feet, respectivaly.

The first, most nataral display of the data we m@might
want 1is an "x-y plot™ of the scatter of data. The "scat"
command will do this in ISP. To get our analysis started,

we type:



- 13 -
* load sys cars
* list .
cars array (50, 2)
% scat cars
120 | ¥
| - _
‘.
{
| - A 2
| * *
i L I
" * &
i & ® %
| - . x ¥ %
i * * &2 '
| xkE
|- £ 2% X% %%
i ERERKF
|- = %= 2 =
1 *  xx%
£ x &
0.000 e e DL DL DD B
4,000 1 26.00

The relation is clsar: as initial speed (x axis) incre2ases,
stoppinq distance {y éxisi 1lso increasas. 1t appears that
a "straiiqht line fit*'oflthese databis possible. Ths com-
rand "iine" will compute such a fit, using an algoritam sug-

gested by [ Tukey, p.222?]. Let's try it:



% line zcars > rasids; scat resids

intercapt -9.143.

slope 3..143
50.0 |

! *
l.
[ *
|
{ * & "X
’.
i £ Xk
l * 2
| x % * * %
! 23 = *
Rt B e LTy PR,
|- * .23 3 =
} €3 2 *
] & & %
,..*
{

-30.0 §

10.00 90. 00

The output of the "line" program .seems reasoaable -- it says
that far evaery 10 mph .increase in speed, thecs is about a 30
féot‘in:tease in stopping distance, which suggests that,  if
anythiny, tae ®1 car length per 10 wmph of speed" rule is

conservative!

The above command line showed us two things we hadn't
.seen befdce: first, two commands 'stécked' on a single line,
separatad by a semicolon-—-this ;orks in gahetal; seco>nd, a
‘command with two extra arqumentSffé *>* and a variable nanme.

This last feature is very new and also very useful. As it



turns >ut, many of the more complicated programs can jenera-
te various arrays as' results, in addition to any rasults
thay may print at the terminal. The ‘®acrcow' notation- is:
ased to indicatz2 vwhere, meaning in'vhat va:iabla(s}, the
result (s) are to be placad, or if they afe'to be geaerated
at all.- S0, "line cars > resids" would mean "fit a line to
the *cars?® data and generate a new array, 'resids®, con-
taining . in the first column the predizted y-values and in
the second column tha residuals about the fitted lin2." The
commani "scat cesi&s" would then plot tha rgsiduals Ecomr the
}itted line vs. the fitt2ad values tﬁemselves. Any noalinear-
ity ian tha relation would be most likely to show up at this

point. Judging from the visual information, the fit is pret-

ty good..

B. BReexpressioas’

While data transformation is an important technijua in
the single batch case, muliivariable relations cia be so
subtle that a well;chosen reexpression of thz2 data will make
the difference between a muddled and a crystal—-clear picture
of the phenomenon underlying the data. Ind2ed, one could
argque that aost. basic successes in the physical s:ziences
have b2en discoveries of transformed viawpoints in which
the relationsﬂips‘between dbserved qqantities becan2 simplé

or 2lejante.

Consider the pravious section's "“cars' example. While



. . !
We may be ralativaly satisfied with the f£it obtained there,

the r2sidual plot. sho#s a hint of additional strictuare.

Even in the original "scat cars" plot we may detect a hint

of. upward concavity--a sign of nonlinearity. [ #dcNeil, pp.

?2?] suggests that we change our point of view and fit

stopping distance = a*spead + b¥* (speed”™2)
omittiag a y-int=rcapt, siance a car travelling O mph. has a

stoppiny distance of 0 ft. TIhe extra term in *'speed~2!

models the upward concavity.

How d> we £it this non-lineﬁr equation? The answer is
to traansform the variables s> the equatioa takes a1 linear
form, £it, and then transfora the fitted equation back into
its original forn. Here that is easy, since if wve divide

both sides by !speedt we get

distance/speed = a + b*spzed

a lxnéac equation in the *speed' wvariable. The indicated

-change in viawpoint is easily accomplishad using the "let"

command:

cars{ *,1]
cars{*,2]
speed, (dist/speed)

* let speed
*#"1et dist
* let ncars

Here the brackets *'[ ]' provide for subscrcipting in "let”,
Generilly,vto,a::ass the j'th element of row i in array "x%,
type "x[1,j])"; "x[i,j:k]" accesses elemants j through k of
row 1i. To access all the items in the i'th rsw, use

“x{i,¥1". (See the section on subscripfing in the "let tu-



torial" for letails).

Thus the above fragment makes "speei" a copy of column

1 of "cars"; "dist" a copy of columr 2 and makes "ncars" a

2-column -arcay with spe2d as the first colamn’ and dist/speed

as the seconi.

EXERCISE 8: Pit "line ncars". Is this a better fit than
“line cars"? Hlnt. one way to answer is to define

R = spread of predicted y's / (spread of predicteed y's + spread of te51dua

The statistic 'R then measures approximately the pr)pactlon
of variation in the y-data accounted for by thz fitted
model; naturally, the higher *R' is, the better we think the
fit is. If we use as .a measure of spread the MAD as calcu-
lated by “condanse", the guestion could be answered with the
commands . ‘

* lin2 cars > rl; condense r1
# ‘1ine ncars > r2; condense r2

EXEBRCISE 9: The dataset "vapor"™ [McN=2il, p. 52] con-
tains observations of temperature and saturation vapor pres-
sure of mercury. Due to the Clausius-Clapeyron egquation: of

" Physics, w2 kndow that, approximately,

log (pr2ssure) = a + b/temperature
Transf>rm the columns of "vapor" so this equation can be fit

using "line". Rewrite the fitted equatlon in terms of  the
original variables.

‘An important type of data organization is that »Of iha
time series, a sejuence of observations takem at different
points in time -- an example is the outside temperature at
noon, recorded daily. One way to look at such a series, if

the data ars sampled at points equally spaced in time, is as



a singlzs batch wherz order matters, so the first elama2nt of

the array is the observation for the first time perioi.

D. Forszastiag

Typically ve think of 2 time series as beiny a smoothly
varying fun:tibn of tinme, S2 that there is only a small
changs in the series*® level from time t to t+1. It @akes
sense in such ‘instances to try and predict the next value of
the sa2ries from the immediately preceding one; - such 1is an
example of £forecasting. Here we give an example JE'this
idea using the datasat "uspop" [acséil,A p.52}, which con-
tains, . for each of the 19 decenpial ceasuses, the y2arc the
. census was conducted and theréarreSponding U.S; popilation

for that y=ar. We display the data below, using "scat". .



* load sys uspop

 uspop array (19, 2)

* scat -uspop

220.

Cléarly,mpopulation is increasing over time; we would like
to pefhaps fit an eguation of the form
pop (c+1). '= a + b*pop(c)

where "z*' is the patticular'census we'ra considering. In
other io:ds, we want td> fit a line to a pair of variablesf
(1) pop'n for each census from 1790 to 1960; and (ii) pop'n
for 1820 to 1970. - Using "1l2t" this can be easily set up:

* let pop = uspop[ 1:18,2],uspop[2:19,2]

* list ' . .
pop arcay {18,2)
uspop array(19,2)

*x

Here "uspop{1:18,2]"’qives the pop'n for 1790 through 1960;

similarly, lA'us;,:c:p(2:19,'2]" is an expression for thes last



eiqghteen census populations. The ', opatatot concatenates

these two columns into a single acray whose first coluan 1s

' the 1790-1950 stretch and. whose second column 1is t he

1800-1370 batch. .

#hen we scatte:pldt these data, we see clearly the im-

plicit depend2nce of one census' reading on the pr2ceding

one:
* scat pop

220. |
B B, *
|
i *
|
B! *
I
! x
|- %
|- i ¥
|- *
] *
|- L
| *
I *
-2
L3¢

6.000 | ¥ommm i —m—mm———— e m o —
0.0000 ' 180.0

# line pop

intercept 2.442
siope 1.136

Thas w2 get a simpl2 one-step forecasting rule for J.5. po-

pulation:
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% pop(z+1) .= 2.4 + 1-1*pop(cr
Based »>n this rule, we project the 1980 :aﬁsus to jive a po--
pulation of 23) million. Siance the cuf:ent official projec-
‘tion £or 1980 is about'10 million less than this, it may be
| that grdwth.is'declininq from its historical rate.

_— ———

~EB. Smopthing-

A reasonable probles when given a noisy time series is
to ‘'smooth! it so that the noise is suppressed and any
smooth variation.is mora cla2arly seen.. To give am ex;mple.
of this, w2 <consider the array "“sunspots" [McNeil, p.69],
vhichAcontains the mon;hly relative'sunspot numbers for Jan.
1958 to Dec. 1972.. Usipq the command "six", we cﬁn pcoduce-
a six-line plot [ Tukey, p?é] of this data:

# loal sys sunspots
¥ six sunspots

typical valuss : 25.15 77.00 128.9

#2 : 110201

+#1 : 231131 1 0 0 :

+0 @ 31300 0 2221233231122110.00000

-0 .3 11132223 33 311000 1211012
-1 : '

0000 011100000

Here, time i3 the x-axis and along the y-axis the data are
measur2d in taras of spread-lengths from th2 median in base

4z a 22% on the lina2 with +2 on the left-hand side indicates

-
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a value of between 2;5 and 2.75 'spreads’ above the 1edian.
From this plot the basic trend.is downward until the middle
of the pgrioi,.then upward, then down ;gain towards th2 end.
Howevar, the noise present in the data makes us wish for a
‘smoothert estiﬁate o>f the data before firmly establishing
our informal diaqndsis- Thus we use the command "smooth" as

follows:

* smpooth saunspots > ss

* 51X sS -

typical values : 28.89 80.00 131.1

#2 : 0110

+#1 : 33 21 . -
+0 .2 32300 1021222231122100 00
-0 : 12132233 33 210 3121 012
-1 : 000 111111000

- 2 : .

There is no juestion- that the trend is. clearer . in the

smooth2d data.

EXERCISE 10: Try using the approach to forecasting of
the last saction to fit a model in which this month's sun-
spot nuaber is a linzar function of last month's.

EXERCISE 11: Using "let", generate a time series >f un-
related raniom numbers. Then use "smooth" to see if your
realiz2d series appears to have tremnds or some sort of un-
derlyiag smooth variation. What do you see? Hint: td> gen-
erate a random seriss try: ‘ :

% letjéa: = gau (x(50) = Q)

which should producz a batch of 50 uncorrelated anit 3aus-
sian (i.e. Normal) numbers.



. III. Several Batches

A‘daté orjanization with even morz wuseful structure
than either ths bivariate arriy or the tize seriss is the
multiple batch array. -Here ve think of one variable obser-
vedl rapetitivaely in each of several i1istinct situations.
Crop vield measared on manyl'different i-acre plots each
sprayed uith.bhe of several fertilizers gives an examnple of
this type of structure. The diversity allows us to sp2ak of
both within-batch structure {yield variation in plots treat-
ed with the sama fartilizer) and betwsen-batch. stfucture

{vield variation between plots with diffecent'fertilizers).

ISP has several tools for dealing with the several batch si-

tuation.

A< Comparisons

In [McN=2il, chap. 2] this situation 1is considered 1in

detail; we find there our first example. . The dataset

nchickits" [Ycieil, p..31] contains‘6 batches of data refer-
ring to the weights of chickeas under each of 6 different
dietary supplements.. Presumably any between-batch differen-
ce in the "typical"' weight of chickens &5 due to raryinj

feed supplemant effectivenesses. To look for suca varia-

tion, :we want to comparz the different batches as to typical

value -~ be it median or mean.



* 1oad sys chickwts
* list :

chickwts array ( 14,.6) . .
x

Notice that chickwts is a 14 by 6 .matrix of numbers. This
corresponds to 14 individuals per treatment with 6 distinct

treatnantse.

EXERCISE 12: Print out the array "chickwts." The stars
indicats missing values -- cells where no observations were
tecorded. This is bscause up to 14 chicks were assign2d per
treatment, but not exactly 14 t5> each. Some treatmeats had
as few as 10 chicks assigned to them. Can you think of. oth-
er dinstances wharas the ability to indicatz2 that data were
not observed might be useful? Question: why is it better to
be able to internally identify values as wmissing than to
simply choos2 some "weird value", out of range of th2 data,
and @2oxternally recognize that value as special? Hint: what
happens when you reaxpress data containing a weird value
(e«Ge =1), say by logarithms?

A useful graphical summary of this lata can be obtained

by a chematic plot [Tukey, p2??] which reduces each of the

(7]

batches to a single boxplot and prints out the boxplots ‘!in

‘parallal?, all with the same scale; this plot is prodiced by

the "compara2" command.




* compar2 chickwts

423.0
x
X
] |
K —+-
344.3 -1
-+= | ¥
£ 1% =+ 11
X ] o=+= 1 1 11
} | x 1§
265.5 | - == T I
- -+=- ] |- 1 *1 ]
I 1 oi*i -+- |
x I*-1 1 * | X
H I B I |
186.3 {1 =+ i N
R R | |
>4 | X X
-p- X
_ ]
108.0 X
# condens2 chickwts
vara. n MED MAD
1. 10 151.5 22.00
2 12 221..0 39.50
3 14 248410 36. 00 .
4 12 328.0 12.50
5 1.1. 263.0 52.00
6. - 12 342.0 42.50

Hare "condense” verifies the output of "compare®: there does
appear to be a real:-difference in the 2ffectiveness of the

feed supplements.



B. More Complicated Structure .

As the situations w2 =2xamine become nore complicated,
the tachnijues we use to solve our probla2ms must alsd become
more coaplicat2i. In the single batch case, we are 13d2king

for a summary of the fora

X = o + e
where @ is the model--a typical value--and e is the
ecror--structureless and symmetric about 0. In the multiple

batch case, we must ask for

x(j) = m .+ a(]) + e
where j labels the circumstance (i.e. which treatment), am is
the overall ¢typical value for .the iata, a(j) iLs the
treatnent effect for the j'th.éifcumstance and e is the er-
ror ta2cm -- aqain structuteles§ and symametric, but qiw also
independent of circumstance. The last assumption is . 'key?',
for on it rests our ability to estimate tha parametecs of
- the model. Th2 errors must be of the saae fofm in each
batch -- same sh;pe, sane scale, same typical v;lae {0) .
'Obviouslv ¥2 can think af many situationé where thesa as-
sumptions are aot m2t..In such céses it is our job to 'soax!
the data int)> the correct form by reexpr2ssing it until the

assumption appear to be met.

‘A look at the exploratory paradigm in action <can be
had -by attempting to 'coax' the dataset "illit" { BcNeil, p.

427 into gool Eorm. "Illit" coantainms, for each of 9 geo-



qtaphical~reqiohs {§ortheast, Hest, etcC.) aﬁi each 2f 6 cen~-
suses (1900, 1920, seeg 1960),'the illitacacf rate as 1 per-
Centaga of the population of that region.. Since 1illiteracy
has decliaoed inzganeral, and decliﬁed ROoCe Ln some ragions
(ee §e the 'd=22p éouth!) than others (the Northéast), Wwe ex-
pect that soae —resxprassion of the data is necessary. To
verify this.bypothesié, we consider the comparison plot of
the d;ta.. Here ths batches are implicitly the 'decades!':

% load sys illit
* compare ;llit

28.00 .
X
‘ .
i
|
21.15 ¥
: l
I
- -
14.30 11 X
R I |
14|
i | X
1=+ |-
7450 I 1 11 =¢-
#1110
-+= ¥ {1 x
-4+= | ¥] =¥~ X
X - =Fw =T =
0. 6000 X -%-

_Both the prevalsznce of illiteracy and its interragional
variation have gone down over time. Thus our mdodelling er-
ror is not independeht of treatment (tiaze). We <can also

considar each region as a 'treatment', which would cegquire




.treéting the rows of "illit"™ as the individwal batches. To
do this we want to éxchanée rows with columns (also kndo>wa as.

transposing a 3iatrix) and "compare" again.

* compare (trn(illit))

28.00 .
o
X
21.15
o
14.32 _ i
: i1
Pt
-+= 1 |
I B T Bk S
7.450 . N I b B I
X <=#- f*1 1 1 1% - o
-+ 1}~ X * b bt X
i ] ‘#‘ -t ] | =t= == =%~ -t
e == ke ~Fe —p- X X |¥]--%-

0.6009 X X X == . -+- X

Note that “trn ()" is the "let™ function for transposing the
rovs and columns of an array. From this schematic taz huge

variation in:.illiteracy rate for the Southeast is eviient.

What reexpression should we use to g2t the different
batches to all demonstrate the same basic shape and scale?

McNeil suggests performing a median polish of the table,

gatting an additive fit of the form

illit(z,c)y = m + a(c) + b(c) + e(r,c)



and than plotting

e{r,cl vs. a(r)¢b(c)/m
if the plot shows a linear struqtufe; he sugéests fittingy a
line to. the above pair and reexpressing the data b& raising
it to the power p = 1-s where s is the slope of the fitted
line. dithout justifying this procedure, we demonstrate its
use:
: 6;oiedpolish illit > dia 2 4 res @ rl

0.5502
10.7000

center 2630
spread 0.7000

colunmns . .
3.700 _ 2.300 0.4000 -0.400) - =1.100 -1.900

rows ' .
0.0000 0.7000 -0..5500 -1.150 . 3.200 A 5.600

3.700 -0.5000 -0.1000
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|
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'# *

55¢
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* 223%
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8.000

intercept 0.70122-01

slope

The fitted'lina-has a slope of 2 so we will reexpr2ss - the

2.017

data by taking t he power 1-2 = -1,

*# let nill = illit~-1
- % medpolish nill > res @ r2

'0..1852

0.35012-01

0.4025e-01

0.4134e=-01

0.39902-01

0.38612-01

- 0.3922e-01
0.4696e-01

0.43022-0%
0.52082-01"
0.4298e-01.

0.5203e-01
0..42972~01
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0.5208e-01. .
0.4297=2-01
0.5208e-01
0.4297e~-01
0.52032-01
0. 42972-01
0.5208e~-01
0.4691e~-01
0.5331e-01
0.46912-01
0..5086e-01 ' ~

center 0.3982
spread  0.50862-01.

coluans

-0..2035 -0.1204 . . -0.4714e-01 0.4714e-01 J.1611 0.6132
rovs .

J.1848e~-01-0.1023 0.9224e-01 0.3059 -0..1389 =0.2601

-0.2345 0.5512e-01 0.0000 '

-3

ﬁuedpolish" pcints a sequence'of unlabelied numbers ¢«hen it
is first callesd; the ratio of the last to the first is in a
sense the percentags of variation in the data 'left unex-
plained Bw the model. It is clear in this instance taiat our
reexprassion has markedly improved the explanatory power of
the additive nodei. Bat we'can go further: it has miarkedly
improved the =2rror’s 'randomness‘'. The "codeM program will
" display the residuals in a kind of contour map schenmatic
pLot: a 14 by 6 array of characters will be printed, with. +
and # ‘standiuq forrlatge‘resp. very lacrge positive residu-
als; - and = standingy for large resp. V2rY large negati§e

residuals; and . standiag for small residuals:



* code 1
- . e e * ¢+
$ 8 + - - =
$ 8 = = =
g ¢+, - =
* code 1r2
- — e o ¥
¥ e e e e o
- = e .. e #
= -+ - ¢ #
+ o . e e o =
+ + a e e =
b e e - =
- e e o # 8

The s2cond coded displa? is by
course, without being technical
reexpression iaproved things: we

the schematic plot of the "nill"

* compare nill

1.667
1..259
o
. i
0..8512
o} -
x |
X 1 1*
04435 ol X =%- )
] == | | -+
-4~ |*| -4- X
-+ ¥ 1 | x

A | %] == ==
0.35712-017 -+- X

far less structured.

we could have seen that
ould have just 1looked

array.
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,Using ISP we have seen h§w the different t22ls «can
guide as to  the :erect form for expressigg our dati, how
easily they can be fit.together, and how well the tools work
from_a data-analytic point >f view. Io emphasize the notion
of the tools fitting tqgether, Wwe examine the current con-

tents of -our active area:

* list
d " array {54,2)
illit array (9.6)
nill arcay (9,6)
rl arravy{(9,56)
r2 array (9, 6)

*

While w2 started with .jast one array '"illit", the various
commands in. ISP pfodu:ed several others, and we used those
atravs4as input to other' coamands. Thqs the active area
forms 31 kind of tempora:v>:eposi£ocy'whece we store informa-
tion t> be communicated betweén-pragrams. This is - the most

poverful way in which the ISP tools fit together.



IV. .Data Mapipulation

Haviny examined ISP solutions to standard data-analytic
ptoblens,‘ w2 now turn to the features of ISP desiyned for

attacking problems on your own--problems in all. 1likelihood

much more complex than those illustrated earlier..

Wockspaces* ars used by ISP for storiny data arrays,

proqraas, or text files. The system itself, for example,

" has 3 workspaces: a data éotkspace {known as "sys" to the

load command) which contains all the data we've used as ex-

amples and exercises here; 3 program workspace (known as

“%bin") which .contains the programs that perform all the com¥

mands wa've mentionmed; and a2 text workspace vwhich. contains

all the "explain® files for various commands and features of
1SP. When vyou invoke ISP,' the system creates two
workspaces--"data" and "text"--where you Can store data ar-
cays and text files. It also creates an active workspace
which . exists oniy during the current invocation of ISP; in
contrast, "datam and "text"® and their ;ontents ¥ill Dbe
around évgn afier yéu log off of UONIX. Thus a typicai data

managelent stritegy is to "save" whatever  you've creaatad in

‘a qgivan sSession and plan to use another time in the "data"

or "text™ areas.

* actuaili'UiixAditaEto:ies



% isp
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load sys illit

let jogit = log(illit*{100-i11it))
list ' .
illit array {9,5)
jogit array (9,6)
% save jogit
* list lata
jogit . array (9.6)
x '

% % &

(anothat day).
% isp
* load jogit
"Load" and "save" thus perform functions hecessary t> large
and lengthy investigations wvhich can anly be condazted in

pieces..

Note in the above fragment that "list data", as 2xpect-
ed, causes a listing af‘the "data" area rathef than the ac-
tive oﬁe; other usefu; commands in this vein are "list text"
(lists the "text™®™ area) and "list sys" (lists the system
data area--the datasets that can be loaded using the "load

sys¥® coamand.)

. B« Genaratin3y Data .

W2 now know hou»to stor2 and retrieve arrays.- #2 have
craated; but how do we create them in the first place? If
all we could use in ISP wvere Don McNeil's data we'd bz pret-
ty limited! |

Supposing we had a batch of numbers we wantad to

analyzs, .the first step would be to get them in a text file.



The command "make"™ is usaful for this purpose:

* make numbers

12 3 -2

4.5 6 7.001 8 99e12

~p -
* list

numbers text
* show numbers

1 2 3 -2

4.5 6 7.001 8 99e12
¥

Note that now "pumbers'™ is a1 text file which is exactly the
image of what we typad in. Also D (conttol'd) is th2 ascii
EOF  (End-Of-File) sijnal 'and tells "pake" that our input to

Pnumbers” is complete.-

gm:e we have the numbers stored in a tex;ual f>rm  on
the computer, we need to convert them into an ISP data ar-
ray. Ihis is done with the command_ Wraai", In a sense,
read" 1is the opposite of "print"; "read" takes in.taxt and
produces an ISP array while "print" takes in an atray aqd
prints it out as text.

*¥* read numbers > n
* .list

“n accay (6) L

numbers text
* print n

1.0000 2.0000 3.0000 -2.0000 4..5000 6..0000
'8+ 0000 9.90e+13 '

With ®cead" w2 can, L1Lf we like, specify shape énd specify

missiny values as options:
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* read {dims=3,3;missing=-1} >
-1 2 3
4 -1 6
7 8 -1
~D . .
* print r

222 LR 3 B 2.0000 - 3‘0000
4.0000 *wxxxxris 6.0300
7.2000 . 8.0000 **xsxsxxx

Note that if "cead"” is not given the name of an inpit teext
file, it scans the standard input for text to be typed in at

the keyboard. - Realize also that the shape of the data array

produc2d by "read" is independent of the visual shape of the

input text: spots in the array are filled in row-major ordercr

from the strz2am of text input.

* read {dims=2,2} > bogus
12 3 ' :
50.62301
“D

* list

bogus arrav(2.2)

* print boqus

1.0000.  2.0000
3.0000. 50.6230

Pinally if you already have a text file with numbers you'd

like to. analvze. "tead" will accept a full UNIX pathname and

“produce the coctespondlnq data array, so you needn't always

type ian data whlch is aVallable in machine~rzadable form al-
ready. At Princeton, .our camputer has a phone 1link ¢to an

IBM 36) and can receive card-image files over the phone

-which it places in the UNIX directory "/usr/91d/punch". If
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you had sent over this phone link some data you alreaif had

in 360-readable format, you might try something like

* read "/usr/91d/punch/MYDATA* {dims=96,13} > mydata
The "" are necessary to indicate a full UNIX pathnime is

being used.

The most imporﬁanﬁffactor in déta management is rCafen-
baring the manipulations you've performed on your data.
Inevitably the guestion >f which datasets you §ave loaded,
cr2atel, saved or deleted comes up; it is important to veri-
fy that you ani ISP *understand® each other. The "list®
command is obvioasly the mnost useful ISP verb in this re-
‘gard- Remember that "1list" will describa, in addition to
your active workspace, the <contents of your "data" and

"ga ve® areas as well as the system?s data arza ("sys").

Another aid in .remambering what manipulations have been
performed onr your data is to-use the "explain" facility. . For
example, if you had 2 ne2d to document the contents of a
variable ‘'"precious™ you had created, a plausible command

sequence might be

* make doc precious
"precious" sontains, for 1927 to 1977,
col 1: Yearly GNP for Predonia
col 2: tearly Widget production
col 3: Yszarly gadget consumption
“D
* explain precious
nprecij’us® contains, for 1927 to 1977,



cal 1: fearly G¥P for Predonia
col 2: Y2arly Widget production
col 3: Yearly gadget consumption
* list text

precious doc
x

By'nsing‘“make" with the "doc" option, you can create per-

manent iocumeniation for any object. you like. -

D. Cleaniny Up-

The taols of ISP allow you to create a large nuapar of
arrays 1in a short period of time.- Unfortunate;y, the ONIX
system has a finite amount 2f disk ;o' store these arrays;
often you will have to clean up after yourself, and not just
 for spicé reasons--it's'ha:d to keep track of an active
workspace with 2 large numbar of ofteﬁ ccyptically-gaaed arc-

TavVsS ("x".’ 1 yll. " z"‘ etCe. )

The "delete' command gives the use:Athe necessary abil-

ity to remova unwvanted or unnecessary files.

£ list
X arcay(8)
Y array (8,8)
Zebra array(64,9)
¥ delete x v
* list : '
‘zebra . arrcay{64,8)
'

‘In an alternative usage,  the argumentless invocation of
ndelete" intaractively deletes files via proapting.

* list
gofer array (125,3)

-gopher array (125,5)
* delete



gofer ?y

gopher ?n
* list

gopher array(125,5)
. .

FInally, ndte that the same effect as typing
* exit'

% isp
x

. that 15, the effect of starting over wWith a f"clean" active

-

area, can be obtained by

* delete all
all ?y

* list

*

There are also times when it is convenient to clean up
the "data" or "text" arzas. The. "unsave” command is availa-
ble for thiS'fqnction; one merely specifies which arei needs
to be zleana2d up, then provides a list of names o2f files to
be remdved. If no area name is specified, "data" 1is as-
sumed.

* gnsave text a.doc b.doc data a b

* ynpnsave X v
In the first lime M™a.doc" and "b.doc" are removed Erom

Antext®™ while "a"™ and "“b" are removed from "data; in the

second line "x" and "y" are removed from "3ata".



In-addition to the essential exploratory tools 1iatro-
duced’ earlier, ISP offe;s many more sophisticated statisti-
cal procedurzs. Rather than giving detailed descriptions of
thgse prdcedures, the tlheory they are'based on and the con-
ditions under which.thei are useful, we #will suggest tﬁcough
examples and exercises some analysis éequénces yoa aight

like to try..

Analysis

A. Tipe Series

Por a discussion of the relevant theory, see ’ Bloom-
field, 1976]. ISP offers the fast Pourier transform with
the "fft» cohmand: a variant "pgram" is useful for =2stima-

ting powver spectrae.

EXERCISE 13: Th2 following sequence2 will graphically
display the autocovariance of the "sunspots" data introduced
earlier. A

\

* '1oad sys sunspots

* pgram . sunspots > p

* fft p {inverted;} > ac

* six ac-

{This approach uses the invarse Fourier transform 0of the
power spectrum to <calculate the autdscovariances.) How
strongly doas. one month's suaspot number depend on
another?*s? (ac[i)/ac{1] gives the cocrelation of nonth t
- with month t+i-1.) Is there any seasonality (i.e. is the lag
12 <correlation greater than, say, 2/sqct({180))2 How about
on the dataset s=sqrt(sunspots)? (It often makes sense to.
take the squar2 root of counts data to make the dlstrlhutlon
synmetrtic.)

The verbs "cohphs"™ and "xpgram" comput2’ coherence and



phas2 and cross-periodogram respectively. Iry ‘"explain™ on
these names. See [Bloomfield, Ch. 10] fof 3 quick explana-

tion of the th20rve

B. Classical Least-Squaces

The following commands would provids the meat of mést
statistical packages; ih ISP they ars adied almost as an
afterthought. - Thera 1is good reason £or this--classical
dasctiption4 of batches and relations is very‘much oriented
towards testing hypotheses, where the form of tﬂe med21l jen-
erating the data is well knqwn. If we a2ver really knew the
model-qenera;ing our data, we cettainlx wounldn*t need an in-
teractive <computer éo_help us study it; consequently we as-

sume the model relatively unknown and exploraition necassarye.

NeverthelesS... .

“The "stat"™ command provides the <classical statistics
for 1. or s2va2ral batches: means, standarl deviations, min.
and max.. "Corr" provida2s, in addition, the correlatisoan ma-
trix.

EXERCISE 14: The 24 by 4 array "demopct" [ McNeil, p.22]
in - tha “"sys" area has, for each of the *60,'64,'68 and '72
elections, the percantage of Democrat vote in -each of 24 ur-
ban states.. Pind the basic statistics and correlation na-
trix for this data using the "corr" command. Which election
years are 'most alike' (largest correlation)? Which *least
alike' (smallest correlation)?

The "eigen” command cbmputes.the eigenvalues and eigen

vectors of real symmetric (e.g. correlation) matrices. See



(Rao, P. 221 for an explanation of the spectral decomposi-

tion of a data matrix,

Using tae "demopct" data from Ex. 14, we will charac-
.terize the elections by calculating their ‘principal

scores.' Pirst we need to coapute the correlation matrix:

* corr demopct {quiet} > cm
(Here the "quiet" option suppresses tha. ptigtinq of the
statistics you should have gathered for Ex. 14.) Second, we

obtain the eigan- values and vectors:

* eigen cn .> vals ? va vecs @ ve

‘var & e-val pct. ‘e-vect

1 34292 82.3

2 0.456 11.4

3 0..190 4.8

4 0.062 1.5

* list
cna array (4,4)
demopct array (24.,%)
va array (4, 1)
ve A arcay (4,4)

* .

Now, to compute priancipal scores, we post-multiply thz ori-
ginal Jdata matrix by the matrix of eigsamvectors; this is

done using the '#%? patrix multiplication symbol in "lat":

* let pscares = demopct #* ve
To plot the first sat of principal scores, we use '"stenm-

leaf:



- 44 -

* stemlaaf (pscores{*,1))

column # 1

- 14
-12109 ‘
~-1010933775542200-
-08195543092
-0618

column & 2

-00¢
-0042
004233
00155788889
0140000000123
01155

column # 3

=021

-01}.6

-01130 -

-0019988888777766666555
-00133

coliumn & 4

-4

-12]86
-10§82531 .
-06818842986110
-06}8545

-04 {841

- To plot the first pair of principal scoras, we use "scat'":



- 45 =~
¢ scat (pscores{*,1:2))

160 |
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|

*% i

* |

*2 2 & % ]

. x|

x 2 % i
* -

* l

& !

x % i

* |

I
————————————————————————— ‘-

* ]

) A |

-4.00

-140.0 -70.00

Prom these displays it appears that . an urbam state's demo-

~cratic tendency over the past 15 years or s> can adejuately

~

be sumned by a single number--its first principal scare. It -
also appears that these states make up a homogenous group,

since the set of first p-scores is Gaussian-like in saape.

EXERCISE 15: Perform the preceding type of analysis on
the 50 by 4 array "crimes" [ McNeil, p. 132] vhich contaians,
for each of the fifty states, murder, assault, and raps : (as
measurad in arrests per 100,000) along with the percentage
of the population living in arban areas. You may wish to
reexpress the counts and percentages data before doing the
analysis. How many principal scores do you need, if you wish
. to describe thz data adeguitely?

The "“rejcess" command will fit a multiple linear re-
gression moiel by the least-squares procedure. TrCy Eitting

the model



(% demd> in *72) = a ¢ b*(% in '60) + c*(% in '64) + d* (% in '68)

Interprat the coefficieants in terms of the candidatss and

issues of the day, Lf you can.

C. Robust Analysis

Robustness theory (as developed in the last 15 y=2ars or
so) pbavides the data apmalyst with a set of tools that are
essentially as "efficient" and "powerful" as those >f the
least-squares genre, without being as sensitive to *i1isuto-

pianitias® as the Ciassical’techniques..

The central idea behind the robust procedures supplied
with ISP'.is that of weighting observations in accrrdance
with an a-priori measure of credibility relative to thz as-
suﬁptians of normality and of the appropriatenesé of the
modél being fit. The a=-priori measure is provided by the
h;!g;ggg' fanction; an observation is assigned weight 0 if a
datapoint is apparently an 'outlier® and a weight nsar 1 if

the observation seems to come from the *Gaussian® center of

"the data. See [Tukay and HMcNeil, 1975] for a description.

The. "bivweight™ - comnand gives output - like
"condense?--center and spread statistics--but these ar2 com-
puted accocrdingy to the biweight algorithm. "Biweight". will
also output  the. . weights it calculates in the operation of
its aljorithm; these can be used data-analytically.

EXERCISE 16: Pind a transformation to symmetrize the
dataset ”islands“.‘_ Using the weights from ‘*"biweight®,



determine if Greenland is much more a ‘'credible! islaad than
Australia. Hint: vyou #ill. first want to sort "islands so
that Australia is the 7th element of the array, and 3reen-
land the 8th--try

* sort islands f{descend} > s

which sorts the island sizes in descending order..

‘The "rsvi" command pecforms a robust singular-value
decomposition. of a data array. Por theory behind the svd see

[Rao, 22 ].

v

EXERCISE 17: Conpute and plot the first ¢two principal
scores of "demopct".. Do the weights sujygest 'outliers*
among the urban states? Hint: -

* rsvd -demopct > v @ ve w D wt

* let pscores = demopct #% ve

The robust commands for multiple batches are P"ineway"

and "twoway™. The first fits column effects quy; the

second, both row and column effects.

EXERCISE 18: Try.
' % snevay chickwts
and
* twoway {log(illit))
Refer ﬁhe'given statistics to an P-table; do the different

chicken feeds differ in effectiveness? Does the aiditive
model fit the log{illit) data?

The "robust" verb provides for a multiple - regra2ssion.

Fit a multiple regression model to the ":rimes"‘data.



3. ISP System Documentation
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ISP SYSTEM DOCUMENTATION
EE these are all documented in explain’ files **#

"GENERAL INTEREST

isp expliins philosoohy of system. lengthy
changes explains the changes from the oll 1sp
syntax syntax of isp commands

semantics senaatics of isp commands

-mMAacCros how to maxe & uss macros

strings how to make & use strings

results how to use the results feature

optisns how to specify options to> a comnmand
documant how to aunderstand the documentation

oldisp how to run a coamand wcitten for the old isp

SYSTEY COMMANDS

make ‘ crzate a text file

edit edit a text file

read read a text file, converting to isp variable

save save an isp variable or text fils for future use

load "load a’ previously saved variable or file

delete delete active variable(s) .

unsave . unsave saved obijects :

list list contents of active, data, tnxt, or system areas
. prinat print variable or string
" let : algebraic and manipulative capabLllty

explain how to explain something

echo . echo commani arjuments '

select logical subscripting

DATA ANALYSIS

boxplot ‘ boxplots
stemleaf . stemleafs

code codei displays
fivenun fivenums
coandense Med. & MAD
biweight biweights
compare compares

scat scatterplots
line line fits
medpolish table polishes
six six line plots

EOBUST FITTING

rLobust ‘rejression
1eway anova

inD¥ay anova
LEAST SQUARES

stat statistics
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~ corr , correlations
- - reqress : regra2ssions
. eigen eigenvailues real symmetric matrix

- TIME SEKIES

smooth Tukey!s smodthers

fft - Fast Fourier Transform.
pqram peri>dogram '

Xpqran _ cross periodogram
cohphs ; coherancz and phase
UTILITIES

gplot gsi,tek graphics

trn : matrix transposes

sort ' sorting
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USAGE:

DESCRIPILION:

biweight.doc Page 1

BIWELISHT

*biweight var [ f{options} ] {> cesulté]

Biw2igant computes the standard biwesight locatisn and
scale estimates for one or several batches of data. The biweight 1is an
adaptive weiqghted mean (e.g. ‘'explain resistant'); both the sim of the
computed weights and the individual weights are of interest. :

OPTIONS:

RESULIS:
fout 2]

) [uts a]

EXAMPLES:

Specifies which columns to compute biseight for;
De2fault is 1:nc.

Specifiss how many multiples of sigma 3 point
must liz from the center to be consii=2r=d an
outlier. Default is- 6.

nz by 3; contains computed c2nter, scalz, and
sum of w2ights for each column biweighted.

nr by nc; contaians computed weights for
2ach observatisn in each biwsightad column.

¥load sys chickwts
*comparz chickwts
*fivenum chickwts
#biweight chickwts > z; scat z;

In this exampla, each column contains the weights of chicks under a
different diet plan. The scatterplot shows the linear relation

between typical weijat

and scale for each feeda
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|
! - ' BOXPLOT

. USA3ZE:
#boxplot var [ {options} ]

 DESCRIPIION:
Boxplot displays Tukey's boxplot for one or saveral

batches of data.. Vac nay be either a matrix whose columns iarz to bz
plotted or a single row vactor. ‘

OPTIJNS:
x=int arrcay Specifies which columns to b2 plotted.
Default is 1:nc.
unraval : Specifies that a multicolumn file should be
: view2d as a single variable rather than as
several. Not default.
width=int Specifies page width to use in # 2>f characters

per lina. Da2fault is 64.
EXAMPLES:

- ‘ ¥*load sys rivers
*boxplot rivers
\ *let re2 = rivers ~ -.5
- ¥boxpldt re '

In this example, rivers contains tha2 lengths of the worldls 141 longast
rivers. Inversa2 sguare roots make the lengths distribution nearcly
symnetrice. : :
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CHANGES
The principal chang2s from the old isp are as follows:

1. Inputs can b2 tagjed. That is, a coamani with mulciple
inputs can recognizs the different inputs by their tags.
for example:

* fft real @ ¢t imag ? i > rzal o rt 1maq d it
qeneratea a fourier transform of a complex series Wwith real part r,
imaginary part i, and the tramsform so jJenerated will have r2ial part rt,
imaginary part it.: :

2. Strings in macros can be jenerated -in new ways..In addition td the
0ld $0-39 formalism for arqument passing to macros, new comaiais for
getting tagged inputs and tiagged outputs in and dJut of macros,

for qeneriting uniqu2 local names and for gettingy options lists to\
macrd?s into intarmnal strlnqs are avaxlable.

3. If the first word Ln a llne is in "", it is =2xecuted as a 1nix pathnanme.
For exaample: '

¥ "/bin/ov® a b
renpames a as b.

4., To redirect staniari output, use *>>' rather tham the old '> pr 2'
conventlon.

- ¥ print x >> '/dev/tty8*

this prints th2 contznts of x on tty #8.
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Coalasce

Usaqge: _ .
coalesz2 x {options} > result

description:
condensas file so x-values are anijue.
condenses y values with comaon x-values
by ona of many choices.

options: -
‘X=int array © X variables to be lexicographically
. sorted & uniquified
y=int array Yy t> be carried along

eps=float equality criterion. defaqlt 10°-6
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COHPHS
USAGE: :
* £ft ser > fr fi
* xpgram £r f£i > xp
* smooth xp > sxp
- ¥ cohphs sxp > coh phs
DESCRIPTION:

"Cohphs" computzes coherence and phase from the cross-periodogranm
matrix output by "“xpjram."

INPUT:
[ xpgran D] the (presumably) smoothed output of "xpjram."

QUTPUTS:

[coh 2] n by p(p41)/2 matrix with subdiagonil coherence
matrix for each row's fraguency stored in lower
triangular form.

[ phs 2] n by p(p-1) /2 matrix with subdiagonal phase matrix
for each row's frequency stored in lower triangular
form.
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COMPAERE
USAGE: .
*compare var { {options} ]

DESCRIPTION:
Compars plots Tukey's schematic plot of a3 multi-zolumn
variablas via parallel boxplots tied to the same scale. Useful for
comparing centars anl spreads in one and two way tables.

OPTIONS: : :
X=int accay specifies which columns are to be plotted.
Dafault = 1:nc, where nc = # of columns in vare.
height=int height of the plot in lines. Default is 30;
: 55 jives a full-page plot. .
EXAMPLES:

*load sys warpbreaks
¥*compare warpbresaks

Farpbreaks is a nine by six file comparing the brzakage counts >f
six different looms using niue different yarns.

The first loom isn't very good; the last ons is jreat. The
-others are fair to middline. ' E :

#load sys illit-
*compare 1llit
*compar2 (trn (illit))

Illit contains illitz2racy rates for several regions of the US for

the decades 1910,20,30,40,5),60. Compare shows that in this p2riod,
not only has median illiteracy iropped, but also, the differeat
regions of the JS hava improved to a commmon leval - virtually no
illiteracv. As the s2cond plot shows, certain regions over th2 decades
in guestion have had consistantly higher illiteracy rates.
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JSAGE:
¥ condeanse
bESCBIPPION:
"Condense"
median and meedian

useful as measures

INPUT:
: fin 31

OPTIONS:

unravel

condense. doc Page 1

CONDENSE
[in @] x [options] (> results]

conputes, for one or several batches, the
absolute deviation from the median (MAD),
of location and scale.

nr by nc arraye.

‘columns 1n array to "conlans2;" default
is l:nc.

treat array as 1 by nr*nz.
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STAT, CORR
_ USAGE: -
*stat var | {options} ] (>results]
#corr var [ {foptions} ] [>results]
- DESCRIPTION:

Stat gives 1neans, standard deviations, extreams values,
and intarcvariable correlations, if desired.

CPTIJNS:

, =int accay  colanns t5 be stated. Default: all.
unravel view multivariable set as 1 variable.
quist = print no evil
long | force printing of corrcelation matrix if

comnad was invoked as_stat
RESU#TS: .
- [stat D] nc by 5; means,sdev,min,mnax,sum sq dev.
- [corr @] nc by nc; carrelation matrcix

EXAMPLE:

*load demopct
*#stat demopct " {long}

Demopct is the percent democratic in the pcesidéntial elections
of the Imperial era 1960-1972, for 24 industrial states. Columns

are elections; rows are states.

*load svs sunspots
*]_o

*¥'s1 = ().sunapots[1:179]
52 = (),s11:179]
*'53 = (),s2[1:179] - N
*°'3 = tcn (sunspots) ,trn{s1),trn(s2),tcn (s3)
D .
*scat s {x=3%1;y=2:4}
#20LCLC S

Hera sunspots is a variable containing the Vienna SUnSpot nund2rs;

the correlation matrix produced will give the correlations between

this amonths sunspot zount ani that of each of the pravious thre22 months
-in row one. The scatterplots display visually the informatioa

~=~agentad in th2 lag 1, 2, and 3 correlatioans.
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. Delat2 - delete active variables

usage:
*¥lelete files _

-9orC '
. *delete [all | prompt | ]

description:

In the2 first usage, files is a list of active variables.
‘If the variable does not exist, ".text" is appeni=2d and an attempt
is made to delste that fils. Enclosing the filename in "" supprasses
the .text appending. '

_ In the seconl usaga, all implies all filess are to be leleted
{after verification!). Prompt implies that esach file's name be printed
and a response by tha user 2f£ 'y* or 'n' determlnas its fata.

Calling delete withoat an argument is ejuivalent to "delete proapt"..

examples:

*delete 31 b c "crud"

*delet2 all
all? v.
*delete proapt . .
x?2 vy ' ‘ '
vab2 n y
X.text?2 n ,
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DOCUMENT - syntax

DESCRIPIION:

The syntax for Jdocuma2ntation is Jenerally what

you expact. Howaver there are a few subtle points.

1. Iteas enclosed in [ ] are optional; that is, you 3on't

type tha stuff between braces if you dont't need td2. e.g. in
*six var [ f{options} ]

the { options } is only typed in if you have nonstaniard opti>ns
to invoke. for exampls, if you wanted the plot on 120 colunn instead
of 64, you might trCy

*six var {width=120;}

but .
#six var {width = 64}
and :
*six var

are egyuivalent.
2. In the documentation for system commanls, alternation 1is

used so that [ 2 | b J = { ] miyht be seen. For '{' read ‘'or’
then this reads a or b or ¢ or nothing at all. For example, oa2

" can loail items from 1is data, text, or from the system's data areas.

B

Thas he can pr2fix a name, according to the load documentation, with
i data | ‘text | sys | ] with nothiny at all indicating data. 5o
these might be valid:

*loal ta2xt a b cC '
*load sys warpbreaks 1illit

"and these wouldl be eguivalent: ) :

¥10ad data frog toad newt
¥1oal frog toad newt

3. .In the documentation for options, und2rlined items like
int-array may be seen; these denote specific iteas 2xp lained under
¢

aptions'. Thus we have the following exanmples:.

int éEEéZ 13,5:4,9:11, 3%~1
13.5,4,9,10,11,-1,-1,~1
float  1.2345e5;  789.0564
char string abciefghijklmnop
 £.2£1§££§1 a,b,c,3%d, +, -, %,"

1 Ibl‘cld'ildl‘.l-l*"

4. In the results section of documentation, tags are enclosed
in [ ]- This iniicates that if you order your outputs in the oriar
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the options ar2 indicated in the documentation, th2n you needn't type

. the tags themsa2lves. For =2xample, £or twoway the staadard orizr for

. outputs is (res,dia,cef,cef,4ts) so that these are equivalent:

*twoway
- » xtwoway

while these aran?'t:

*twoway
*twoway

since the first has 1its

mytable > res & ¢t dia 2 1 ref @ re cef @ ce wts 2 W
mytable > r d re ce W

\

mytible > wts @ w cef @ c ctef @ r dia 2 4 res @ rz
mytable > w ¢ r d rz

i1teas listéd not in staniard order. In the second line,

the residuals would be put in w, diagnostics in = row effacts in r, column
effects in d, weights in rz - pracisely tae reverse of the liae befors,
vhere rasiiuals go in rz, etcC.
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£dit - edit a file

,”usaqe:
*edit [text | here | ] file

description:

Edit cills the UNIX =2ditor (see Ed Tutorial, Documents for Use
with UNIX) to look at 2 text file. If the file does not exist, =2iit
creates it; whather it is put in the text or active area dependis on
whether "text” is specified. -

Enclosing tha2 Eilendme.in un permits use of an explicit UNIX
pathname - e.g. "/mat/usrc/vierdd>/isp/text/myownjunk".

examples:
. *edit junk
(creates a text file named jank in the active dicectory)

*edit t2xt junk )
{creates a text file named junk in the text directory)

iedif haré junk
(same as edit Jjunk)
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£ IGEN
-USAGE: -
. ¥eiqen sya_mat [ foptions} ] - >results]

DESCRIPTION:

. Eigen qives the spectral decomposition of the r2al
synmetric (e.g. correlation) matrix sym_mat. It prints eigenvilues
and, if desirel, eigsnvactors. :

JPTIJNS:

X=int array Compute sp.d. on submatrix with specified

rows and columas. Default is x=1:nc.

Long Print out eigenvectors as well
RESULTS: »

fvals o] 1 by nc matrix of eigenvalues

[vecs 3] nc by nc matrix with eiganvectors for coluans
EXAMPLE:

ﬁloéd sys jemopct.
#¥corr demopct > cC
*eigen = {long}

_Demopct gives the percentage democratic vote in the presidential
elections of 1960-1972 for 2% east 5 midwest states. Eigen talls
how similarly the vote behaved across years for the same statas.
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ExplainA- explain an object

- usaqe:

*explain arcqg

_deécription:

Explain looks first in the user's text ar=za for a file
named "arg.doc", and if it finds one, prints it. 'If not, it
looks in the system text area.

One can explain his own objects,.like datasets, by

typing . .
*edit taxt ob1=ct dac
where object is something the usar wants td> keep docxmentatlol abouta.

If explain falls to find any documentatlon about an 3b]ect,
it reports this. :

example:

*explain explain
(this types.out the file you are now reading)

*make text mycrui.doc

mycrud is file of peccapita crud consumption

statzstlcs in the U.S. from 1920 to 1970
¥list text

"aycrui.ioc text

. *explain mycrud . S
mycrud. is file of parcapita crud consumption

statistics in the U.53. from 1920 to 1970

* $
(this shows how one creates perpa2tual documentation.
for a file or k=eps notes for one sealf)
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FfT, PGRAM:
" USAGE:
* fft freal 2] ri {imag @] ii [ {options} ] > results]
- # pgraa f{real o] ri [imaj @] ii [ (options} ] [> results]
DESCRIPIION:

"pft" computas thas complex fast Fourier transform of 3 complex
arqument. If either part of the input is omitted, it is assaned to b=
zero. "Pgram" is an alias whose default output is the calculited
periodogranm.

INPUES:

(real 2] Real . part of the input argument. If omitted,
tak2n to> be zero.
[imag @] Imaginary part of the input argument. Zero if

omitted..
bk Qné of these two must bs provided #**#
OPIIONS:

taper=float Series tapering length as a pfoportion 2f series
length; default is Oa '

- ‘ invert; specifies that an inversa transforn 1s to be perforaed.
OUTPUTS: | - | | -
| freal @] real part of transform.
[imaq.ﬂ] | iméginarv part of transfotm;

[pgram @] - periodogram (= real®2 + imag~2)
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FIVENDY

. USAGE:

*fivenun vary{{options}] [>results]

DESCRIPTION:

Fivenum prints, Eor each of one or saveral batches,

‘the extreme values, quartiles, ma2dian, and ¥ of the batch.

OPTIONS: :
X=int array Specifies which columns to fivenum.
Default: x=l:nc.
unravel ' Tre2at multivariable file as single variable.
RESULTS:
"[out 2] nc by 3; rodWs are calculatad N, extrenma,
quartilas, and median for each column.
EXAMPLE:

*load sys illit
*fivenum illit

Illit is a fil2 containing, as columns, illiteracy rates of saveral
reqions of the US for given decades. Fivenum will display a mirked

‘tendency for tha spr2ad in illiteracy rates to drop over time (L.e.

We go from one column to. th2 next); seéée also scat, compare.
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SGplot -- plot on 3si3 00 or tek4013
. USAGE:
gplot input {options}
"DESCRIPTION:

" Gplot produca2s a number of plots on a single set of axes.

The plots may be 7joined up or not, and may be produced on a gsi300
or tek4013 terminal. :

OPTIJNS,(défaults in parenthases):

x=list x variables (1)
y=list (2)

x@in=val . {found from data)

Xxmax=val

ymin=val

yaax=val . _

ch=<list of zhars> plotting characters (o)
join=<list of v or n's> y for 1 plot to be joined up (n)
texk terminal is tek4013 ~-- default is gsi300

nosort ofit attempt to d>ptimise motion
index ' plot the spacifiel y variables against their iadices
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IRIS DATA

. This is PFishec's well-known iris data set used in his initiation

of the linear discriminant function techniyue. The data consists

-of 150 flowers, 50 (indexed as 1 to 50 by dimension 2 of LCcis)

from each of the thre= 1iris species: Setosa, Varsicolor and-

‘virginica (correspondiang to 2lem2nts 1. t> 3 respectively of

d imension 1 of iris). The responses wer2 the four
measu:ements of Sepal Length, Sepal Width, Pstal Length and

Petal Width (cortespondlug t> elements 1 to 4 of dimensioa 3,
respectivaly)e. .

EXAMPLE

Let a(*) b denote the Kronecker product >f a. and b: [a(i,J)bl;
let P(x) danote tha orthogonal projection ontd the range
of x and let vec[x] ienote zolumn vactor formed DY stringing 2ut
ro¥s >f matrix x, one by one. Under the ona-way MANJIVA model:

y = I {*)1 b + e (vec[e] iz N(O, I (*) V), V unkndwn)
150:4 3:3 50:1 3:4 150:4 600:1 150:150 44 <-- dinansions

1 test for the hypothesis of equality of species characteristics,
namely
. H): cb=0 c = (1 -1 0)
- (0 1 -1
is the largest eijenvalue of

{y*(I-P(a))y I {y'P(a(a’a) c')v]

(where a denotass the design matrix: I (¥)1). If L denotes this
larqest eigenvalusz, L/(T+L) can be used as a test statistic to
enter the Heck charts with s=2, wm=.5 and n= 71 degrees »of
freedom. We would find it significant at the 1% level. Tae
eiqenvector correspoaiing to L is that linear coabination of the
observations which maximally discriminates among the
species. We calculate this eigeavector by notiny that 1if x{n)
is defined —recursively as x(n+1)=Ax(n), then x(n) convergss to
the eigenvector of A's largest eigenvalue.

* load sys iris
* lJet y=iris(150,4)
# let a=int {(iota(y{*,11 -1 /50); a=(a==2), (3==1), (a==2)
£ lat c=1,-1,2,0,1,-1; c=c(2,3)
* let ra2g= lnv(trn(a)#*a)#*trn(a}. b=reg#*y
% let a=y-a#%¥h; E=trn(e) #*e
- ¥ let {=trn(c#*req). H=H#*(inv(trn(ﬂ)#*H)#*(trn(ﬂ)#*y))
¥ let t=trn (H) #*H ‘
* let Ed=1nv(u)#*H
# let x=trn(1,1,1,1) ; x=Bd#*x; x=EH#¥*X; x=EH#*X

¥ let x1=EHé*x

# print (x1[1,11/x[1,1]) (trn(x1/(tcn (x1)#*x1)7.5))
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ISP - New ISP release
USAGE:
(from UNIX)
% isp (~rsp] [file] [ar3ys e«.]
(Erom isp)
. *isp {-p] file [ar3ys .. ]
*macro_name - args =es= )

DESCRIPTION:

ISP is an ianteractive statistical package rua by a
shell-type program that parses and interprets a general language for
manipulating objects (e.q arrays) that are at the core of statistical
work. These objects are handled within a1 protectzi envirsnment
desiqgned to facilitate orderly conduct of statistical analysis.

The philosophy behind isp is that the structure of computer tools
available to th2 data analyst is a powerful, possibly deterainate,
influence on his (har) statistical investigation. Thus it tri2s to
initialize a model for data analysis and in fact generalizes th2
lanquage accepted in UcNeil's (Interactive Data Analysis, Wiley,
1977) model.

The features of isp relevant to data analysis fall

into thre=s broad groups:

- I) The Languig2. With few exceptions, th2 structure >f an 1isp
cosmand is given by ‘

command [input va:iables] [ {options} ] { > rasults ]

€aJe - '
Cfft X > X.rU X.1l 3

reqress (x,y) > resids

print x (log(x)): stemleaf (x ~ .5) {scale = 2}

Here "conmand® is the nime of a subcommand in the isp system (see III);
ninput variablas" ar2, in general, O or more arrays Oor array- valued
expce3510ns' "options'" are command specific paraaeters which rapresant
aser-controllable factors in the operation of th2 command; and
":esulta" specify whar2 the 0 or more array-valued r=sults 2f a command
are to be stored.

Hopefully, this language is larg2 enough to accomodate
the most commoaly-enzounteared types of operations desirel by an
analyst; since it has essentially been given a trial cun in McNeil's
book, it cartainly has been shown sufficient for most

intecactive data analysis n22ds.

II) Th2 Environment: Isp establiskes a protected enviconment
which Lnteci tion 1s to take place, with threa logically s2parate
environaents .

a) tha active area: where the usar is 'placed' upon

entering isp; where 11l variable manipulation and reexpressiosa tiakes
place; where data must be accesible from for statistical commands
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to operat2 on them. The active area literally 'is created! upon entry
to isp and 'disappa2arcs® upon exit.

_ b) the data area: waeTfe the user saves data froa one

- session to another:; th2 only direct contact with f£ilss in tals area

. that a user caa have ar2 to either copy data into it, copy data out of
it, or delete data from it. Thus, the data area iLs relatively guiesca2nt.

c) the text area: where the user's nonnumeric
information is xept - for exampl2, text documenting 1 user's own dataj;
text describingy a user's own (FORTRAN or C) isp-compatible programs;
or text containing a list of isp commands, with symbolic parameters,
that the user can invoke as a command rather than type in each time h2
wishes those commands to be executed as a group (i.e. MDacros).

Access ‘to this area is of the same restricted nature as that:
to the data area, henc2 this area is guiescent also.

The data and text areas are permanant, in the sense
that they and their contents continue to exist even when the user is
not using the isp program, or not logged into UNIX. The active area is
transient, and 2xists only while the isp program is in use. Iaus, by saving
active objects into th2 data or text areas, the 1ser can terminate a
session and return later to restore exactly his ociginal environment by

reloading the saved items.

g Ther=2 are twd other areas of importance which the user
may access from time to time. Ona is the system data area, 3 "library"
6f data arrays, all taken from ¥cNeil's book, and all illustrating some

“ basic fsature of exploratory data analysis. The other is an  ar=a the
user may create and place his own spec¢ialized commands in... this arza
is his "bin".

III) The Commands: The mdst iwpactant featurs of a computer
langquage is its semantics - namely, the actions a jiven statenent of
the language may gana2rate. Isp's commands are heavily oriented towards
statistical us2, which means a) that they have lots and lots of optlans
and parameters to be set and b) that they gjenerally focus on processing
3 singls array (e.J. a two-column array to generate a y vs X plot) .

The user who finds a n22d for other comaands can easily add his own
dC structure existing commands into new ones with macros..

USE OF ISP: Th2 simplest way to use isp is to learn by doinj.
Simply invoke "isp" from UNIX, then begin by typing "axplain isp"
and go from thsre. The "explain" subcommand will print out information
and examples for almost any command in the systen; hence 3 ygo33d idea of
‘the isp's capabilities can be gotten by trying the different subcommands
. on Lllustrat1v= data from McNeil's book which the system will provide
. . vou. AS a consequenc2, a copy of that book may coae in handy.
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) As anyvyone who has se2n -any 25f John Tukey or Don
McNeil's propaganda should Know, th2re are lots ot instances
in which reexprassions of data are useful: we can take logs,

_ --powers, combine variables arithmetically and so forth using

the "let" program in ISP. The syntax for most of these
operations is like Basic or Fortran. A few examplas:
z=3+b¥*c+ (2/(f¢q))
x=loq (V)
z=2xp(a*b+l.); 4
x=sin (abs(int{(rnd{y)))):
a=astronaits/(l1-astronauts”.5)

Note that spac2s are icrrelevant, parentheses may be used to
alter the oriar of 2valuation, and that expon2ntiation is
indicated by *~?' rather than '*** as in Fortran. To use
let, type

let expr ; ekpt P eew

or simply "let".. If you type "let" without any argjument, it
will return with "* " and wait for an expression, so that
this is an economical way to do many reexpressions in a rLOW:

*12t ' !
x=log(mydata) ; y=x+.01; :
W=X/V+Y/X;

Z=(X+y) "W,
<7 D>

I EES

Here "let" tak2s an 2xpression, evaluates it, and when fin--

ished, returns with "* ", It coantinuaes in this way until you
type “C or “D.

A major shortcut is provided by the use of implicit
calls to let: in an ISP expression where an argument is en-
closed in pareatheses ("()") it is passed to let and the
result sent to the command: ‘

print a (Log(a)) {(=xp(a})
boxplot (ln(a})

Manipulating Variables
An importint part of handling data is the aanipulation
£ it into usable foras. For 2xample, we may wish to break
a single zolumn out of a lacge matrix and deal "with only
that column for a whils, resxpressing it, and then raplacing
the original coiumn #ith the reexprassed one. We miy also
wish to creat2 variables w#hich are ©permutations of the
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values in other variables, and s> on. HMast of such tasks
can be zarried osut with the help of subscripting. Suppose x
is an arrayvy that has 20 rows and three columns. Thea x{*,1]
references the first <coluun of x; x(1,%¥] references the
first row; and x[*,%*) references all of x. Thus in "let" we
could say

let c=x[*,11+x[ %, 21/x[ *, 31:x[*, 2 FLog () ;

vhich would create a column vector "“c" of length 20, <con-
taining, column 1 >f x added to the ratio of columns 2 and 3

" of x. In turn, columa 2 of x would be changed to contain the
“base 10 logacrithms of c. Th2 ability to pick out columns

and rows of a matrix 13 extended by list specifications in
the subscript. The item x[1:20,1] 1s equivalent to x{*,1]
and 1s also equivaleat to x{(1 2 3 4 56 78 9 ... 20, 1] or
even x[ 1 2 3:10 11:18 19 20,17 - all pick out th2 first
column 2f matrix x (admittedly, some are easier to type than
others!). We can even get fancy and reverse th2 order of
columns in a matrix: '

x = x[*,3 2 1]; or
x = x[*, 3:1];
¥ill do this for the matrix x wmentioned above. Subscript

- expressions can be used in let just as freely as algebraic

oaess

yr1:1071 = x[10:2071 + 2[*,1] / g[ 1:107] 3

" To create 1 matrix that is not some function of another
matrix, you must dimension it and f£i1l1l it with a constant:

x(10,10) = 0;
vy (134) = 20;
z2{10,10,2) = sin (1.717189) *1o3(43) ;

There are functions which do convenient things with their
matrix arqumeats: "iota(x)" taxes matrix x and returas
another matrix of ta2 same shape, but with the first n in-
teqers, where n is the size of the matrix, storel in the ma-
trix in row major orier: ‘ '

let x(2,21=0;y=iota (x);
print X vy

9.0000 0.0000
0.0000 0.0000

 +.0000 2-0000

.0000 4.0000

It is oftzn us2ful to bz able to take columas and put
them together into a matrix, or to add a new column to a ma-
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trix; the operator "," does this. Tae previous exaample of
reversing the columns in matcix x could equally well be done
by

let x= Kr*.3]'x:*02]le*l1];
The "," operator takas an arcay of size (k,n,p) and another
of size (k,n,p') and delivers an new array of size
(k,n,p+p*) Dby laminating the two together. " ," may also Dbe
used as a unary oparator; it takes a (k,n,p) arrcay annd re-

“tucns a (1,1,k*n¢p) array with the sanme elements in Trow-

major order in a row-vector.

It can also be useful to be able to reexpress variables
logically, that is, bised on whathasr a certain condition is
true or false. To do this, "let" accepts  logical expres-
sions using the operatdrs

Pe O= jrsater than, jreater or equal

<, &= . less than, less or ejuail

==, 1= ajual, not equal

s | and, or

-1 not
e.q.

a>b & x[*,1KI1I

x = () 1 vy==0
(note that "()" is lst's code for the missing valu=2).  Such
operations are dome an elema2nt at a time, meaning the opera-
tors give results the same size as their operands - Eor each

-element of x and y, "x>y* returns 1 if the elemant of x 1is

qreater than the corresponding element of y and 0 otherwise.
The main use for logical expressions is in let's . if-
then-else construct (equivalent to Iverson’s "m2sh"” opera-
tor). For example, if all =zeros in a file were to be
changed t> ones, we could type
x = x==0 2 1 : x3
The syntax of the operator is

logical_expression 2 if _true : if_false

vhenever logical_expcession is true, the expression takes on
the value of if_trua; otherwise it takes on the value of

if_false. Again, as in the case of. algebraic and logical

operators, the if-then-else is evaluated elementwise. A fi-
nal example: the following statement changes all values of
g" £5 missing whenaver they are nejative Oor ZzerO.

let x = x$=0 2 () : x3
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LINE

USAGE:

* line [in 9] x {optioas} [> [res D] z]

DESCRLPIION:

Line parforas a quick, exploratory gquality linefit on the
data contained in x. I'he predictor variable 1s taken to be th2
Xx= coluan, the predizt2d variable is the y= colusn. The residuals
file contains the pradictad and residual values for sach obsarvation.

OPTIONS:
x=int ‘ column containing predictor variable.
Default=1.
y=int . ~ column containing predicted variable.
Default=2.
EXAMPLE: A
' * load sys cars
¥ scat cars '
* line cars > z
) * scat z

Cars contains initial speed and stopping distanca for each 2f fifty
drivers. The r2sidual plot displays perhaps a mild nonlinearity.



’
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List - list the contents of a dicectory
asage:
- %1ist [here | text | data | sys | ]*

description:
_ Given a list composa2d of thz names in the above

brackets, list makes a listing of the contents of the directories ani

types of files contain2d therein.

An arbitrary pathname enclosed im "" is also acceptable.

examples:

*1list
{lists the contents of your active area)

®¥list here taxt ‘data
{lists the contants of your active, text and -data areas)

~-*list sys "/mnt/usr/wolfman/isp/téxt" ‘
(lists the contents of the systam lata area and the indicated directory)
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Loal - load a previously saved file

usage: v
¥*load [ data )} text | sys | home | ] files {data | ..

description:
Load l;ads tha files with the indicated names from tae indicated
.directories. The names are as usual, except in addition home implies

the directory from which isp descended into its protected environment.
The default directory is datae.

UNIX pathnames enclosed in "" are also valid filenames.

examples:

*load sys ex511 ex71 insacts
{loads the indicated files from the system data directory)

*load ta2xt a.doc b.doc
(loads from the text directory)

*load 13 b c‘ '
{equivalent to "load data a b c")
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' ISP - New ISP release
USAGE: '
. (from JNIX)

% isp [-rspl [file] [ QL3S es= ]
(from is3p)
*isp [-p] file [ args wes |
*macro_name [ ar9s ees |}

DESCRIPTION:

ISP is an interactive gtatistical package run by a
shell-type projram that parses and interprets a gesneral languaje for
manipulating objects (2.9 arrays) that are at the core of statistical
work. These objects ire handled within a protected environment
desiqnei to facilitate orderly conduct of statistical analysis.

The philosophy behinl isp is that the structure of computer t»>dls
available to the data analyst is a powerful, possibly determiaate,
influence on his (her) statistical iavestigation. Thus it tries to
initialize a moiel for data analysis and in fact gen2ralizes the
lanquage accepted in McNeil's (Interactive Data Analysis, Wiley,
1977) model.

_ The fezatures of isp relevant to data analysis fall
into three broad groups: .

I) The Lanjuage. With few exceptions, th2 structure of -an isp
command is givea by

command [input variables] [ {optioas} ] . > results ]

€.J.
: fft x > X.r X.1i ;

regress (X,y) > resids

print x (lo3(x)) ; stemleaf (x = .5) {scala = 2}

Here "command" is th2 name of a subcommand in the isp systeam (see III);
"input variables" are, in general, O or more arrays or array-vilued
exprassions; "options" are command specific parameters which cepresent
user-controllable factors in the operation of the coamand; 2ani
"results" .specify where the 0 or more array-valu2d results of a command
are to be storei.

Hopefully, this language 1is large enough to a:zcomodate
the most commonly-encountered types of operations desired by 21n
analyst: since it has essentially been given a trial run in McN=2il's
book, it certainly has been shown sufficient for most
interactive data analysis needs.

: II) The Environment: Isp 2stablishes a protected enviroament
ip which interactisn is to tike place, with thre=2 logically sepirate
ubenvironments: '
a) the active aresa: where the user is 'placed' uapon
entering isp; #hers all variable nanipulation anil re2xpressidn takes
place: where data must be accesible from for statistical comainis
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to operate on them. Th2 active area literally 'is crsated' upd>n entry
to isp and '"disappears®’ upon exit.

b) tae data area: where the user savas data f£com one
session to another; the only diract contact with files in this airea
-that a user can have ace to either copy data intd> it, copy data out of
it, or delete lata from it. Thus, the data area is ra2latively juiescent.

¢) the text area: vwhere the user's nonnumeric
information is kept - for example, text documenting a user'!s >wn data;
text describing a user's own {(FORTRAN or C) isp-compatible programs;
or text containing a list of isp commands, with symbolic parameters,
that the user can invoke as a command rather than type in eaca time he
Wwishes those commands to be 2xecuted as a group (i.e. macros).
Access to this area is of the same restricted nature as that
to the data area, hence this area is quiescent also.

" that they and their contents continue to exist evan when the user 1is

not using the isp program, or not logged into UNIX. The active area is
transient, and exists only while th2 isp program is in use. Thas, by saving
active objects into the data or text areas, the user can terminate a
session and return later to restore exactly his original environment by
reloading the saved items.

' Thara are two other areas of importance which the user
may access from time to time. One is the systen data area, a "librarcy"
-of data arrays, all taken from #4cNeil's book, and all illustrating some
basic feature of exploratory data analysis. The other is an ara2a the
" user may create and place hi's own specialized commands in... this arza
is his "bin".

III) The Comnands: The mdost important featurz of a computer
lanquage is its semantics - nam2ly, the actions 2a given stat=mnent of
the lanquage may Jenerate. Isp's commands are heavily oriented towards
statistical usa2, which means a) that they have lots and lots >f£ options
and parameters to be set and b) that they generally focus on processing
3 singls array (e.3j. a two-column array to generate a y vs x plot).

The user who finds a n2ed for other commands can easily add ais own
or structure existing commands into new ones with macros.

USE OF ISP: Tha simplest way to use isp is to learn by doind.
Simply invoke "isp" from UNIX, then begin by typing "explain isp"
and go from thare. Tie "explain" subcommand w#will print out information
and examples for almost any command in the systen; hence 3 go>3 idea of "
‘the isp's capabilities canrn be qotten by trying the different subcommands
on illustrativs data from #¥c¥eil's book which th2 system will provide
you. AS a consequencz, a copy of that book may com2 in handy.
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MACROS : ' \

JSAGE: -
. : (to cr=21ate)
*make text macro_namne - ’
OL A
*edit text macro_name
(to invoke)
*¥macro_name arys
ar

*igp ['-'] micro_name args

Upon reading a conmmand name, .isp looks in the user's
text anl bin directories for files of the given name. If found there, it
executes the named file; otherwise it searches th2 systen '
directories. If the file is found, but not executable, it is taken t>
be a3 macro command and a new copy of the isp shell is spawned to
interpret it. The new copy of isp reads in the named file and copies
the given arquuents into strings 0 through 9; thus the user can examine
them using the string mechanism discussed under STRINGS.

strings 0-9 will contain the macro name and any arguaents
which were passad to th2 macro. Since arquments aight be tagg2d, or
might be options lists, special commands are available for accessing
the arqumasnt list in commonly-needed ways:

* arg 'tag! pos strc

This coamand takes tae input with the given tag, or in the default
position pos and places it in string str.

% option pos str _
This command takes the pos'th options list and places it in string stra.

*local str . . ,
This command makes str a unique local name. This is useful whea temp
files must be created within a macro.

* return tag pos name
This command returns the isp variable name from the macro with
the new name given by the name corresponding to tag, or to the
pos‘th name in the ra2turn list. If there is no request for th2 variable, it is
Jiven the name provided by tag. : '

* craturn tajy pos var
Same 1s return but operates conditionally on the ra2quest for tae
variable var to be oatput.

- EXAMPLE:

*make text myline
3rg in 1 a
option 1 o
local =z
line $a S0 > 3%z
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option 2 p
scat $z 3p

creturn z 1 $z
-D - ' !
*pnylin2 ayjunk {x=2;y=1;} {width=56;} > myresids

Here myline i1s a mMacro that executes lins and also gives a scitterplot

of resiiuals against predicted values. The first argument to ayline

is the data array, the second is the list of options(possibly '') to line,
and the third is the 1list of options({(again possibly '') to scat.

The result has tajy z and is returned only if ask=d for. In the example

of use 1bove, w2 would jet precisely the same results by typing

*line myjunk {x=2;y=1;} >_myline_z
*scat _mylin=_z {width=56;}
*renam2 _mylin2_z myresids

NOT E: '
A macro retirns to the invoker immediately upon

a control € or syntax 2rror in the macro, or upoa a called
routine's siqnalling srror. To prevent such a return, invokinjg

a macro by "isp '-' macro_name" forces the ignoring of such signals

and return from the macro when the last command has been intecpreted.
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Make - make a taxt file
usage:
*make [ text i hare | 1 file
éescription:

Make reads the keyvboard tor character input which it places
in the text file specified by the arquments. - "text" arqument implies
it will be stor2d in the user?'s text arsa; otherwise it is placed
in the active area. '

To indicate end of keyboard ianput to mak2, type control 4,
-vhich will ech> as “D.

examples:

*make junk
-1 23 4 56
78 9 01
“D{control D) .
*1list
junk ‘ A text

“{hers we creat2 a file with the indicated contents)

*ma ke taxt junk
"1 2 3 45
5 4 5 8
“D
*1list text
junk . other
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MEDPOLISH

USAGE: :
* medpdolish table [> {res 2] z {dia @] d]

. DESCRIPTION: -
| Medpolish performs 3 quick 2xploratory twoway addditive fit to a table.

See Tukayfs discussion in . EDA.
GPTIONS:

X=int aAcrcay coluans to be included in table. Defailt 1:nc.
EXAMPLE:

% load sys illit
*medpolish 1l1lit > z d
* code z

-

* scat 4

Here 1llit qgives percent illiterate for 9 regions and the first six
decades of this century. The coded display and th= scatterplot
of the diagnostic fils show a highly structured, nonlinear patterne.
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NSVD

*nsvd var { {options}t ] [> results]

DESCRIPTIION:

‘ Nsvd calculates a singular value decomposition for
the matrix var with row weights which are changed iteratively. For
a description and justification of the technigue used see Princeton
Techuical Report number ( ) (to be published in the fall of 1377.)

OPTIONS:
rank=int Specifies rank of fit and thus controls how
' weights are calculated. Default is nc.
c=float Bisguar2 parameter K (expliin resistant.) De-
fault is 6. To get an unweighted decomposi-
tion (all weights equal to one) use c=0.
RESULTS:
[u 2] nr by nc.
(3 21 1 by nc.
(v @] nc by nc.
[w a1 ‘ 1 by nr; these four matrices satisfy:
a. u diag@) v' = input variable
"be v! v = identity matrix
Ce. a' diag(w) u = identity matrix
[rtes 2] " nr by nc; at each step new w$ights ar2 calcu-

lated according to the row lenqthb of the
resxdual matrix:

u(rank+1) d (rank+1) v (rank+1)*' +a...

+ u{nc) d(nc) vi{nc)'
where u (1) yees,u{(nc) and v(1) yews=,v(nc) are the
columas of u and v respectivaly and d(1) sjeesy
d(nc) are the elements of d. Res is the final
valua of the matrix and

var - res ‘
is the best rank 'rank' fit using the mdost re-
cant weijhts..

Every time nsvd is used it involuntarily prints out
the first 'rank' singular values as well as the root-mean-
square of th2 remaining nc-'rank' singular values.
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Running old isp prdgrams.
USAGE:
. *name arqgs ':old-style-options!
DESCRIPTIONS:
To run an old style isp proqam, the above format is sifficient.
If the command was a system command that his not been yet rewrcitten,
its name will have an _ attached to the beginning. . If it is
your private command, iavok2 1t by moving it into directory Lsp/bln,
or else enter it in 1isp/text/cfile as .

4:name: filenane

where name is what command name you will use and tllename
is the name of the a2xecutable file. .
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ONEWAY
USAGE:
*oneway tabla [ foptions} ] [>results]
bESCBIPrION:

~

Oneway performs a robust'oneway analysis of variance
based on adaptively weighted least squares.

DPTIONS:
x=int array’ columas to include in analysis. Default 1:nc.
c=float bisjuare parameter (explain tesisﬁant)
long " prints grand effects and eatxmated parameters
and sigmas.
~ BESULTS:
[res @] nr by nc; residuals
-{cef 21 nc by 3 ; effects, sigmas, est. d.f.
. [wts @] nr by nc; fitted weights

EXAMPLES:

*1oad s5ys demopct

*compare demopct. .
*oneway demopct > r25 @ r cef & ¢ wts 2 w
*stenlsaf ¢ -

‘#%scat C '

Demopct records for 2ach of 24 states the perceatage of democratic vote
for the Presidential elections of 1960, 64, 68, 72. L[he conparz plot
shows clearly the overall pattern- The other two plots should help
answer the guestions:
i) In landslidss is variance between states reduced (2.3. 1964)
_ ii) Are there any "weird" states in the batch (e.g. uausual
election patterns causad by favorite sons or riots or uneapldyment)
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, CPTIONS
USAGE: .
) *command {inputs] { {foptions} ] [>results]

DESCRIPIION:

Options in an isp subcommand are ways for the user
to set parametars or control operation of the coazmani. Generally a
command has a s2t of di2fault parameters that it utilizes if nd>
options are spacified so that options are in fact optional.

To utilize an option in an isp subcommand,
one must first determine what sort 2f input is expected in orier
to utilize the option. A program might expect a single real number,
an array of intsgers, a character string, or a pittern to be matched.
To find out just what types >f parameters the command expects, or to
find ocut the d=2fault options if the user fails to specify these,
one exazines the documantation for the command (2.g9. via EXPLAILN).

can accept thrse sets of options. The first set specifies which
columns in a variable ars .to be plotted; the default is all colunns.
The user overrides this.optian by typing, say,

*stemleaf myvar {x=1, 2,5;}

“to get plots only of columns 1,2, and 5. The second set of options
specifies how large the plots are to be: normally they will be

up to 64 characters wide and blown up by a scale factor of 1.

"To change this one might request

#steml2af urvar {scale=3.;width=120;}

to get a plot blown up to 3 times normal detail and using up to
120 characters 2f wilth on a line to plot. The third set of options

determines whether ssparate plots are made for each of the columns in a

variable, or whether the data ars unravelled from the columns into on2

big batch. Normally a separate plot is made for sach column, to change

this, try typing
*stemleaf hisvar {unravel}

2f couse thesé options can b2 all combined and enter2d4 in any drder:
*steml2af anyvar {scale=.5789;x=1 ,2,4;unravel;width=36}

In genaral, then, ts> f£igure out how to specify
options, consult the explanation for the command you are

considering, and keep in mind the following hints for entaring numbers:

ronstants are standard as in fortran or basic:

Integers: 1, =32, 108, 011010
Real #'s: 0,1, .012,1.3406e12, -.01, 1e-27,5.67890

Arrays: an acrray of numbers or of single characters cian be typed
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+0 With elements separited by commas:
1,2,3,45,6
~-8.0,3626 ,94.098
a,b,c,d,e,t
When the numbers follow a simple pattern, there are two aids in typinyg
Repeats: 3 S5%¥object is the same as object, obJect,...,oo]ect
~Iteration: i:j is the same as i,i+1,.ee,J Oor i,i-1,0ae,]
depending on whethar 1>j or not.

For example:

1:6, 3%7 1,2,3,4,5,6,7,7.7
a,b,2*c, uxf 1,b,chc,tf,£f,£
3%-9,2%10 -9,-9,-3,10, 10

To answer a question, or match a pattern, one ilways
ends the response with a semicolon, ';'. For example, the pattern ‘long'
signals to the regress command that it should provid= .a long printout,
and the ansver to x= gives the c-olumns t> use as independent variablass, so

reqgress bla£ fx=1:3,7:9;1long;}

" "is an acceptable reponse, specifying that a regra2ssion is to be

performed using variable 'blat?'s columns 1to 3 ani 7 to 9 as
-independent variables with the lengthy output mole.

"EXAMPLES:

¥*scat cats {x=3%1; y=2:4}
¥stemlz2af yvarn {unravel;i

C
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FFT, PGRAY
N 2
JSAGE:
¥ £fft freal @] ri {imajy @] ii { {options} ] (> results]
* pgraa [real 27 ri {imaqg 2] 1i [ {options} ] { > results]
DESCRIPTION:

"Fft" computes the zomplax fast Fourier transform of a complex
arqument. If =2ither part of the input is omittel, it 1s assumed to be

Zero. "Pgram" is an alias whose default output is the calculatad
periodogranm.
INPUTS:

[ ceal 3] Real part of the input arguam=2nt. If 2mitted,
: takan to be zerd.

(imag 2] Imajinacry part of the input argqument. Zero if
omitted.

#%% Ona 9f these two must be provided #**x*

OPTIONS:

taper=£loat  Series tapebinq length as a praportion 2f series
lengyth; default is 0.
invert; specifies that an inverse ttahsform is to be performedi.
dUTPUTS: |
[ rceal 3] real part of transform.
[imaq D} imaginary parct of transfor .’

‘[ param 2] "pariodogram (= real”2 +,imag‘2) —
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PLOT

U SAGE:
plot input {options} input {Options} ae-
DESCRIPTION:
A seri=s of graphs -- one for each input -- is produced. Each
graph 1s controlled by the (optional) options which follow
the input variable name and may consist of several plots on the
same set of ax2s. (This distiction betwe2n *yraph' and 'plot?
" is maintainel in what follows.)
OPTIONS:

x=int array
spacifies the sejuence of columns to be useid
for the x-coordinates
default = 1

y=int acray .
specifies the sequence d2f zolumns to be used
for tha y-coordinates
default = 2

ch=char array
spacifies the sequence of plotting characters
to b2 used
default = *

join=char arrav ,
specifiss whether each plot wlll havs its points
joined or not; valid characters are 'y' and 'a’
default =n

axis=char array
specifies which axes should be drawn; valid -
characters are 'y' and 'a! '
default = yv,v,n,n

tick=char array ,
specifies which axes shoulid have ticks; valid
charactars are: : L
*n' = no tl”ks .
i ticks on the insids of the axis
'o! ticks on the outsiie of the axis
defaalt = o0,0,1i,1

label=char arrcay
specifies which axes should have their thKS
labell=2d; valid characters are:

'n? = no labels
*i!' = integer labels
tfs fixed decimal labels

teot float labels
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tyt = program picks the labels
default: y,y.,n,n

nobox : : '
this is an abbreviation for printing no axes, nd
ticks and no labesls

xnin=float

xmax=float

yoin=float

-ymax=f loat
forcas the corresponding limit of th2 graph t>
be as specified .
default is chosen by the progranm

width=float

height=float .
specifies tha size of the box in inches; the 20x is
defined to be the size of the graph from axis to
axis in each direction
default is d1a2vice dependent

frame=float arcay
specifies the horizontal and vertical sizes of the
frame in inches; tha frame is defined to be the
total size of the plot including the box and any
ticks and labels
default is ilevice dependent

offset=£loat array
specifies a horizontal and vertizal offset fronm
the levice 'oriyin' in inches for th2 graph
default = 0,90 N ‘

dev=string '
spacifies the device the plotting is being don=2 on;
cuccrently supported devices:
'gsi?' = GSI300 typewvwriter
ftek' = Tektronix 4013 tarminal
.default = gsi

index :
forc2s the x variable to have the values of ons throujh
the total namber points for this plot, for each plot
in tais graph _
- not iefault
save
unsave ’

the save option will cause the carrent options
list to be saved on the file plot.optx whers

X is the number of the current graph; if plot is
invoked again, the options list for the x'th jraph
will b2 appended to the saved options for that
graph; unsave causes the options file to disappear
not default
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keep

read

Notes:

specifying Keep in an options list will cause the
currant options to remain in effact for all rsmaining
graphs 1in the current call to plot

not default

plot generates an intermediate graphics language and
feeds it to the appropriate drivar specified in

the *dev=!' >ption; if read appears in the options
list then plot, instead of producing graphs will
simply write this graphics language on the file
¢*intar! (append if 'inter' alrealy exists)

1. The number of plots for one graph is deternzined froan

the maximaim of the sizes of thz x, v, ch, and join
arrays. If any of these arrays is not as 1long as the
maxiaum then its last entry is repeated as 1ecessary.

2. Por the tick, label and axis options up td four char-

actars in each list may be specifizd. They are interpre-
tei as refarring to the four axes in countar-clockwise
ocder beginning with the bottom x-axis. If less than
four entries are specified then the remaining snes have
th2ir default values. '

3. The intermediate graphics language may -also be savad

by redirecting the output of plot as in
*plot var {options} > x!?
In this case, the 'read’ option 1s not required.

4. There are many abbreviations allowed far the option

names. Currently each option can b2 specifiz2d with
just its first letter (except for xmin, etc.)
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PRINT - print a variable or string

USAGE:
*print [ 'flays*' ] args ['flags'] 3rgs ...
bESCBIPTION;‘
Print is a simple program for printing isp objects.
If an arqument is an isp variable name, it prints the variablsz;

if it is a string enclosed in "%, it prints the string.

Print counds the wrong way sometimes, so that 1. 000
may be printed as .939. :

FLAGS:
‘w=int' . line width. default approx 72.

indent flag. i=0 =--> don't indent on
overflow lines in printing a vector.
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the form n.mc where n anl m are
intagers, n>1 and 0<=m<=3 and c¢

is the charicter e or f. The former
specifies floating point format and tae
latter fixed. n is the field width for
each number to be printed and m is the
number of decimals for fixed format and
the number of digits for floating.

The default is " 10.3f".

EXAMPLES:

#print "hi mom"
hi mon

.*1oad acid

*print "this is acii" acii
this is acid

1.000 2.345
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Bead - read in a file to isp

usage:
I “*read input > “out 2] output
or :
. *read > [out @] outpat
A) o r .
*read iaput
description: d

Read donverts an ascii character file (such as produca2d by
edit or make) into an isp variable. input is the ascii input, <hich,
‘Lf ommitted, is assum=2d to be the keybooard. output is the ispd
variable to be created, and "out 3" 1is the optional tag. The third
form is valid oaly if 1nput is in another directory (see below) OrC
if it is a text file; in either case, output will have the same name.

Input nz2ed not come from the active area (the default), but aiy
reside in another directory.. Thus input is of tha form

[text | home | h2re | 7 file
- o r .

“pathname”
where pathpame 'is a valid UNIX pathnane.

options:
valid options are

dims = list, where list is a list of up to three
integers; this specifias th2 shape 2f the file. ’

count = #, W@where # is the largest namber of elements
to be read from the input file. If count is smallar than the shape
of the matrix warrants, the remainda2r is filled w#ith missing values.

missiny = #, where # is the valuz of the file's
missing number.

examples:

' *read {iims=2,2}
name for new file? twobytwo

12 34
*D
*print twobytwo
1.00000 2.00000
3.00000 - 4.00090

reates a two by two matrix from standard input)
*make junk -
1 -1 2 -1
=D



Aug 17 01;17'1978 tead.doc Page 2

xread junk {missing = -1}
*print junk ‘
1.00000 wEEREEEE 2.00000 &k kR kK

{craates a variable where elements with value -1 are coded missing)
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USAGE:
*reqgress
DESCRIPTION:

R
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MULTIPLE REGRESSION
matrix { {options} ] [ >results]

egra2ss givas least squares nultiple regressiosns.

ig;g;;‘contains as columns both ind2pendent and dependent variables.

OPTIONS:
x=int acc
y=10t 'arLc
long
RESULTS:
[res @]
{ depe.n D]
EXAMPLES:

*load sys

I 1
< K

independiant variables. Default 1:nc-1

depandent varaiables. For each variable in
this list, a regression is run ajainst the
independent variables. Da2fault is nc.

gives long printout of results with all sorts
of goody statistics.

if there i1s only 1 dependent varaiable,
predicted values and resijuals go here. nr by 2

if n is one of the dependent variables, the

predicted values and resiiuals from regressing
it on the independent variables go hare.

demopct

*reqress demopct {x=1,2;y=3,4} > dep.3 @ 268 dep.d @ z72

Demopct contains for sach of 24 states the percentage voting lemocrat

in the 1960, 64,
to fit the 68 and

68, and 72 =zlections. The above ;egcession attempts
72 electio>n results as linear functions of the 60 and

64 results. The predicted values and residuals from the 68 fit jJo 1into

z68;: those from t

he 72 fit go into z72.
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ROBUST REGRESSION

USAGE:
*robust matrcix | {options} ][> results]

DESCRIPTION:

Robust performs an iteratively weighted least sguares
regression that is resistant to thicker tailed distributions 0f errors.

Matrix contains as coluamns the dzpendent variable as
well as the indspendant variables.

OPTIONS:

Xx=int array independen ' :egreésion. befault is 1:nc-1
y=1int , dependsnt variable. Default is nc.
c=float - : bisquare parameter. Default is 3.
noint - suppress intércept in rejression. Not Default.
RESULTS:
fres 2] nr by 3 file of predicted values, residuils,
weijhtsa.
EXAMPLES:

*load sys cars
_*robust cars > z
*scat 2z :

Cars contains for each of fifty drivers, initial velocity and time to
stop from that velocity. Scat should help show traces of nonlinearity-
in the relation betwzen speed and stopping time.
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SAVE - save file(s)

usage:

*save files
or

*save all
or

*save

description:

Save, in usaje one, saves the named files in the reqdasted
directories ... by default, data. If the default is changed, 1s in

*save text x y z data w r £
the new default stays in effa2ct until the next change is indicated.
In usaj2 two, save saves each file in data or text depending
on whether it is an isp variable or simply a text filea

In usage three, sava prompts the user ani saves a file
1f the user responis 'yt.

e€xamples:

*save text crud.text data crud
*save all

*sa ve
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SCATTERPLOTS

JSAGE:
*scat varc r{optlons}]

DESCRIPTION:

Scat providas y vs x plotting. It allows sevaral
separate plots, and up to 8 plots on the same axes.

OPTIONS:
X=int irrcay X variables for successive plots. Default x=1.
y=int arcay Y variable list. To get more than 1 plot on 1
‘ set of axes, do y=-n,vl,...vn, where n 1is th2
namber (up to 8). of plots on the same ixis,
and vl,e..,vn are the dependant variables.
’width=;gg width, in characters, of display
height=int height, in characters, of display
EXAMPLES:
', *load sys cars

'*scat cars { width= 50 haight =50}

‘Cars is a bivarcriate fils witb 50 observations. The first column
contains initial speed; the second, the associated time to stopping
for each of th2 50 drivers. '

*load sys pressure
*¥scat pressure

Prassurs contains Pressure vs. tesmparature for some obscure gis. A
highly nonlinear relationshipe

#load sys births
*let births = iota(births{1]) ,bigths
"%*scat births {x=1;y=-3,2:4}

Births contains, for three different groups of women, the pra>goosrction

of women giving birth as a function of time since beginning cohabitation
without birth control, measured approximately in months/3. In the above

plot, hatterits women's fertility is plotted 'a', taichung 'b', usa 'c!'.
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‘ Select
- USAGE: . : o -
- ¥ gelect [in @] x [sub @1 s { {unravel} J [> [select @] vy]
DESCRIPTION:
Select takes cises from x for which s is nonmissing ind nonzero.
If the array x is 1 by n it treats the array as-n by 1. If the unravel
option is exercised it treats the array as k*n#*p by 1.

EXAMPLE:
* select x (x{*,1] > 0) > xpos

this selects the rows from x where the first element of the row is positive.
* salect x (x{2] != (})) > xnom

this selects th2 rows from x where the second column is nonmissing.

My
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USAGE:

SEMANTICS

*command inpnts [ >outputs]

DESCRIPTION:

The semantics of the above command are as £21llows:

1. Recoqgnizing the Command ¥ame.
a. If command is a string =nclos21 in "" (e.j. "/bin/prog")
it is taken to be an explicit UNIX pathname and to raturn
no meaningful status coldes.
b. If nd> pathname is generated duriny a. then the
user's text anl bin, followed by the system's text anl bin
areas are searched for a file with the same name as cpamand

If the file is found in a1 text area, the filz is taken to be
a macro; otharwise it is taken to be an executable file.

2. Handliny Inputs.

If any input arquments that are let axpressid>ns enclosed
in parentheses, they ar2 converted to names of temporiries,
and the exprassions are passed to let for =2valuation as
temporiries. Th2 command is executed with the names of teumps
in place of the expressions; the temps are deleted aftzar
raturn from the command. For example: ‘

*print x (2*x) (lo3(x))

is executed by isp as if it were the sequence
#lat _01_=2%x; _02_=log(x);
*priat x _01_ _02_
*delat2 _01_ _02_

3. Handlingy Outputs.
If outputs are requested the object command will

recoqnize them as follows:

(a) first on tag matching. Output names wxll be deterained

‘according.to where tags match.

* fft x > r2al @ r imag @ 1

‘Here the "real" part of the transformed seriss is put ia "rc",

the "“inaginary" part 1s put in "i".

(b) Second on order..Ilf step (a) fails, and if there is no
tagged result name in the default position for this output in the
result list, then the (untagged) name in that position is given to
the result. :

* fft x >r i

Hare the real pact of the transform is placed ia "r'", the imaginary

| part in "i", bacause the default ordering of the result list for

the "fft" zommand is (Yreal","imag") .
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(c) Third on forciny. If steps (a) aad (b) fail, and the
comman]l regquires that the result be creatad, whether asked for in the
results list or not, then the result is named according to its tage

¥ fft x

Ganeratas twd> d>utputs: "real" and "imag", since "fft" forces their
creation, anl the user Joesn't specify alternate names for thenm.

: If the final elements of a command line are !'>>' followed
by a UNIX pathname in *', the standard output of the named command
will be rout2d to the named file. For example,

* 'print x >> '/dev/tfye'
prints the contents of x on tty8.
EXECOTION:

If the command was found to refer to a text file, a new
copy of the isp shell is spawned with, as arjuments, the comaand
pame fo>llowa2d by the command arquments. The new copy >f the isp
reads its input from the file referred to and copies the
arquments into strings 0 through 9. Thus macros can r2farence
their arguments; to create a1 macro one places in his text® area
a file with th2 desired macro name and with the desirzd
conmands as lines of tha file.

A Otharwise the coumand is exec'd. If the command is not
'*shell', then signals are reset, so a control C will kill the
command during its execution. If the command is *shell?! or
tunix® the caild does a chdir ("../..") before exec'ing.

CLEANUP:

If tae exec'd command returns nonza2rd> status, the
remainder of ths command line is aborted. In a macro invoked
normally, the remainder of the macro is aborted. The ISP shell
prints no message at all if the command iied due to 1 user error.
If the -system part of the exit status is nonzero and i>esn't
indicate control C, "fatal error in ...'" is printed.
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ISP SYSTEM DOCUMENTATION
¥ %k these are all documanted in explain files **#%
SGENERAL INTEREST

isp ' explains philosophy of system. l2ngthy

changes ' explains th2 changes from the old isp

syntax syntax of isp commands

semantics semantics of isp commands

macros how to make 5 use macros -

strings how to make &§ use strings

results. how to use the results feature

options how to specify options to a commind

docuent how to understand the documentation

oldisp how to run a command written for the o1ld isp

SYSTEM COMMANDS

make create a text file

edit edit a text file

read . reai a text file, converting to isp variable

save save an isp variable or text file for future use
load load a previously saved variable or file

delete delaete active variable(s) .

unsave unsave savel obijects .

list list contents of active, data, t2xt, or systea 3areas
" print print variable or string

let .algebraic and manipulative capability

2xplain _ how to explain something

echo echo command arqumeats

select logical subscripting

DATA ANALYSIS

boxplot -boxplots
stenleaf stemleafs

code coded displavys
fivenun fivenums
condense Med. & H¥AD
biweiqht biweights
compare o comparces

scat scatterplots
line ‘line fits
medpolish tabl=2 polishzss
six six line plots

ROBUST PITTING

- robust - reqrassion
“newvay anova
ioway ‘ anova

LEAST SQUARES

stat . ‘ statistics
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corrc , correlations
reqress rejcessions :
eigen eiganvalues real symmetric matrix

PINE SERIES

smooth Tukey's smoot hers

fft Fast Pourier Transiorm
pgranm periodogram .
fpgram. : cross periodogranm .
cohphs - coherence. and phase
UTILITIES

gplot ‘ : gsi,tek graphics

trn matrix transposes

sort sorting
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SIX-LINE-PLOTS
USAGE: ‘
*six var [ {options}]

DESCRIPILION:

- Six plots Tukey's six line plot of a ﬁime serias.
Numbers are plotted in standard Jeviations from the median in base 4.
Var is z2ither a matrix whose columns are t> be plotted or a row :
vector. : -

OPTIONS: A 4 ‘
X=int acrcay specifies colunns to te plotted. Default is 1ill. .
unravei specifies that multi-variable file shoild be

treated as single variabla. ¥0t default.
width=igt plot width; default = 64.

EXAMPLES:

*¥*load sys sunspots

*¥*six sunspots .
*smooth sunspots > sspts
*six s3pts

Sphspots4contains saveral years of the monthly-recdriéd Vienna sunspot
numbers. The second plot should show a smoother structure.
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SMOOTH
USAGE:
*smooth var [ foptions} ] [ >results]

DESCRIPIIONS:

. Smooth parforms most of Tukey's rcesistant smooths.
Var is either a matrix of columns to be smoothed or a1 row vector.

OPTIONS: A . !

e em e =2

right and interpreted as seen. Valid chars:

3,57,9 - cunniny medians of 3,5,7 or 9.
2,4,6,8 - runniny medians followed by a
pass of 2.

’

- r - rebeat preceding op. till
' no change. (valid only if
preced2d by odd di;it)Q

s - splitting mesas followed by
another 3r. .

b - hanning (same as 22)

t - twicing; xt == x+x

* 2 - " "

v - reroughing;‘a+b means

do a on data, then b on rough
then add backe.

trace ' Traces smoothing operation by printinjy current
smooth being executed. E.g. 3rssht miy Jenerate
a trace of '3333s33s333ht3335333s33ht!

x=int arcray columns to be smoothed. Dafault is 1:nc.

RESULTS:

[ smooth 23] _Copy of original matrix with designat24
colimns smoothed. .

EXAMPLES:

*]oad 3ys sunspots
*smooth sunspots {by:4253h} > X
*six sunspots; sSix X

sunspots contaias 15 ysars of Vienna sunspot numb2rs. The sec>nd
six line plot should ra2veal a smdothed structure.



"USAGEL:

aug 17‘01:17'1978 sort.doé Paga 1
SORT

¥ sort [in @} 4 [ foptions} J [> [sort @] 3]
DESCRIPTION:

Sort sacts tae data in array de If 4 is not a row,
it sorts the columns of d; otherwise it sorts th2 =zlaments of d.

OPTIONS:
x=int arrcay Columns to be sorted into order..
x=+n. indicates asceniing ordar; .
x=-n indicates descending order.
default: x=1:nc.

y=int arcray’ Columns to be peinuteﬂ accoriing
to the sorting pa2rmutation of the
= colunmn.

unravel ‘ Treat the array as a single long row -
vector
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STAT, CORR
GSAGE:
*corr var | foptions} ] [>results]

DESCRIPILION:

Stat gives means, standard deviations, extreme vilues,

_ *stat var [{options} ] [>CEasults]

and intervariable correlations, if desired.

OPTIONS:
xﬁggg acrcay’ | columns to be stated. Default: all.
unravel ‘view multivariable set as 1 variable.
guiet pcint no evil |
long , force printing of correlation matrix 1if
¢ comnad was invoked as_stat

RESULTS:
[stat @1 nc by 5: means,sdev,min,max,sum sqg dev.
[corr 2] nc by nc; correlation matrix

EXAMPLE:

*load damopct
*stat demopct {long}

Demopct is the percant democratic in the presidential electi>ns
of the Imperial era 1960-1972, for 24 industrial states. Columns

are elections; Cows ire states.

*1load sys sunspots
“*¥let

"% °s51 = {),sunspots{1:179]

* 52 = (),s¥1:179]

¥°53 = (),s2[1:179]

*'s = trn(sunspots),trcn(sl1),trn(s2),trn(s3)

*scat s {x=3%1; y=2:4}
‘®COrr 5

Here suaspots is5 a variable containing the Vienna sunspot numbars;

the correlation matrix produced will give the correlations between
this months sunspot count and that of each of tha previous three months
-in row one. Th2 scatterplots display visually th2 information
- ~nresented in the lag 1, 2, and 3 correlationse.
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. STEM~-AND-LEAF PLOTS
USAGE: '
*steml2af var [ {options} ]

DESCRIPIION:
Stamleaf gives Tukey's stem and leaf display, a jazzed
up histogranm from which can be read off the first three digits of tha
data.

OPTIONS:

x=int arcray’ Spewlxles which colunmns are to be plottad.
Default list is 1l:nc

unravel specifies that a multi-columa file bz treated
as a single variable. Not default

scale=float specifies fineness of br2akdown in display.

can be increased if more *bins! are desired.
Default 1s 1. 0.

.Width=int ' specifiss page width - # chars per liaa.
: Default is 64.

EXAMPLES:

*125ad sys islands
*steml=2af (log(islands))

" Islands contains the sizes of the world's largest'islands. YcNelrl

claims this plot demonstrates conclusively that Australia is a
continent, not. an 1island.

*]load sys sunspots
¥*steml=2af suaspots
*stemnlzaf (sunspots ~ .5)

sunspots contains a 15 year stratch of the monthly Zurich sunspot counts..
Taking square roots jives a more symmetric distribution about' the
median. This is in line with the idea that counts data should be
rooted before use. '
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STRINGS
USASE: ,
C (to create)
define name string
(to us=2)
3name
DESCRIPTION:

The string capability allows one to avoid rapa2titive
typing, or to reference arqumnents to macros. Strings are namel 0-9
1-2. For exampla, if one were using a plot program often and typed

*¥plot ¥ {width=60;h2ight=40}

*plot xyz {width=60;height=40}
(s)}he could instead type

#*define o {width=60;height=40}
tplot x %o :

*plot xyz $o
Certainly the user can fiqure out more ingenious ways to use strings.

Strings are expanded out even within guotes (') (") (())
(f})« To explicitly type th2 character 3, one types 3% insteai;
since this defines no legal string, the first $ is discarded and the
second remains.

EXAMPLES:

*¥lefin2 e 'ech> crud’
*Se;desbe;

crud

crud

crud
*define f '$e;se;$e!
*3f

crud

crud

crud
*¥echo '$f!

~echo zrud;echo crud;echo crad

s#define w 'width=60;"
- *define h 'height=50;"
*scat z {$w $h}
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SYNfAX
DESCRIPTION:
The syntax of an isp command, with two exceptions, is
command inputs {> results]

vhere command is a <name>, inputs is a list of <name>s and <2d2tion listd>s
and results is a list of <name>s or <tigged nam2s>. In other wdords,

cominand --> <nime> <inputs> '>' <results>
OR- <name> - -<inputs>

inputs --> (<nape> OR <options listd>) *
results --> (<nam2> OR <name> *a2!' <name>) *

nape —=-> any string composed of alphanumsrics
and *.% and ?_' only.

option list --> { aanything }
Finally, (junk)#* = 0 or more copies of junk.

"EXAHPLES:

-

valid in isp

¥*abracadabra *!M"#FAFATRARART ())) #4611 11D
*3bcdef019_.345 {hi taere bozos} > abcdefqg @ x z @ a5_67.0
¥*x vy zwef gh > h0 hl h2 h3 h4

¥print "hi quy” ' '

*a > xy zwe£fdz

not valid

¥GERE HSH#4ERR

x>

*¥33 < AA+

*abcdefq 'hi there
*abc g> jump"

*abc defg hij @ Klm

EXCEPTIONS:
*let <anything let will accept>
¢ *unix <anythingy unix will accept>

CeJw

*¥*let x = trn(y#*x + log(z)/(u~13.6)) #* trn(,x)
*unix who;du;df;mail dave
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TWOWAY
USAGE:
*twoway table 7 {options} ] [Sresults]
bEscaiprxou:

Twoway performs-a robust twoway analysis of variance
based on the iterativa least squares algorithm (2xplain resistaant)

CPTIONS:
£=int accay coluans to be included in analysis. Default 1l:nc
c=float value of bisguare parameter. Default S
long . | print out grand totals, fitt2d effects, sigmas,
degrees of freedon.
RESULIS:
: [res nr by nc; residuals

2] ~
[dia @] (nr*nc) by 2; diagnostic data.
[cef 2] nr by 3; fitted row effects
F @) nc by 3; fitted column effects
) ar by nc; computed weights.

EXAMPLES:

*1load sys illit

*compare illit

*twoway 1illit > dia 2 &
‘*scat 4

¥let liilt = log{(illit)
*compare liilt

*twoway liilt > dia 2 dd

I1lit contains the illiteracy rates over the last six decades for

9 different ragions of the country. The comparison plot shows that
there is 3 lot of interregisnal vacriation in illitaracy near tha tucn
of the century, but that it drops over time until all regioans are
almost s2gually literate. The diagnostic plot genarated from twoway _
shows a. distinct lin2ar trend which suggests logarithmic reexpression,
yielding the s2cond tim2, a much better fit to the data.
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Unsave - remove save'd files
usaqe:'
*unsave [taxt | data .| ] filesA[text | e=e
ﬁescription;

Unsave removas previously saved files from either th2
text or data directories.

examplesi

*list text
EY other
b ‘ other
cex other

*uynsav2 text a b
¥list text
cex other
{i.e. a and-b #2re dzlated from the textt directory)

A *list data

“mat ' arrav(3,2)
crud array {(10,20)
' *unsave crud
R *list lata
mat ‘ array (3,2)

(i.e. crud is n> lonjer saved in data)
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Whit

Jsage: .
whit x {options} > result

Description:

Whit smooths the columns in an array be ainiaizing a linear
combination of a robust measure of resual width and the 12 nora~™2
of the second differanc2 of the smoothed sequence.

Jptions: .;

x=int array columns to be smoothed

alf-=float smoothing bacametec..smoothe: as alf increases.
default: a rough .1

eps=float convergence tolerance. d=2fault a fine

1% improvement.
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B , XPGRA M
JSAGE:

* fft series > fr fi

* xpqgram fr £i1 > xpqran
DESCRIPTION:

"Ypgram" takes the re2al and imaginary pacrts of the trinsform of
the n. by p multiple time series *series', and outputs the n by p~2
matrix where each row contains the lower triangle of the (hermitian)
spectrum matrix at the given frejuency, stored paicrwise: real(1,1),
imagq(1,1), real(2,1),imag (2, 1), etc. It is customary to smooth the
columns of this matrix, and then use 1t as an arjument to "cd>adhs."



