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ABSTRACT

This paper describes our experience in converting
the ASPEN program for use on our CRAY computers ~t the
Los Alamos National Laboratory, The CRAY computer i~
two-to-five times faster than a CGC-7600 for scalar
operations, is equipped with IIp to two m:llion words
of high-speed storage, and has vector processing
capability, Thus, the CRAY is a natural candidate for’
programs that are the size and con’plexity of ASPEN.
Our approach to converting ASPEN and the conversion
problems are discussed, including Our plan~ fol-
optimizing the program. Comparisons of run times for
test problems between the CRAY and IBM 370 computer
version< are presented.

1. INTROIJUCTICM

The Los AlanmS National Laboratory provides process engineering der,ign

studies, arlalyses, dnd economic studies of fossil fuel conversion processes

for the Laramie Energy Technology Center (L[TC), as wf?ll as for th(’l.abordtf)ry.

Other areds of interest appropriate for A5PEN study dr~ nucl~dr fuf?l CyClI> and

nuclear wd$te processes. ASPEN will mak~ it.p(J\I,Il)10to do mass and cnerqy

baldrrces with much greater speed and accur,]cy, allowinq morr an(l htztter

comparisons of alternative flow ~h?pts.

The computing pcwer at [Los Alawms currently cunsi$t:, of fo~lr C+AY

computers with up to two mi IIion word~ 0; (~st memory p(’rm,]chinr, tour (;[)ntrol

I.)ataCorporation (CDC) 7600 computpr~, an(~ I host of oth[’r 1(’~s p(~i’rful

machinc~, all with d supporting comm)rl fil(’sy~trrll(If4.7 trillioll hif~ of IIi$k



and archival storage. The operating system for our CRAY machines is the Cray

Time Sharing System (CTSS) , which differs from the CRAY Operating System (LOS)

because of the Laboratory’s special requirements and to provide continuity for

users between different machines (the CDC machines have a similar system, the

Livermore iime Sharing System (LTSS)) .

. The CDC machines have much smaller fast renmries than the CRAY and would

require extensive overlaying for a program the size of ASPEN. This was ‘4P

primary reason for our decision to implerm?nt ASPEN on the CRAY rather than un

the CDC 7600 computer. There are secure and unclassified partitions in the

Los Alarms computer network. The ASPEN source file storage and maintenance

are in the unclassified partition, which permits r]OfK]Cdr~d persorlllc] tCr

perform ASPEN maintenance and ASPEN run preparation. A nore detailed discus-

sion of the computing power at Los Alamos IcayLN:obtained from Pcf. 1.



terms of maintenance and editing was apparent from the start of the project.

This logistics problem caused conversion updates of ASPEN to be made as much

as possible with the UPDATE2 utility to provide documentation of the chanqes.

Other changes such as changing IBM REAL*8 declarations to DOUBLE declarations

required use of a text editor. Early conversion effort was devotee to trans-

lating the EBCDIC (18?4) cl,aracter set files to ASCII for the CR4Y and to

creating back-ups of these ‘iles on the conmmn file system.

The primary areas requiring conversion work were the input/output opera-

tions (which require character string and byte manipulation) and the random

access reads and writes associated with the ASPEN data bases.

111. CONVERSION EXPERIENCE

A manua13 for installing ASPEN on the

are?s of code requiring conversion for non IBM

Universal ASPEN tapes.

The notes that flagged machine-dependent

IB!4 computer

computers was

code in the

and notes on the

included with the

lexical processor

were especially helpful, althuugh not all affe~ted code was flagged. These

corrections consisted F.rimarily of rewriting the MVBYTE Imoutirie~nd al igning

the characters in the 8-byte word (VS IBM’s 4-byte word) befor~ and after calls

to MVBYTE.

The random (direct) input/output (1/0) associated with tne ASPEN data

bases caused nwre problems than the lexical anal,yr[’r. The CTSS and COS

operating systems require keeping tr~ck of the disk record arirlrrsscs. The

direct ,;0 in ASPEN mostly (but nat always) consists of r~ad< and writ(~s of

fiy.ed length records.* Bm.ausc the record number arid length are pa$sed to the

1/0 routines. it is relatively easy to calcul?te the addr(?ss for CTS5; n~mely,

IM . (NKC-l)OLREC., (1)

where LDA is thr disk address, NREC is th(] rfword nl~nb(’r,and [.R[.(”i’, t.hr



This formula holds if the records are of equal length for both input and out-

put. Cases where this was not true in the original code caused the mrmry to

be overwritten and a complex bit o; detective work was required to find the

cause of this problem.

The formatted direct 1/0 required the use of F~TRAN comriler routines

ENCOBE and DECODE. This led to the discovery of an ASPEN routine named DECODE.

Subsequently, other F(RTRAN in-line functions such as INT and SIN were found

to have been used as variable names in ASPEN routines. The names of other

ASPEN routines such as COPY, CENTER, and CONVI were the san~ as names found in

our system libraries. These ASPEN routine names were changed to avoid con-

flicts.

The CRA{ FCRTRAN compiler (CFT version 1.09) is rmre restrictive than

IEM compilers in mathematical operations because it does noi permit divisiol]

by zero, rdising the value zero to a nunintegral power, and so on. It also

requires that the nuvbet- of argum~nts in a subroutine call not be greater t.hw

ttl~argurmnts defined for that routine; thdt is, if a call is made to a sub-

routine with three arguments in the calllng list, the subroutine definition]

must d]su contain three dr~U~lltS. The su~ruutine WRMAII{ was modified to m,]ke

the numbvr of cdllil:q arguments agree for simlJlatur progrdm cdlls. The (:FT

compiler treats thv dr2C]drdtiOn llEAL*Lla~ single prt?cisi~~n: tht~rufi)r{!.wc

rvplaccd edch occurrt!lict’nf this dec.larati(n) with the L)OUULE decl~ratioll.

Sorrm! tdpc trdrlscriptlon f’rrors occurr(!d, Jnd th(’i(’IlsudlI,y Cdu’,l?(l

(.UIIViI(;r t-’rl-(Jl’S . Mdcilirw Idrlqudg(’ routi:lds such ds TIhll.]t~ilrldRL\Lr Wt’l-l’

C, 11111) I y c,l)nv~!l-ti~d to FWT RAN dUmIII.Y rout i WI. Sub~,t ituti(lll!, W(JrII nld(l(’ for (Itth>l-

t’olit.]ri~’\ such tIs L[)AT1. othrr ruliti ne!, ~u(:tl db 1)1AN AII(J I)ARLUS Ila(l no dIl, Il (Iq\

III (mr ;y~tt!m :*( I [) TAN W,It) (h,lrlyti(l to ll\lN/xj/l)[j[l\,(~!. dIIIl l)ARf’I)f WII(, r“opl,l( I’(I

with tht’ :) II1(JI (I. pr(’(l:,lorl f urlcti[lllAR(’OS(x),

[tit.,A:J)[ f; I.[1111”1II ( ()(1(’ ~)t’OVlld to bt’ JII iIh(, IIl 1(’rlt ‘41,111( I(I f (IJ” f irl(li 11(/ I)u II’.

lrl ttll’ LI I ( I)Iq)I It’r”. lh41’)11 ~’rror’j WIJI-(l (!ltt 1( (Ill tII f irl~l drl[l. ill IIr If I ifl’lt ,111( (1.

l“(!~li ll’1, (1 t’xt(’r)’,lv~’ (uIII, IIltdt i,)ll wltl I tilt’ A}l)l, fJ ‘It dfl tI) i’l(~llltt’ 1111, ~lt”olll!’li;.

[Jtll(’rI)iill’}III [ t I wt~r”t’ lill[ovl’r”~’(1 lIt4 ,1(1’)1* (It ttll’ [’xltIII’.lv(, 11’.(’ (If 1111111111’

f)r(’( II,l[)rl f MI( t 1(111’1 ,Irlij v,]r”l,]lllt”, not II{II”IU,II I Y r(’q(j II”(II1 l){ IItI:, t [ RAY u’,111.’,.

III( ( ~)rlvl’r(,l(lrl pI”(Il)l IIIIII, r,lllkl’(1 III III (It’) l)t ~lltf II IIlty t{) lmpltIm(IIItIII’

illtt I(iilt ti t{; (11’llii(l W(’lt” II’. t[~l loW.



1. CFT co~iler errors

2. Direct input/output with partial r?cord reads

3. Incompatibilities in the single-precision version of the data management

routines

4. Logistics problems* caused by the size of the source code and data

5. All other types of problems

Iv. STATUS OF THE CRAY VERSION C.FASPEN

The double-precision version of ASPEN is now running on our CRAY

computers. Sample problems have been run successfully for the following five

systems, which must precede the input translator and system simulator runs.

10 Insert file management system (to create and maintain insert files).

2. Data file management system (to create and maintain physical property data

bases) .

3. Data management system (to check the routines used by the simulator in

data allocation and retrieval).

4. Table building system (builds system definition tables and files for use

by the simulator).

5. The system that reports the contents t:fthese system tables.

Input processor and process simulator input test problems have also beer] run

successfully, These problems covered tests of

a. all the unit operation modl;~,

b. the d~ta regression system,

c. user creation of physical property data bases,

d. convergence algoritturrs,

e. creation of user insert files,

f. user F(RTRAN blocks, and

9“ use of parts of a. through f. in a simulation run.

An ASPEN program has been written to rrx)dela simplifier! eastern-shale-

burning power plant as part of a LETC-funded study. It appu~rs to be C1OSS to

successful execution using the CRAY ASPEN code. A rmre complex ASPEN program

t[lmodel all the major cor,ponents of a complete eastern-shale prover plant has

*By logfsl”i”cs”-~roblt!ms,we man the extra effort required to uper,~te or]and
handle that volum of source cud~ and data.



1 ,,

also been written, and a program to nndel the Par,-ho DH oil-shale-retorting

process is being planned. These programs represent a logical progression of

increasing complexity for ASPEN applications.

Ie-preclslon verslorl ot A2+’tN 1s currently t)elng InStal led on the

expected, some incompatibilities have been found.

COMPARISONS

of double-precision variables and functions on the CRAY computer

The sing- ““ “ -
.- ... . .. . . ..- . . ..

CIMY and, as

v. RUN TIME

The use

imposes severe timing penalties4 and restricts the use of its vector

architecture. One normally need not use double-precision on the CRAY because

its word size is twice that of an IBM 370 computer. The approximate penalties

one must pay are show in Table I.

With these caveats, we now present in Table II som relative times for

sample problems run on the CRAY and MIT IEY4370 computer in the double-

~recision nmde. The sample problems were selected from the test problems in

the installation manual and universal tape.

TABLE I

APPROXIMATE FACTORS OF GREATER EXECUTION TIME
F~ OOUI3LE-PRECIS1ON VARIABLE OPERATIONS

MEN SINGLE-PRECISION VARIABLES WOULD SUFFICE

Cperation Factor*——-

+ (add) 25

- (subtract) ?Ij

x (multiply) 33

+ (divide) 33

** (expofwnt i,It[?) 37

m~ly”~n~~e-pr(?cisi[~rl cx(?cutiol~tire’by this fdrtol- t.() ol]tdi II t.ho (I(NI II III
precib ion uxecution time.



TABLE II

COI+ARISON OF CENTRAL PROCESSCR TIME
F(R ASPEN TEST PROBLEMS

I@_M
Problem IBM 370* CRAY**

UOSA 58 18

UOSB 38 16

PP 53 16

cc 47 12

DRS 38 19

These test problems were

a. UOSA, all unit operations rmdels except staged separations, sulids

haridling and separation models;

b. UUSB, those unit oper~tions mdels

control and a FORTRAN Block;

c. I)P, physical property test nrjdel

d. (C, convergence and control test

(’ . IRS, a ddta regressiol~ test prob

VI. PLANS FOR PRl)tiRAMOPIIMIZATI(_)N

The gros~ st~t istics fur ASPEN rurls

not included if) a., plus loop

proh em; dn(l

em.

thuq far show d teIKl(Inry towdrd kiflq

input/output--l)oufl(J reldtlvt? to central processor tim(’, Succt?ssful im[)lem~’nl a



the best opportunities for optimi zation. The optimization hints in Refs. 4

and 6 will be used to complete the tzsk.

Co~uting charges at Los Alarms are not simply for central processor

time used, so detailed attempts to vectorize may be less prudent than choosing

to optimize the input/output ~perations as well as to reduce wnmry require-

ments.

VII. CONCLUSIONS

We now have a useful, albeit inefficient, CRAY version of ASPEN run-

ning at Los Alamos. The reasons for further conversion of ASPEN to sing Ie

precision are compell ing, dnd we will pursue this activity,

The lexical analyzer and direct input/output features of AVEN were

highly nonDortable; however the notes supplied by MIT wer~ helpful in the CRAY

inlplem~ntdtion.

More testing of the CRAY ASPEN version is warranted, particularly on

mre complex problems.

The ASPEN program is extremly flexible; this is responsible for its

complexity and problems in implementation, but it is also a measure of its

usefulness,
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