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ABSTRACT

THREETRAN (hex,z) is a three-dimensional, multigroup, discrete-
ordinates neutral particle transport code for use in solving problems
in hexagonal,z geometries. An efficient and flexible data management
strategy is incorporated and uses three hierarchies of storage: fast
core (or small core memory), extended core (or large core memory), and
r~ndom access disk. Both isotropic (P ) and linearly anisotropic (P )
scattering can be treated. This manual is intended to be a guide for
the users of THREETRAN (hex,z) in setiing up problem input and in inter-
preting the output. It is not intended to provide a description of
code theory or architecture.

I. INTRODUCTION

The THREETRAN (hex,z)} computer program was developed at Los Alamos Scienti-
fic Laboratory (LASL) in direct response to a request from Hanford Engineering De-
velopment Laboratory (HEDL). The program solves the time-independent, three-di-
mensional, discrete-ordinates aﬁproximation to the multigroup neutral particle
transport equation in hexagonal, z geometries. Both istropic (Po) and linearly
anisotropic (Pl)scattering processes can be treated.

Although the THREETRAN (hex,z) code followed the development of the THREE-
TRAN code by Lathrop1 there are significant differences between the two, and the
bulk of the THREETRAN (hex,z) development was devoted to these differences.

First of all the solution of the transport equation in hexagonal, z geometries



necessitated a research effort in spatial discretization not required in the ear-
lier THREETRAN code which used the customary x,y,z rectangular parallelpiped spa-
tial mesh. To accommodate the hexagons in hexagonal, z geometries a spatial dis-
cretization scheme using a uniform mesh of equilateral triangles in the hexagonal,
or {x,y), plane was developed and coupled to the z-dimension mesh. The details
of this discretization method are not presented in this manual but can be found

in Reference 2.

An additional development effort was required to permit the treatment of Pl
scattering (the original THREETRAN was restricted to isotropic scatter). In
order to minimize the storage requirements when linearly anisotropic scattering
is present, the anisotropic within-group scattering contribution to the source-
to-group term is placed in the outer iteration source calculation and appears as
a fixed contribution to the source during the inner iterations. This procedure
is unique to THREETRAN (hex,z) since other discrete-ordinates codes iterate on
the anisotropic within-group scatter term in the inner-iteration process.

The multilevel data management techniques pioneered by Lathrop in THREETRAN
were generally followed in THREETRAN (hex,z) but were altered to fully satisfy
the standardized procedures as establiched by the Committee on Computer Code Co-
ord&nation as set forth in Reference 3.

As a result of the effort involved with the basic development of THREETRAN
(hex,z) together with the relatively short time available, the program is by no
means a polished, production-type code. As in Lathrop's original code, THREETRAN
(hex,z) has only the most rudimentary c¢f convergence acceleration schemes. The
code represents only a prototype versicn - one which provides, simply, a raw capa-
bility to perform calculations. Accordingly, this manual is limited to the role
of a user's manual only and is not intended to provide the theory and programming
details that can be expected with more completely developed production codes.

The information provided in this manual includes a brief summary of program op-
tions, a section on the data management techniques used in the code, a detailed
user's guide to the input required by the code, and a section describing the out-
put provided by the code including error diagnosties. Appendices containing the
code output for the sample problem, and the discrete-ordinate quadrature sets

used in THREETRAN (hex,z) are provided.



II. PROGRAM OPTIONS

A. Types of Problems
Only three types of problems can be solved by THREETRAN (hex,z), (i) isotro-

pic inhomogeneous source problems without fission, (ii) isotropic inhomogeneous
source problems with fission, and (iii) keff problems. Upscattering is not

treated.

B. Geometrz

The spatial solution-domain is partitioned into am equilateral triangular
mesh lying in the x,y plane. The z-dimension is partitioned into KM coarse-mesh
intervals with each coarse-mesh interval containing equally spaced fine-mesh in-
tervals. The code will function as a two-dimensional triangular mesh code if there
is only a single z-dimension coarse-mesh interval containing a single fine-mesh

interval and if reflective boundary conditions are imposed on both z-boundaries.

C. Flux and Source Inputs

No flux input is required by the code but options are available to provide

flux input from RTFLUX standard interface files; either in Version III format4 or
Version IV format3. If no flux input is specified, the code begins with a zero
flux guess for all three problem types. For keff calculations with no flux input
a spatially constant, normalized fission source in those regicns supporting fis-
sion is used to begin the problem.

For inhomogeneous source problems the space-energy isotropic inhomogeneous
source distribution can be input by use of the standard interface file FIXSRC,
Version III format4 or FIXSRC, Version IV3; or it can be directly input by the
user. In the latter case the source is created as the product of three shapes;

one for energy, one for the triangular mesh x,y plane, and one fcr the z spatial

direction.

D. Cross Sections

. . ) . 5 .
Only macroscopic cross sections in Los Alamos format™ are allowed as input.

Both P0 (isotropic) and P1 (linearly anisotropic) scattering are permitted.

E. Dumps and Restarts
THREETRAN (hex,z) takes periodic, time limit and final dumps, and problem




restarts can be made from any of these dumps. Periodic and time limit dumps are

intermediate dumps, i.e., dumps before problem convergence. Periodic dumps are

taken every 20 minutes.

F. Edits and Output
No edits are performed by THREETRAN (hex,z). Optional output from the code

are scalar fluxes (for selected planes if printed output is desired; all fluxes

if microfiche output is requested), pointwise fission source rate demnsities
(printed output only), and pointwise power densities (printed output only). Sca-

lar fluxes are always output as an RTFLUX, Version IV standard interface file.

IIT. DATA MANAGEMENT

THREETRAN (hex,z) is designed with rather sophisticated data management tech-
niques in order to accommodate, as efficiently as possible, the transfer of the
large amounts of data inherent in a three-dimensional discrete-ordinates code.

The data management in the code involves the reading and writing of sequential
data files, an extremely flexible capability to block data, and extensive use of
multilevel data management/transfer using random access file handling. In all

cases the data management in THREETRAN (hex,z) is consistent with the standard-

ized procedures set forth in Reference 3.

A. Sequential Data Files in THREETRAN (hex,z)
There are two types of sequential files used in THREETRAN (hex,z) for the

transfer of data between peripheral storage devices and central memory, or fast

core. The first type of sequential file is the Binary Coded Decimal (BCD) file

and the second type is the binary (BIN) sequential data file.
The BCD files used by the code include the normal INPUT file and the three

forms of output files. Each of these files is read/written with formatted FOR-

TRAN READ/WRITE statements and each is identified by the file reference (integer)
number. The INPUT file is file number 2 and is internally given the file name
NINP. Normal, printed output is provided by the OUTPUT file, file number 3,

with internal file name NOUT. On-line, terminal output (for time-sharing sys-

tems) is provided by the TERMINAL OUTPUT file, file number 59, with internal



file name NTTY. The assignment of the integer values NINP=2, NOUT=3 and NTTY=59
is made by the code in Subroutine UGONOW. An additional output file for output
of FINAL SCALAR FLUXES TO MICROFICHE has a file number of 14 and the internal

name NFICHE. The assignment NFICHE=14 is made by the code in Subroutine ASSINE.

A summary of these BCD files, numbers and names is provided in Table 1.

The BIN sequential data files used in THREETRAN (hex,z) are limited to
standard interface files RTFLUX and FIXSRC, to dumps, and to a single scratch
file. All transfers of the binary file data between fast core and peripiieral
storage are managed and effected by the standardized subroutines SEEK, REED
and RITE3’4.

A binary RTFLUX file of either Version III4 or Version IV4 format is
optionally allowed for supplying an input scalar flux guess to the code. Upon
convergence of a problem a binary RTFLUX, Version IV standard file is always
written.

A binary FIXSRC standard file of either Version III4 or Version IV3 is

optionally allowed for supplying, at input, the inhomogeneous source distribution.

TABLE I
SEQUENTIAL FILE FEFERENCE IDENTIFICATION

File Reference Identifier

File Use LASL Version Export Version
NINP CARD Image (BCD) INPUT 2
NOUT Printed Output (BCD) OUTPUT 3
NTTY User's Terminal Output (BCD) "terminal" 59
NFICHE Scalar Flux Microfiche Output (BCD) TAPE14 14
RTFLUX Scalar Flux Input (BIN) RTFLUX 20
RTFLUX Scalar Flux Output (BIN) RTFLUX 21
FIXSRC Inhomogeneous Source Input (BIN) FIXSRC 22
DMPONE Restart Dump File Input (BIN) DMPONE 23
DMPONE Dump File Output (BIN) DMPONE 23
DMPTWO Dump file Output (BIN) DMPTWO 24
EDITIT Scratch File (BIN) EDITIT 25



Periodic, time limit, and final dumps are written sequentially to the binary
dump files named DMPONE and DMPTWO alternately. For restart from a dump, the re~
start is made by reading a file named DMPONE. Section IV.C.1 of this manual des-
cribes these dumps and their usage more fully.

A binary sequential scratch file named EDITIT is also created and used to
store the planes-for-which-final-scalar-fluxes-are-to-be-printed data (KPRN
input array; see Sec. IV.B.). Since the file is a scratch file it only exists
during the running of a problem and need not be saved following completion of
the problem.

Table I shows the file reference identifications for the various binary se-
quential files used in THREETRAN (hex,z). With the Los Alamos Scientific Labo-
ratory (LASL) version of the code, the binary sequential files are identified
by a file reference name while in the export version the files are identified

by a file reference number, as indicated.

B. Multilevel Data Management and Data Blocking
The main data management scheme in THREETRAN (hex,z) uses the multilevel data

management and random access file procedures set forth in Reference 3. Three
levels of storage are used in the code: fast core or small core memory (SCM), ex-
tended core or large core memory (LCM), and random access disk. In the following
sections are given a summary of terminclogy together with a general method over-
view, a description of fast core (or SCM) data transfers and blocking, and de-

tails of extended core (or LCM) and random disk data transfers and blocking.

1. Mutilevel Data Management Terminology and Overview. To assist the user,

the following terminology used in describing the multilevel data management

scheme is extracted from Reference 3.

Extended Core: That portion of a computing
system containing storage
locations which serve as
buffer for random access data.
Extended core may be physically
separate from central memory
as a peripheral large core

memory {LCM) on two-hierarchy



Fast Core:

Random Access

Data:

Random Access

File:

memory computers or it may be
a portion of central memory
which has been designated as
extended core on single-

hierarchy memory computers.

That. portion of a computing
system which contains storage
for both data and instructions,
which is directly coupled to
the computations portion of the
system, and which is directly
coupled to extended core. Fast
core may be the entire central
memory, i.e., small core mem-
ory (SCM) on two-hierarchy
memory machines, or it may be
that portion of central memory
remaining after an extended
core portion is designated on
single-hierarchy memory

machines.

Data which can be transferred
between fast core and extended
core in out-of-sequence

strings.

(Also called Direct Access
File). A named collection of
data which is stored on a
peripheral storage device.

The file data are arranged



in blocks which can be
transferred between extended
core and peripheral storage
randomly, i.e., out of

sequence.

Logical File: A random access file. The
identity of a logical file
in a code is established by
an integer variable, the
(logical) file reference

number.

Block: A subportion of a random
access file. The block size
is determined by the amount
of extended core storage
that can be allocated to
the random access file. Data
transfers between the periph-
eral device and extended core

are blcck transfers.

String: A subpoertion of a random
access fiie block. Data
transfers between fast core
and extended core are string

transfers.

Disk: A generic name for peripheral
storage device used for storing

random access files.

Physical Unit: An identifiable subpart of a
disk. One or more physical

units comprise a disk.



The standardized method of multilevel data management used in THREETRAN
(hex,z) is shown in Fig. 1. Each random access file is composed of blocks and
resides on disk, or more correctly, on a physical unit. When needed, the blocks
of data are transferred between extended core and the physical unit and strings

of data are transferred between extended core and fast core.

2. Fast Core Data Blocking and Data Transfers. The solution-mesh used in

THREETRAN (hex,z) is characterized in the x,y plane by JT bands of triangles with
each band containing IT equilateral triangles. Since the storage in fast core,
or SCM, may be insufficient to accommodate the data for an entire x,y plane, the
code automatically divides the range of JT into NJBLOC strings, each of which
contains no more than JBLOC bands. Then, the dimension of arrays associated with
bands of triangles and stored in fast core is limited to JBLOC bands-worth of
data rather than JT bands-worth. Since JT may not be evenly divisible by NJBLOC,

an array JINDEX (NJBLOC) is used to indicate the number of bands contained in

Block 1

7

Random
[::]6————9 -<—— Block 2 Access
File

Fast Core
Extended
Core
Block 3
Physical
Unit d
(Disk)

Fig. 1. Scheme for multilevel, random access data transfers.



each string. The first NJBLOC-1 of these strings contain JBLOC bands and the
last string contains no more then JBLOC bands. For example, suppose JT = 50
and JBLOC = 17. Then NJBLOC = 3 and the JINDEX array consists of the 3 entries
17, 17, and 16. The FORTRAN programming to sweep all bands in a plane, then,
is simply

DO 200 J1 = 1, NJBLOC

JMAX = JINDEX (J1)

DO 100 J2 = 1, JMAX

100 CONTINUE
200 CONTINUE

It is to be noted that the maximum fast core storage is obtained when
JBLOC = JT, i.e., NJBLOC = 1. No more than a single plane's worth of data is
stored in fast core at any time. If JBLOC is less then JT, i.e., if NJBLOC > 1,
the excess data for other strings in the plane resides in extended core. Except
for the few sequential file operations described in Section III.A., all data

transfers to and from fast core memory are string transfers between fast core

and extended core.
The minimum fast core storage occurs when JBLOC = 1, i.e., when «ach string

contains data for only one band of triangles. The code will not execute if the

3. Extended Core Data Blocking and Data Transfers to/from Random Disk. The
total solution-mesh used in THREETRAN (hex,z) is characterized by KT planes for
each of the IGM number of energy groups. It is desirable to store all of the

data for the total sclution-mesh in extended core, since fast core-extended core
data string transfers are extremely fast. However, because, the storage in ex-
tended core may be insufficient to accommodate the data for the entire problem,
the code automatically provides the capability to divide both the range of KT and
of IGM into blocks small enough to fit into available storage. The blocking of
KT and/or IGM is accomplished in a manner analogous to the manner in which JT is

divided for fast core storage. IGM can be blocked into NGBLOC group-blocks each

10



of which contains no more than IGBLOC groups. Similarly KT can be divided into
NKBLOC plane-blocks each of which contains no more than KBLOC planes for a single
group. Since neither IGM nor KT may be evenly divisible by NGBLOC or NKBLOC, res-
pectively, the arrays IGNDEX (NGBLOC) and KINDEX (NKBLOC) are used to indicate

the number of groups and planes contained in each block.

Value of Mode
Indicator, NREAD

TABLE II

EXTENDED CORE/RANDOM DISK STORAGE MODES

Description of Storage Mode

All problem data contained in extended core.

No random disk files used.

Data for all planes for at least one, but not
all, groups contained in extended core. Gro-
ups are blocked and random disk used for

group-dependent data.

Data for all planes for single group cannot
be contained in extended core. Planes are
blocked in addition to full group blocking
with random disk used to store both group-

independent and group-dependent data.

11




The FORTRAN programming instructions, then, to sweep through all planes for

all groups is simply of the form:

DO 400 IG1 = 1, NGBLOC
IGMAX = IGNDEX (iG1)
DO 300 IG2 = !, JGMAX
DO 200 K1 = 1, NKBLOC
KMAX = KINDEX (K1)

DO 100 K2 = 1, KMAX

100 CONTINUE
200 CONTINUE
300 CONTINUE
400 CONTINUE .

With respect to the availability of extended core storage relative to the
need for blocking the data for a given prcblem, there are three possible storage
modes characterized by the parameters NREAD as shown in Table II. The appropriate
value of NREAD is determined by the code and is printed as part of the output.

In the first, and simplest, storage mode the mode indicator NREAD equals
zero. In this case the data for all planes and all groups can be contained in

extended core and no random disk storage is required. Thus, for NREAD = 0:

NGBLOC = 1
IGBLOC = IGM
HKBLOC = 1
KBLOC = KT

The second storage mode, indicated by NREAD = 1, occurs when extended core
cannot accommodate the storage required for all planes and groups but can accom-

modate the storage for all planes for at least one (but not all) group. In this

case

2 < NGBLOC
IGM > IGBLOC

IGM

IV A
o

12



and the planes are not blocked, i.e.,

NKBLOC = 1

KBLOC = KT.
Note that, for NREAD = 1, maximum extended core storage requirements occur when
NGBLOC = 2 while the minimum extended core storage requirements occur when

IGBLOC = 1 (NGBLOC = IGM).
Under the NREAD = 1 mode the angular hemishpere fluxes (and the directional

currents, if anisotropic scattering is treated) are written to a random access
file which is blocked as described above. The random file is designated NPHI and
block transfers of data are made between extended core and NPHI. In addition to
the random flux file NPHI, if the problem contains inhomogeneous sources, these
sources are written to a random access file designated NQ and blocked in the same
manner as the fluxes. The random files NPHI and NQ (if required) are the only
random access files used under NREAD = 1.

The third and final storage mode, NREAD = 2, occurs when the data for all
planes for a single group will not fit into extended core. 1In this case the
planes must be blocked such that data for at least one but not all planes for a
single group can fit into extended core. Thus, for NREAD = 2

NGBLOC = IGM
IGBLOC = 1
2 < NKBLOC < KT
KT > KBLOC > 1
For NREAD = 2, maximum extended core storage occurs when NKBLOC = 2 while minimum
extended core storage occurs when NKBLGC = KT (KBLOC =1). The latter case, in

fact, represents the extended core storage limit for problem execution, i.e., if

the data required for one plane for one group will not fit into extended core the

problem can not be executed in THREETRAN (hex,z).
Under NPEAD = 2 a total of five random access files may be used. The source-

to-group data is stored on the random file NSOUR; the fluxes (and currents, if
P1 scatter is present) are stored on random file NPHI; if fission exists in the
problem, two fission source random files, NF and NFN, are required; if the pro-
blem contains inhomogeneous sources they are stored on random access file NQ.

A summary of the random access files required is given in Table III.

13




TABLE III

RANDOM ACCESS FILE 'JSAGE AND FILE NUMBERS

Logical File NREAD modes for
File Name Reference Number Use which required
NSOUR 1 Source-to-group data 2
NQ 2 Inhomogeneous source 1,2
(if req'd)
NF 3 Fission source (if req'd) 2
NFN 4 New fission source (if req'd) 2
NPHI 5 Fluxes (and currents, 1,2
if req'd)

IV. DESCRIPTION OF PROBLEM INPUT

A. Input Formats

The input single-word control parameters and macroscopic cross section data
are read into THREETRAN (hex,z) as fixed format card-images as described in Sec.
IV.B. All other input data blocks, consisting of one or more data strings, are
read into the code in special LASL card-image formats. These special formats are
(6(11,12,19)) for integer data and (6(I1,12,E9)) for floating point data. Each
of the six card-image input entries consists of three fields. The first integer
field, 11, is the option field and designates the option described in Table IV
below. The second integer field, I2, of each input entry is the execution field
and controls the execution of the option. The third field, I9 or E9, is the nu-
meric field and contains the input data word, or for certain options, other
information as described in Table IV. With ths above special formats, data are
input and loaded as a continuous string until terminated with the terminator,

3, in the I1 option field following the last numeric field entry in the string.

14



TABLE IV

DESCRIPTION OF OPTIONS FOR SPECIAL LASL FORMATS

Value of Value of Numeric
Integer in Integer in Field
I1 Field I2 Field Entry Remarks

0 or blank Ignored X Loads X into current data string.

1 NN X Multiple Entry Option 1: Enters the value
% NN successive times in the current data
siring.

2 NN X Interpolate Option: Enters the value X
into the data string followed by NN Inter-
polant values. The NN interpolant values
are equally spaced between X and the next
numeric field entry. Allowed for both in-
teger and floating point data.

3 Ignored Ignored Terminate Option: Terminates the data
string. All data strings input with special
format must be terminated with a 3 in the
option field following the last numeric
field entry.

4 Ignored X String Fill Option: Fills the remainder of
string with the value X. (This option must
be followed by a Termimation Upiion, 3.).

5 NN X Multiple Entry Option 2: Enters the value
X into the data string 10+NN times.

6 NN NX Set Repeat Option: Repeats the preceding
set of NX data entries NN times in the data
string. NX is a right-adjusted integer.

7 NN Ignored String Repeat Option: The next NN data
strings in this data block are made identi-
cal to the previously defined data string.
A 3 terminator must follow in the next op-
tion field. ONLY CERTAIN DATA B1OCKS IN
THE CODE PERMIT THIS OPTION.

8 - - Not used

9 Ignored Ignored Skip Option: Skip to the next card-image
and contipue.

15



Several examples of the use of the LASL special formats are given below.

Example 1: Produce a data string cons:sting of five entries of 0.0 followed

by an entry of 4.0.

P8 g3, A 8 8 )T 8 9 40, 11112y 18)04) 9 iU IT,1819(20321]22)23124(28126127)28,29 3C;
A4 1 1 2 1 4 4 | A D G D S S T 1 1§ 1 1}

5..00, . (1. 0. 4081

Example 2: Produce a data string consisting of 470 entries of 0.0 followed

‘.

by 35 entries of 4.0.

Cg D e (T RO g2y a D 817 1819]20)21)22123)24(25,26127 28,2930, 3 32,3}

INN IINN IINN

| W O T I W Y | N N Y S T S 1 44 1 )

47 .. 0.0 UBS ..., 403 |, . . ..

Example 3: Produce the data string 0.¢ 1.0 2.0 3.0 4.0. (use interpolate
option).
Vg2 g3 ) 8 6 T B W 0,0tz 3418 )8 1T 18, I8[20]21[22(23,24123{26:127 20/29 30}5
IINN IINN IINN
1l | S N VO N S | 1 i1 1 1.t &t &t 1 1 1.1 1

20131L11L'Jll L Jll"l‘loll 1 i ' 1

16




Example 4:

Produce the data string 0 1 2 357 9 11 11 11].

(Place two inter-

polants between 0 and 3, three interpolants between 3 and 11,

enter 11 three times and terminate the string).

[ g2 3,60 8,7 0,800 /2 300> 817 8 1 [2012 22,7, 20,79 20 271,48 50 9T 3 3030 %0 '3 te 17 40 30 @ s ar i
l1[nn NN 4T 1NN

L Il T S W T Y 1 VI D N B W | i § S0 TN W W N S W 1 N Y W
& 12 Lof 1At loz 13 A I A ) 1013 U T T St 11 11 3 P

Example 5:

Produce the data string -1.0 2.0 8.0

-1.0 2.0 8.0

-1

8.0. (Use the Set Repeat Option).
Dy R DAY N TR R Ty T thy S Y009 020)2 20 T3 124123, 2€ 2T 20,26, 308 92 30 Vo b3 te 1o ve e acge a1ie) on 45 s0iar ok 48 9" s 22
I[NN IINN T|NN 1NN I[NN
' A0 1 )1 ) 2t - ) W O W W i 1 I I S S S . 1 1 _f.1 1 | £ 1. .& o )
A ) T | l-.lLl L 1 11 Jol.lz£1+11 1 U 8['101_1 IZ 1l 4 1 1 1. 1.1 L33 i J

Example 6:

Produce a data block containing four data strings.

strings are identical, containing the values -1 3 4 ~5.

data string consists entirely of the value 8.

The

.0

2.

The first three

fourth

(Assume the String

Fill Option is allowed for this data block; additionally, use the
String Fill option.)

12,3

TR RS P ISt

1408871442043 325,20 28
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Example 7: Produce a data string contzining entries 0.5 0.9 and three

B. Description

cessive values of 0.0.

(Use the Skip Option).

iy

€09 @57 8900300 12 1Y a1t )0817 08 (92042 72)2Y[24]23:28:27 20,29 2

IN‘N lJJll‘llINlNllLJllllINLlej
1 lJDl'ﬂs,lll L 1101'191:91 i1

043|1||1’111 U B U U N N O A 101

of Input Data

suc-

On the following pages are listed the problem data required for imput to

THREETRAN (hex,z).

The card-image formats for the input are given.

The special

LASL formats described in the preceding section are denoted S(I) for integer data

blocks and S(E) for floating point data blocks.

to assist the user.

Descriptive comments are included
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Card-Tmage Name of

Entry Number  Variable Comment.s
TETLE CARD CONTROL ... o (2112)
! F'TCARD Number of Title Cards to tollow (may be zero).
2 MAXLKD LCM adjustment control. ~1/0/N = No effect/

Adjust to code value/Adjust to N (USED AT LASL
ONLY!)

T TR CARDS e e e e (18A4)

Al TITLECIS) PICARD cards containing Litle, descriptive com-

ments, ote.
CARE 1 CONTROL INTRGERS oo oo L (6112)

! LRV Problen type. 0/1/2 Tnhomogencous source
without fission/K-e¢tfective/Inhomogencous

somrce with fiagsion,

2 ISTART Problem starting option. 0/1/2 New problem/
restavt from peviodic dump or time Fimit dump/
vestart from final dump.

g 15N .‘~;N ovder (Lamited to 2,46 or 8). Total number

of directions FSNS(ISNE2) . See Appendix C.

4 I Number of triangles per baod in x-y plane.

Y Jr Number of bands of triangles in x-y plance.

G KM Number of z-direction coarse mesh zones.
CARD 2 CONTROL INTREGERS oo oo (6112)

i 1GEO Problem x-y plane shape. 0/1 = parallelogram/

sawloolh rvectangle.



Card-Inage Name of
Entry Number Variable

2 QT

3 BB

4 BT

5 IBA

6 IBE
CARD 3 CONTROL INTEGERS.........

I 1GM

2 ser

! MT

4 LT

5 1HM

6 LIMIY

Comment s
Problem termination option. 0/1/2  (See Sec-

tion IV.C.)

Botiom y=dimension houndary condition, 0/1/2

= vacumm/ref lecting/180° rotational.

Top y-dimension boundary condition. 0 = vacu-

um onkyv.

Back z-dimension boundary conditon.  0/1

vacuum/ red lecting.

Front s-dimension boundarvy condition, 0/1 =

vacuum/ rel lecting.

.............. (6G112)

Numbe:r o energy groups.
Legondre order ol seatter,  0f1 2D /l'].
)

Total numher ot matervials, 1o, mavroscopic

Cross seclton sets,

Row, or position, ol the total cross section

in the cross section table.

Lasl row, i.c., length, of cross section table

for cach group,

Maximom number ol inney itervations allowed per

group during initial stages ol solution,



Card-Image Name of
Entry Number Variable

CARDS 4 CONTROL INTEGERS........

1 IFIX

2 I1BAL

3 1QOPT
4 IFOPT
5 I0UT

6 KPRINT

CARD 5 CONTROL INTEGERS.........

1 KFSR
2 ISTOP
3 NPRT

20

Comment.s

.............. (6112)

Negative flux fixup option. 0/1 = no/yes

Inner iteration rebalance acceleration option.

0/1 = yes/no.

Inhomogeneous source input option. 0/1/2/3 =
none/ card input/FIXSRC-III/FIXSRC-IV. (If
IEVT = 0 or 2, IQOPT must be 1, 2, or 3.)

Scalar flux input option. 0/1/2 = none/RTFLUX-
III/ RTIFLUX-IV. (If IEVT = O only IFOPT = 0

is allowed).

Form of scalar flux output. 0/1 = printed

listing/microfiche.

Final scalar flux print option (used only if
I0UT = 0). ~-1/0/N = print all planes/none/

print N planes for all groups.

.............. (4112)

Final fission source rate print option {print-

ed listing output). 0/1 = no/yes.

Problem execution oprion. 0/1/2 = execute
problem/process all input and stop/ determine

storage option requirements only.

Printed output detail option. 0/1 = mini/maxi.
With mini print all input except coarse mesh-

cross section identification numbers and cross



Card-Image Name of
Entry Number Variable Comments

sections is printed together with problem sto-
rage information and iteration monitor print.
With maxi print macroscopic cross sections and
a picture~map of the problem are added to the

miny print output.

4 KPWD Final power density print option (printed
listing output). 0/1 = no/yes.

CARD 6 CONTROL FLOATING-POINT NUMBERS......... (6E12.4)

1 EPS Overall convergence precision used on inner

and outer iterations.

2 NORM Normalization amplitude. -NORM/O/NORM = nor-
malize to a system power level of NORM Mega-~
watts (IEVT = 1 only)/no normalization/nor-
malize to a total system neutron source rate
of NORM neuts/sec. (For NORM > 0 and IEVT = 1
volume integral of fission source rate is made
equal to NORM. For NORM > 0 and IEVT = 0 or 2,
volume integral of inhomogeneous source is made

equal to NORM.)

3 DTIME Problem time limit (seconds) for this job sub-
mittal. After DTIME seconds a restart dump is

taken and execution is halted.

4 XBASE Overall problem x-length in cm. The side of
the triangular mesh is 2.0%*XBASE/IT for
IGEO = 0 and 2.0*XBASE/(IT-1) for IGEO = 1.

5 EPF Energy release per fission (MeV).
Default = 215.0.
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Data Block
Name

Format

REMAINING DATA IN ORDER OF INPUT

Number of
Data Strings
in Block

Number of
Entries per
String

Comments

K2

KPRN

NDSCAT

CHI

IDCS

22

S(D)

S(I)

5(1)

S(E)

S(I)-,':

1

KM*JT

KM

KPRINT

1GM*IGM

IGM

IT

Number of equally-spaced fine-
mesh intervals per z-dimension

coarse zone.

Numbers of planes for which the
final scalar fluxes by triangle
and group are to be printed.
ENTER ONLY IF KPRINT>O0.

Matrix indicating whether or not
downscatter is possible from one
group to another. Used to avoid
calculation of scattering source
when no scattering is possible.
Entered as ((NDSCAT(I,J), I=1,
1GM), J=1, IGM). Element NDSCAT
(1,J) indicates whether (entry

= 1) or not (entry = 0) scatter
is possible from group I to
group J. Self-scatter is a 1
entry. Thus, for a two-group
problem the NDSCAT array entries
would be 1, 0, 1, 1.

Fission spectrum.

Integers indicating which mat-
erial (cross section) is assigned
to each triangle in each z-dimen-
sion coarse zone. Entered as KM
sets with each set entered one

band at a time, i.e., each of the



Number of
Data Block Data Strings
Name Format in Block
C 6E12.0 MT
SG S(E) 1
SX S(E)* JT

Number of
Entrries per
String

Comments

1HM*IGM

IGM

IT

KM sets consists of JT data
strings each of which contains
IT entries.

*This data block allows the use
of the String Repeat Option,
i.e., 7 Option in the special

LASL format.

Macroscopic, material-ordered.
cross sections. Each cross sec-
tion data string is preceded by a
header title card in 184A format.
The string of IHM*IGM cross sec-
tions is read as ({(C(I,I1G), I=1,
IHM), IG=1,IGM).

identified by the order in which

Materials are

they are entered and are given
identification numbers ranging
from 1 to MT.

THIS BLOCK OF DATA IS NOT IN
SPECTAL LASL FORMAT.

Inhomogeneous source energy
spectrum. ENTER CNLY IF
IEVT = 0 or 2 and IQOPT = 1.

Tnhomogeneous source spatial
distribution in x,y plane.
Enter JT data strings (one for
each band of triangles) with
each string having IT entries.

ENTER ONLY IF IEVT = 0 or 2 AND
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Data Block Data Strings Entr-ies per

Name  ~ Format in Block _~ String Comments
IQOPT = 1.

**This data block allows the use

of the String Repeat Option,
i.e., 7 Option, in the special

LASL format.

Sz S(E) 1 KT Inhomogeneous source spatial
distribution in z-direction.
NOTE: KT = number of fine mesh

intervals in z-direction =

KM
Z KZ(k). ENTER ONLY IF
k=1

IEVT = 0 or 2 AND IQOPT = 1.

C. Details of Input

This section provides a more detailed description of some of the input para-

meters and data blocks required in THREETRAN (hex,z).

1. ISTART and Starting Problems from Dumps. The value ISTART = 0 is used

for the initial run of a problem. Many problems are too large to be executed to
completion in this initial run, however. Accordingly, THREETRAN (hex,z) takes
frequent dumps and the code can be restarted from these dumps. Periodic dumps
are taken by the code every 20 minutes of computation time. A time limit dump is
taken after the problem has run DTIME seconds during the current job submittal,
provided DTIME is input as a nonzero entry. The time limit dump is identical in
form to a periodic dump and the term periodic dump generally is used to denote
either type. These dumps are intermediate in nature in the sense that they are
taken before the problem has converged. A final dump is taken after the itera-
tive procedure has converged.

During a run dumps are alternated between files named DMPONE and DMPTWO In
restarting the code from a dump, however, the restart dump file named DMPONE is
always used. Thus, if the actual dump from which a restart is to be made was on
DMPTWO, the LASL user must change the file name to DMPONE before restarting.

To restart a problem (with the appropriate dump on file DMPONE) the user
need merely resubmit the original input deck (o» file) with the ISTART parameter

set to 1 {periodic or time limit dump) or to 2 (final dump). In actuality, if
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ISTART > 0, the code will not read the entire input file but, instead, will read
only the input through the KFRN data block (if the KPRN data block is required).

Such a procedure enables the user to change certain parameters with any restart.

These parameters are:

ISTART KPRINT
1QT KFSR
LIMIT KPWD
IFIX EPS
IBAL DTIME
10UT EPF

2. IGEQO. The geometric solution domain for each problem solved by THREE-
TRAN (hex,z) must be capable of being represented with an equilateral triargular
mesh in the x,y plane. All triangles in each plane must be the same size.
Planes are successively stacked to create the three-dimensional domain. The
X,y plane shape can take either of two forms. TFor IGEO = 0 the plane shape is
a 60°-120° parallelogram with its base along the x-axis and with the bottom left-
most mesh triangle upward pointing as shown in Figure 2a. There are JT bands

(rows) of triangles in each plane with IT triangles per band.

\ VAVAV

X
XBASE ———|
IT=12
11=6
a. IGEO =0 b. IGEO = 1

Fig. 2. Domain-of-solution (x,y) shape options.
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For 1GEO = 1 the plane shape is a "sawtooth" rectangle. Each of the four
corners of this rectangle must be formed by a complete hexagon with its top and
bottom sides parallel to the x-axis as shown in Fig. 2b. Within the rectangular
domain there are JT bands (rows) of triangles with IT triangles per band. To
ensure that THREETRAN (hex,z) properly treats the reentrant surfaces formed by
the '"sawtooth" shape of the y-boundaries, the code intcrnally inserts additional
void, or dummy, triangular cells along the "sawtooth" surfaces for computational
purposes. Three of these dummy triangular cells are required for each band (row}
of triangles. These dummy cells are used for computational purposes only and
neither appear in the input specifications nor in the output results from the

code, i.e., these dummy cells are totally invisible to the user.

3. IQT: Iteration Termination option. The input value of IQT determines

the manner in which the iterative procedure used to solve a problem will be termi-

nated. For an eigenvalue, or Keff’ problem (IEVT = 1) there are three possibili-

ties for termination (IQT = 0, 1, or 2); for an inhomogeneous source with fission
problem (IEVT = 2) there are two termination options (IQT = 1 or 2); for a pure

inhomogereous source problem with no fissionable material present (IEVT = 0) the

only termination option available is IQT = 2.
a. IQT = 0. This termination option is available only for Keff calculations
(TEVT = 1). Under this option the outer iterations are terminated when either two

successive pairs of linearly extrapolated values of Keff between outer iterations

agree to within 0.1 # EPS or when the pointwise fission source error becomes less
than the input value EP5. The pointwise fission source error is defined as the
maximum pointwise fractional change in fission source rate from one outer itera-
tion to the next.

The extrapolated values of Keff are obtained by linearly extrapolating the
Keff versus ALA "graph" to a value of ALA = 1.0. The quantity ALA, lambda, is
the outer iteration convergence criterion and is defined as

ALA = TF/TFP,

where TF is the energy-volume integral of the fission source rate for the just
completed outer iteration and TFP is the value of TF from the previous outer
iteration.

The extrapolated Keff termination option frequently proves to be quite effec-

tive in predicting a reliable estimate of Keff long before pointwise quantities

are fully converged.
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b. IQT = 1. This termination option is available only to problems contain-
ing fission (IEVT = 1 or 2). Under this option problem termination occurs when
both the pointwise fission source error and the outer iteration criterion | 1.0-
ALA | become less than EPS. The pointwise fission source error is defined in the
IQT = 0 subsection and the outer iteratioun convergence criterion, ALA (lambda),
is defined as

ALA = (TF + TQ)/(IFP + TQ)
where TQ is the energy-volume integral of the isotropic inhomogeneous source (if
present). TF and TFP are the previously defined total fission sources from the
current and preceding outer iterations.

Under this IQT option for Keff calculations (IEVT = 1), extrapolated values
of Keff are computed and printed but are not used to terminate the problem.

c. IQT = 2. For all types of problems, when IQT = 2, iteration termination
occurs when both the pointwise inner iteration error and the outer iteration
criterion | 1.0 - ALA | become less than EPS. The pointwise inner iteratjon error
is defined as the maximum (for each energy group) fractional difference in point-
wise scalar fluxes from one inner iteraticn to the next. The outer iteration
convergence criterion ALA is a within-code parameter described below.

If IEVT = 0 (inhomogeneous source without fission) the outer iteration
convergence criterion ALA (or lambda) is

ALA = (TQ + TM)/(TQ + TMP)
where TQ is the volume-energy integral of the isotropic inhomogeneous source
(constant); TM is the volume-energy integral of | JX [+ Jy [+ | JZ | for the
just completed outer iteration and TMP is the value of TM from the previous outer
iteration. TM and TMP are only computed if the problem contains linearly aniso-
tropic scatter, i.e., if ISCT = 1. The Jx’ Jy’ and Jz are the neutron currents
(first angular moments) in the x-, y-, and z-directions, respectively. The use of
TM and TMP in the definition of ALA for linearly anisotropic scatter inhomogenous
source problems provides a degree of assurance that the anisotropic scatter
source is converged at problem termination.

If IEVT = 1 or 2 the outer iteration convergence criterion ALA is defined as
described under the IQT = 1 option. In addition to the general requirements that
both pointwise inner iteration errors and | 1.0 -ALA | be less the EPS, IQT = 2
requires that the pointwise fission scurce error be converged as described in
the IQT = 0 subsection.
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Fig. 3. Orientaticu of the three-dimensional domain of solution.

4. Boundary Conditions. The THREETRAN (hex,z) code allows only vacuum

boundary conditions for the two x-dimension boundaries and, therefore, these
boundary conditions are not under user input control. For the first, or bottom,
y-dimension boundary the user may select vacuum (IBB=0), reflecting (IBB=1) or
180° rotational (IBB=2) boundary conditions. For the top y-dimension boundary
the only allowable boundary condition at the present time is the vacuum condition
(IBT=0). For the first, or back, z-dimension boundary both vacuum (IBA=0) and
treflecting (IBA=1) conditions are available. The same conditions are available
for the second, or front, z-dimension boundary (IBF=0 or 1). Figure 3 indicates

the locations of left, right, bottom, top, back and front surfaces relative

ro the coordinate axes.
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5. Cross Sections and Related Input. THREETRAN (hex,z) accepts only macro-

scopic cross sections and no upscatter is allowed. The number of energy groups
is specified by the input parameter IGM and the order of scatter is limited to
isotropic, or Po, (ISCT=0) or linearly anisotropic, or P1 (ISCT=1). The cross
section format for the macroscopic cross sections is in the traditional Los
Alamos format. The block of macroscopic¢ cross sections for each of the materials
is described by a block of data containing IHM rows and IGM columns. The row
position of a given cross section reaction-type is specified relative to the

row position of the total cross section, Zt {row IHT). The row order of the

cross section reaction-types is as follows:

Group g
) Row Reaction-type Comments
. Arbitrary reaction-types {(not used by code)
Arbitrary reaction-types (not used by code)
. Arbitrary reaction-types (not used by code)
IHT-3 Zf Required only if NORM<O or KPWD=1
1HM IHT-2 Za Always required
IHT-1 vZf Always required
IHT Zt Zt = Za + :z% Zs(g+h) (Always required)
IHT+1 Zs(gag) Always requi;ed
THT+2 Zs(g-1+g) " "
IHT+3 Zs(g-2+g) " "
4 . .

As is shown above, the total number of rows in the cross section block, or the
cross section table length, is IHM. All cross section blocks have the same
values of IGM, IHT, and IHM. The fission cross sect.on Zf must be present in
position IHT-3 if the thermal power normalization is used or if the pointwise
power density is desired as output.

When ISCT=1, indicating P1 anisotropic scattering, an additional block

of cross section data is required for each physical material in which Pl scatter
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is present. Since only the anisotropic scatter data (rows IHT+1 through IHM)
from the Pl cross section block are necded by the code, the data in rows 1
through IHT is arbitrary and is usually input as zero. It is required that each
block of anisotropic cross sections be located immediately after the correspond-
ing block of isotropic cross sections. Tor example if material 1 (the first
cross section block in the cross section input data) is the macroscopic cross
section block for the isotropic cross sections for, say, the mixture called CORE,
then material 2 must be the anisotropic cross section block for CORE (provided
CORE exhibits anisotropic scattering). The total number of materials, MT, must
therefore be equal to the total number of isotropic plus anisotropic cross sec-

tion blocks in the input.
6. LIMIT and the Allowable Number of Inner Iterations per Group. The input

value of LIMIT is the inner iteration count limit. It is used to terminate the
inner iteration process for each group if the pointwise fractional flux differ-
ence, or error, is greater than EPS after LIMIT inner iterations have been com-
pleted. If the pointwise flux error becomes less than EPS before LIMIT itera-
tions have been performed, the inner iterations are terminated at once.

There are several deviations from the above procedure for Keff calculations
(IEVT=1). For IQT=0 or i, i.e., when extrapolated values of Keff are being com-
puted, a variable iuner iteration limit, IITL(G), is used for each group G. The
variable limit is upper-bounded by LIMIT, i.e., IITL(G)< LIMIT, for all G and is
further constrained to be nonincreasing from outer iteration to outer iteration.
This latter constraint tends to provide a smooth Keff versus lambda (ALA) “graph"
for extrapolation purposes. The nonincreasing limit is maintained so long as the
pointwise inner iteration flux error at the current variable limit remains less
than 5% EPS. 1If the error equals or exceeds 5%EPS then IITL(G) is reset to LIMIT
for that group and the variable limit procedure is started again on the next
outer iteration.

For IEVT = 1 and IQT =2 the variable inner iteration limit procedure des-
cribed above is followed until both the maximum pointwise fission source error
hetween outer iterations and the value of lambda, ALA, fall below 3%EPS.

At this point the input value of LIMIT is automatically changed to 100, all
variable inner iteration limits are reset to 100, and the code proceeds but does
not calculate any further values of extrapolated Keff' The above procedure is

adopted to speed the convergence of local pointwise fluxes when the sources are

nearing convergence.
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7. IFIX and Negative Flux Fixup. Negative angular fluxes can occur with
the difference scheme used in THREETRAN (hex,z). With the IFIX input parameter

the user can choose whether (IFIX=1) or not (IFIX=0) a negative flux fixup is to

be used by the code. Normally it is recommended that IFIX=0, i.e., no negative

flux fix-up should be used. Even when negative fluxes appear the difference
scheme has been found to be extremely stable and yields better integral quanti-
ties than when fixup is involved The use of negative flux fixup is recommended

primarily as a check-calculation for comparison with' a nonfixed calculation.

8. IBAL and Inner Iteration Rebalance. THREETRAN (hex,z) contains an inner

iteration acceleration scheme called hemisphere-plane rebalance. The use of this
rebalance is achieved by setting IBAL=C, and this value>is recommended. The re-
balance scheme invokes a plane-by-plane balance equation obtained by integrating
the angular fluxes over all values of the direction cosines p and n for either of
the angular hemispheres £ > 0 or § < 0 (see Figure 3). In some problems the use
of this rebalance may produce iterative instabilities in which case the rebalance

can be turned off (IBAL=1). There is no cuter iteration acceleration currently

in THREETRAN (hex,z).

9. ISTCP. Through the use of the ISTOP input parameter the user may execute
the problem in normal fashion (ISTOP=0), may have the code only process the input
data and halt (ISTOP=1) in order that problem setup can be verified, or may have
the code process the input only through the KZ(KM) input array, determine the
large core memory (LCM), i.e., extended core, storage requirements for the vari-
ous storage modes available, and then halt (ISTOP=2). The various LCM storage

modes are explained in Section III of this manual and a discussion of code output

when ISTOP=2 is provided in Section V.

10. EPS: Overall Convergence Criterion. The value of EPS is used to con-

trol the degree of precision of results obtained through the iterative procedures
used in the code. Various ways in which EPS is used as convergence criteria are

given in subsection 1V.C.3. in the IQT discussion and in subsection IV.C.6. in

the LIMIT discussiocii.
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11. NORM and Problem Normalizations  Through the input quantity NORM the

user can determine the normalization to which system-~integral quantities are set.
For inhomogeneous source problems either with or without fission (IEVT = 0 or 2)
the code will accept either a NORM of 0.0 (default) or a positive value of NORM.
If NORM is zero then no normalization ;s made and the energy-space integral of
the inhomogeneous source, TQ, is simply the value obtained from the input source
distribution. [If NORM > 0.0, the value of TQ is set to NORM and the inhomogene-
ous dist;ibuted source is normalized to produce this value when integrated over
space and energy.

For Keff calculations (IEVT = 1) NORM may be negative, zero, or positive.
Let us define TF as the space-energy integral of vZf¢, where ¢ is the local group
scalar flux, and Kin as the input value of Keff' The latter is unity if the in-
put flux-type option, IFOPT, is zero and is the value taken from the RTFLUX file
if IFOPT=1 or 2. If NORM = 0.0 no normalization is effected and the value of
TF/Kin is set to NORM and all scalar fluxes are normalized to produce TF/Keff

when integrated over space and energy. Note that NORM > 0.0 defines the total

effective fission source rate in the system (TF is the total fission source rate;
TF/Keff is the total effective fission_source rate). If NORM is input as negative
(NORM < 0.0), the problem is executed as if NORM = 0.0 until converged. Upon con~-
vergence the scalar fluxes, fission source rate densities, and thermal power den-
sities are normalized such that the space-energy integral of the thermal power
densities yields the value |NORM| Megawatts-thermal, i.e., EPF*].6021X10-19*TFR=
|NORM| in MWth where EPF is the (input) energy-release (MeV) per fission and TFR

is the space-energy integral of Zf 0.

12. XBASE. In Figure 2 the dimension XBASE is indicated for each (x,y)
plane shape option. In Fig. 2a. the length of each side of the equilateral tri-
angle comprising the (x,y) mesh is 2%XBASE/IT. In Fig. 2b. (IGEO=1) the length

of each side of a mesh triangle is 2%XBASE/(IT-1). Recall that IT is the number

of triangles per band.

13. IDCS: Mesh Point to Cross Section Identifier. The integer values in

the IDCS array indicate which material macroscopic cross section block {numbered

in the order they are input) is assigned to each triangular prism in each z-dimen-

sion coarse mesh zone. If the integer value is positive, the scattering is assum-

ed to be isotropic for that triangular prism. If the integer value is negative
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(N) then the scatter is assumed to be linearly anisotropic and cross section
block N+1 is assumed to contain the Pl scatter data for material N (whose P0
cross sections reside in block, N). For example, if the first cross section
block contains macroscopic Po cross sections for the material CORE (Material 1)
and the second cross section block contains the P1 scatter data for CORE, the
IDCS entry for a triangular prism consisting of CORE material and for which anisc-
tropic scatter is to be considered would be -1. The value 2 would never appear
in the IDCS array. The next larger value permitted would be 3 (or -3). The ex-
istence of Pl scatter data in the cross section blocks does not require their
use. 1ln the preceding example, changing the IDCS value form -1 to 1 will re-
move the P] scatter calculation from all cells whose IDCS values are 1. If an-
isotropic scatter is to be turned off thrcughout the problem one need merely set
the ISCT input control word to zero; any IDCS array negative entries will then

be ignored.

V. DESCRIPTION OF OUTPUT
A. Normal Output
Appendix A contains a listing of the THREETRAN (hex,z) output from a sample

problem. The problem is designed to illustrate most of the code options and cap-~
abilities. Each page of output is numbered and these numbers will be referred
to in the following discussion.

The sample problem is an eigenvalue (Keff) calculation of the simple hexagon-
al system shown in Figure 4. The central hexagon is fueled and is surrounded by
an "annulus'" of structural (nonfissionable) material. In the z-dimension the sys-
tem is uniform, 16.0 cm. tall and has a z-mesh spacing of 4.0 cm. Anisotropic
scattering is assumed in the fuel (Material 1) and the structure (Material 3).
Material 5 is void. Figure 5 shows the x,y solution plane using the IGEO=1 (saw-
tooth rectangle) geometry. Three energy groups are used.

On page one of the output the control integers and control floating point
numbers zre listed as they were input along with a brief description of each con-
trol word. Each of these is described more fully in Section IV of this manual.
Also shown on the first page are the number of equally-spaced fine-mesh intervals
per z-dimension coarse-mesh zone. At the bottom of the page is the storage
information for this problem. The amount of small core memory (SCM) required
and the maximum allowed large core memory (LCM), i.e., extended core, storage

are given. Next is given the number of bands of triangles that can be
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stored in SCM. In the sample all 4 bands per plane can be accommodated. The next
two entries indicate that LCM storage is sufficient to accommodate data for all

4 planes for all 3 groups. The SCM and LCM required amount of storage are next
given followed by the NREAD storage mode used for the problem (see Section II

of this report for details of the NREAD storage modes).

On page two of the output are listed the planes for which final scalar
fluxes are to be orinted as input through the KPRN input data string, the locaticn
of the two z-dimension boundaries, the input data entries for the NSDCAT array
described in Section IV.B. and the input fission spectrum CHI. Next are printed
messages indicating that the code began and successfully completed the processing
of the IDCS array (mesh point to cross section identifiers). The full contents
of this array are not printed because ¢f the magnitude of the resulting printout
and because a more usable check of mesh-to-cross section assignment is provided
on the picture plot, or map, optionally available later in the output. Next on
page two, and extending onto page three are printed the input macroscopic cross
sections for the five cross section blocks (P0 CORE, P1 CORE, PO STRUCTURE, P1
STRUCTURE, and VOID). The printing of the cross sections is optional and is
part of the maxi print requested (NPRT=1) on input. Following the cross sections
is a list of the z-direction fine-mesh interval spacings. Next is shown the
optional picture plot of the x,y plane characteristic of each coarse z-mesh
interval or zone (on the sample problem there is only one plot). The picture
plot is included in the maxi print requested with NPRT=1. The picture plot is
a direct computer-printed representation of Figure 5. Also included with
the picture plot are y-dimension boundary conditions (indicated along the bottom
and top of the plot), the y-coordinate boundaries of each band, the material
(cross section) numbers (IDCS array entries) for each triangle, the z-coordinate
boundaries for the coarse z-mesh interval associated with the plot, and the z-
direction boundary conditon(s) (if the coarse z-mesh interval is the first or
last such interval). Note that the material numbers for fuel and structures
are negative to indicate anisotropic scatter is to be considered. For the dummy
void cells (material 5) needed to fill out the x,y rectangular domain there is
no need to consider anisotropic scatter. .

On pages four and five the iteration monitor print for the outer-inner itera-
tions is given. The number of inner iterations required for each group is given
along with the maximum hemisphere flux error at the last inner iteration. When

all groups have completed their inner iterations the eigenvalue (Keff for this
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problem) and lambda (the quantity denoted ALA in Section IV.C.3.) are listed. The
eigenvalue for any given outer iteration is simply the product of the lambdas for
the current and all previous outers. The extrapolated eigenvalue (for Keff pro-
blems only and discussed in Section IV.C.3.) is listed as is the maximum pointwise
fission source rate error. The latter error is the fractional difference between
the pointwise fission source rate for the current outer iteration and the previous
outer. The final print of Keff for the problem is shown following the final outer
iteration monitor print. In the sample problem the value printed is just the
eigenvalue from the last outer iteration. Had the extrapolated eigenvalues sat-
isfied their convergence criterion (twe successive pairs of extrapolated eigen-
values agree to within 0.1*EPS) the last extrapolated eigenvalue would have been
printed as the K-effective for the problem.

Immediately following the print of the problem Keff is the execution time
in minutes and a message indicating that a Final Dump was successfully made (see
Section IV.C.1.). Next is listed the final scalar fluxes for each group for
each plane requested with the problem input. For this problem the print for
three planes (KPRINT=3), specifically, planes 1,3, and 4, (as input through the
KPRN array) was requested. Following the scalar flux print is the optional }
print of the pointwise cell-average fission source rate density (requested by
setting KFSR=1 in the input}. The optional pointwise power densities are also
printed (requested by setting KPWD=1 in the input). Since NORM was input as

-1.0 the fluxes, fission source and power densities are all normalized to a

thermal power level of 1.0 Megawatt.

B. ISTOP=2 Output
Appendix B contains a listing of the special output obtained when the ISTOP=2

option is used to obtain storage requirement information for a problem. The
reader should refer to Section III of this manual for further information on
storage and data management.

The listing in Appendix B is for the same sample problem shown in Appendix
A and discussed in the preceding section. The first page of the Normal and ISTOP=2
listings are identical in form. For ISTOP=2, however, under the heading Storage
Information five possible large core memory (LCM), i.e., extended core, storage
modes are detailed. The first storage information summary is the LCM storage
requirement for the data for the entire problem to be contained in LCM, i.e.,

the NREAD=0 storage mode. Notice that the problem contains 4 bands of triangle
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per plane, 4 planes in the problem (for each group), and 3 energy groups. The
storage required to fit the data for all 4 planes for all 3 groups into LCM

is 5503 words of LCM. This number is the maximum LCM storage required to execute
the desired problem (no use of random access disk).

Next the LCM storage for two cases under the NREAD=1 storage mode are given.
Under this mode the data for all 4 planes for at least one group but not all three
groups can be stored in LCM. The remaining data is stored on random disk. The
first case listed is always for the maximum number of groups that will reside in
LCM if there are two group-blocks of data. This represents the maximum LCM stor-
age requirement for the NREAD=1 mode. 1In the sample problem listed this case
yields 2 groups (one group-block containing groups 1 and 2, the second block con-
taining group 3). To obtain this storage mode 4351 words of LCM are required.

The second case under the NREAD=1 mode is always for the case of IGM group-blocks
of data with all planes for one group residing in LCM. This gives the minumum LCM
storage required for the NREAD=1 mode. For the sample problem 3199 words of LCM
are required.

The fourth and fifth sets of storage information represent the two extremes
of LCM storage under the NREAD=2 mode. In this mode the LCM data stcrage required
for at least ome but not all planes for one group is given. The first case under
NREAD-2 always represents the LCM storage for the maximum number of planes that
will reside in LCM if there are two plane-blocks of data. The LCM storage for
this case is the maximum LCM storage required for the NREAD=2 mode. In the sample
for 2 planes of data (corresponding to 2 blocks each containing 2 planes) the LCM
storage required is 2047 words. The second case under NREAD=2, the last of the
five cases listed, is always for the case of KT plane-blocks each containing only
1 plane of data. The LCM storage required (1471 words for the sample problem) is
the absolute minimum LCM storage needed to execute the problem.

Since the user may be free to select the amount of LCM he wishes to use to
execute a problem the storage information supplied under the ISTCP=2 option can
prove quite valuable. The selection depends on the amount of LCM available, the
charging algorithms for use of LCM and random disk during execution, or other
factors. If the user has no random disk capability he is constrained to operate
under the NREAD=0 mode. If random disk is available, under most conditions any
of the group-blockings under the NREAD=1 mode will execute about as rapidly as
under the WREAD=0 mode. Using the NREAD=2 mode, even with the minimum number
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of plane-blocks, 2, the random disk -L(CM data transfers are frequent {at least
twice per inner iteration). Since such transfers are usually slow, problem ex-
ecution efficiency is reduced (I/0 times go up significantly). The exact effect
of executing under the various LCM storage modes, of course, is dependent on the

local computing environment.

C. Error Diagnostics

THREETRAN (hex,z) contains a large number of error checks in an attempt to
ensure that the input data are correct, insofar as the code can determine, before
execution of the problem commences. Much of the checking is done on input con-
trol integers to ensure that their values are consistent with those available in
the code. Other checks are performed cn the inpuf data blocks to (i) ensure that
the correct number of data entries are made and (ii) to ensure that the options
allowed under the special LASL formats (Sec. IV.A) are correct. Attempts have be-
en made to provide error messages that are self explanatory (at least to the ex-
tent that they identify the offending input word or data block)}. Three examples
typifying the error diagnostics are provided below.

In example 1, the sample problem listed in Appendix A was attempted using an
Sl6 quadrature set, i.e., ISN=16 was placed on the Control Integer Card 1. Since

only 82, SA’ 86 and SB are allowed a fatal error was encountered as shown.

CRBIESRRSER AN P EEEEREEPPE 2R I000 00000 00000000000 F A T A L E R R OR ¢000ntnttnttesstosenststnstsntststettess

ISN ERROR
AL AL L L R L L L L L L L L N Y L L LTI T Iy YT Y Y YT,
FILE {70 TIME (MICRQSECH READS WRITES
guteuT 13664 1 0
INPUT 64279 2 0
T0TALS 142963 3 0
®eDDPC**NOT INITIALIZED FOR IOP/NREF/NGREF/MXLEN/MXBLOK L} 0 0 0 0
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In example 2, the sample problem listed in Appendix A was attempted with an
incorrect number of entries in the NDSCAT. array (Sec. IV.B.) The correct entries
for NDSCAT (9 in number) should be 1,0.0,1,1,0,1,1,1. For this example, however,

only the first 8 entries were supplied. The resulting error message was printed

and execution was halted.

E R R QR PEFSUSS0SEesttessibsttettntesseestnsnsssi

SEEISELBEOSIPSIPEIRIINS NGNS IR ISEROISIEIONSES | A [ 2 |
1 ACTUAL COUNT= 8

*8 0AD ERRORe® ALOCKeNDSCAT ARRAY COUNT» G Caapse

TOO FEW DATA ENTRIES

IO e ss O PO NI ROsess e sttastttntttttirtssteotiostrsesettiosttosstotstntsterstitorstdasssdintnsitsssstisisessns
1 0 0 1 1 0 1 1

As can be seen, a highly visible FATAL ERROR message is first printed. This
is followed by the words LOAD ERROR indicating that the subroutine LOAD (which
reads the input data and loads it into the proper arrays) encountered the error.
Next come the words BLOCK=NDSCAT ARRAY indicating that NDSCAT was the input data
block being processed when the error occurred. COUNT=9 indicates that the correct
length of the data string being processed should have been 9 words. CARD=1 indi-
cates that the error occurred on the first card image of input data and ACTUAL
COUNT=8 indicates that only 8 words of data were provided in the string (instead
of 9). The message TOO FEW DATA ENTRIES is self-explanatory. Just below the
second line of asterisks is listed the contents of the NDSCAT string processed
up to the point where the error was located. As can be seen the last entry of
1 in the string is not present.

. In example 3 the sample problem of Appendix A was attempted with an error

in the IDCS block. As described in Sec. IV.B this block consists of KM sets
with each set consisting of JT data strings each of which contains IT entries.
For this problem KM=1, JT=4 and IT=9. Thus, the problem expects 1 set of 4

data strings each of which contains 9 words and each of which must be terminated
by the "3" terminator of the. LASL special format (Sec. IV.A). In the example the
"3" terminator on the second string (corresponding to the second band) was re-
placed by a "9" (skip to the next card). As a result, the LOAD Subroutine read
the card for band 2 (with 9 words), skipped to the card for band 3 and read 9
more words before encountering the "3" terminator. It thus appeared to LOAD that
18 words were being input for the string and a FATAL ERROR resulted with the error
message shown below. The highly visible message FATAL ERROR is printed. The
**LOAD ERROR** indicates that Subroutine LOAD found the error;

message *
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F R R )R 6000008000000 036000000008000008000008000891

AOEI PN GIGAIEEONN0GP00AOIIDNRIGCOISIOIRIGIOETIROIOROIUTOINIRTSITOITISITSE | 4 T 8 |
2 ACTUAL COunts 18

*#L a0 ERRITJRee 3L ITK IO ALNCK X-PLANES ] 1-3ANDe 2 (CCUNTs 7 CaRDs
T0Q MANY Jala ENTRIFS
SO0 0P eeReePItR PNt IreOrie ettt et nEntiorieree iereltonseiatItentistiiIiteetIicierttIonoornioiotiiissesstsonsoess

9 -3 -3 -1 -1 -1 -3 -3 %

BLOCK = IDCS BLOCK indicates that the error occurred in the input for the IDCS

block. K-PLANE = 1, J-BAND=2 tells us that the error occurred in the input for

the first coarse z-dimension set and, specifically, for the second band in that

COUNT=9 indicates that 9 words were expected; CARD=2 indicates that LOAD

discovered the error in reading the second card for the string. ACTUAL COUNT=18
The message TOO MANY

set.

gives the number of words erronecously input for the string.

DATA ENTRIES is self evident. Just below the asterisks, the contents of the of-

fending IDCS string (the first COUNT eutries) is printed.
The above examples give the typical types of prints that may be encountered

as error messages. Through these the user should be able to quickly discover his

error (with, perhaps, referral to this User's Manual).
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APPENDIX A

SAMPLE PROBLEM OUTPUT

On the following pages is a complete printed output from the THREETRAN (hex,

z) code for the sample problem described in Sec. V.A.

41



A

CASE PROCESSEL oY THREETRANIHEX,2) CIOE Db 02/926/73 ON 07/18/79
2600 MAXLRO LCHM ADJUSTMENT (=1/0/N NONE/CURR=NT/US: VALUE}

TEST PRUBLEM FaR MaNUAL <-otFECTEvE CALCULATINN
THIS IS Pl SCaTTew WSITH PUWER € FISSION SOUNCE RATE PRINT
SAWTOQTH RECTANGLE INPUT GEINETRY

1 IevT PRORLEY TYPE O/1/2=SIURCE/X EFFECTIVE/ZSOURCE PLUS FISSION

O ISTART 0/1/2=INITIAL PRUBLEM/ReSTART F<0OM PERINDIC DUMP/RESTART FROM FINAL DUMP

4 ISN SN JRDER (LIMITED TO 2s4s0s 32 A)

9 17 NUM3ER OF TRLANGLES PER BAND

4 4t NUMAER OF BANOS PER PLANE

1 KM NUMBER DOF I-DIRECTION COARSE MESH ZONES
1 IGED X~Y PLANF SHAPE 0/1 = PARALLELOGRAM/RECTANGLE
1 Iart TERMINATION JPTION 0/1/2 EXTRAPOLATED w7/ FISSION SOURCE RATE/ FISSICN SOURCE RATE AND FLUXES
0 Igo BOTTUM Y-DIMENSION BOUNDARY CONDITION 0/1/2=VACUUM/REFLECTING/1B0-DEG. ROTATIONAL
0 IsT TOP Y-DIMENSIUN S8OUNDARY CONDITIIN O {(VACUUM) ONLY

0 luaA BACK Z-DIMENSION SUUNDARY CONDITION O/1aVACUUM/REFLECTING

0 IBF FRONT Z-DIMENSION BOUNDARY CONDITION Q/1®=VACUUM/REFLECTING
3 IGM NUMBER OF ENERGY GRGUPS
1 IscCT LLGENDRE ORDER OF SCATTERING 0/1

5 MT T0TAL NUMBER OF MACRT CROSS SECTION SETS

4 IRT RQ4 OF TOTAL CROSS SECTION IN CRQOSS SECTION TABLE
T IHN LAST ROW QF CROSS SECTION TABLE

10 LIMIT MAX NUMBER OF INNER ITERATIONS ALLOWED PER GROUP

O IFIX NEGATIVE FLUX FIXUP 0/1=NO/YES STRONGLY RECOMMEND NO FIXUP

0 IBAL REBALANCE INNER ITERATION ACCELERATION O0/1=YES/NO

0 1a0rPT FIXED SQURCF INPUT OPTIQON (I1€EVT=0 OR 2 QGNLY}) 0717273 =NONE/CARDS/FIXSRC VERS 1II/FIXSRC VERS IV
0 IEOPT SCALAR FLUX INPUT OPTION 0/1/2 = NONE/RTFLUX VERS I1II/RTFLUX VERS IV

0 Iourt GUTPUT FORM O/1=PRINT/FICHE

=1 KPRINT FINAL SCALAR FLUX PRINT OPTION <~1/0/N=ALL/NONE/NDO. OF PLANES
1 XFSR FINAL FISSION SOURCE RATE PRINT 3y MESH POINT OPTION 0/1=NO/YES
0 ISTOP 0/1/2 = EXECUTE PROBLEM/PROCESS INPUT ONLY/DETERMINE STORAGE REQUIREMENTS ONLY
1 NPRT PRINT OPTION O/1sMINI/MAX]
1 XPuWD FINAL POWER DENSITY PRINT 8Y MESH POINT OPTION 0/1 e NO/YES

1,000E-03 EPS OUTER ITERATION (OVERALL PROBLEM) CONVEIRGENCE CRITERION

=1.000t400 NORM NOKMALIZATION FACTOR (IN MEGAWATTS I1F ,LT.0., NOT USED IF 0.0 » IN NEUTS/SEC IF .GT.0.)
64000E¢01 DT IME RESTARY DUMP TAKEN AFTER DVIME SECONDS AND PROBLEM HALTED
2.771E+401 XBASE OVERALL PROBLEM X-LENGYH IN CMe (LENGTH OF SIDE OF TRIANGLE MESH=CELL = 2*XBASE/(IT-IGED) )

0. EPF ENERGY (MEV) PER FISSION (DEFAULT=215,0)
INPUT INT. PER Z MESH 1
ALL ENTRIES = 4

FEEERER00 808840040000 200 4040008088 S T O K A G E I N FORM AT JT 0N ¢66660000600800860040000850034808058808
SMALL CORE (SCM) REQUIRED = 1879 MAXITMUM LCM ALLOWED = 5600

JBLOC “¥3L0C 168L0C SCM LCH NREAD
BANDS IN SCA (dax} PLANES IN LCM (MAX) GROUPS IN LCM (Max) STORAGE STORAGF STORAGE MOOE (SEE MANUAL)D

4 4 3 1879 55013 Q




£y

PLANES FJR WHICH FINAL SCALAR FLUXES A&E TO OE PRINTED

ALL
INPUT 2 BOUNDARIES 2
0. 1.6000E+01
INPUT NDSCAT ARRAY 9
1 0 0 1 1 0
INPUT FISSION SPECTRUM 3
7+6000€-01 2.3000€~01 1.,00Q0£-02

BEGIN PROCESSING X~SECTION ID NUMBERS

X=-SECTION [D NUMBERS SUCCESSFULLY PROCESSED

N W

~NO S WN

W e

-~ TS

1

4

LOADED FROM

GROUP 1
«>00000£-02
«600000£-02

+120Q00c400
+190000€+00
+140000E+00
0.
0.
LOAJED FROM
SROUP 1
Q.
0
Qe

+430000E-01
»300000t-01
De
Qs

LUAOED FROM

SROUP 1
0.
»36U000c~-92
0,
s 275000L+0
»225000t+00
Qe
0.

LaaugtD F<UM

CAROS

GROUP 2
«2500600E-02
+300000E-02
«900000€-02
«220000E+0D
«242000£+00
«330000E~01L
0.

CaROS

GROUP 2

0.

0.

0.
«240000E~-01
+ 250000t ~01

-«200000€-02

04

CarDsS

GROUP 2
O
«100000E-C2
0.
«4UI000E «0Y
190000t +u0
+460000c-01
G

Caxds

CORE PO 3 GROUP SIMPLIFIED LCCBR SET

GROUP 3
«+900000t~02
«100000E-01
+180000€-01
«400000E+00
.390000E+00
«550000E~01
.100000€-02

CORE Pl 3 GROUP SIMPLIFIED LCCBR SET
GROUP 3

0.

0.

0.

«100000€-01

.100000E-01
-+100000E~02
[0

STRUCTURE PO 3 GROUP SIMPLIFIED LCCBR SET

GROUP 3
0.
«400000E-02
0.

s 1C000CE*O0L

+996C00t 00

«300000€E-32

.100000t =02

STRUCTUKE Pl 3 GROUP SIMPLIFIED LCLBR SET



R T R JUP, | 00°=

5 £~ €= 3 1
5 £- £= €- 13 onve
et T P JRR SRR S PP
5 €- 1- €- 3
£- 1- 1- £-
ek e TS SR |
€~ 1- 1- £-
5 fim 1- f- q
R e R DU TR ER O S PR
5 £~ - €~ c Y
< £- £- 5 anve
R et 00" 4z

*31VNIQBU0I-4 SILVIICND A3EWNN 1337 *(3ILVI0S 0fT=+ ¢73igme ¢IVAT=)} Su31IVEVFD RCILICKND D AXvemnpe
*0 =4€] 29 00°91 =7 1lv *0 svd} *ONDZ "JN{INH 0ON*Q 27 1V *S3ANYId % 34y A=3IHY 0091 =7 OGNV 0H°C

=7 m3IIMIIQ
eeeenseerdee [ 1T VA Y I INTI -2 1S av_0L2 U 4 4 V h T v 1 A3 1V W HS 3w TNl

1 shrsvevesdee

f04+30000 T k4

Lo+30000 % 1 2

C2+30%70" 1 4

L0+3620C*» 1 T
? vi113@ oz 2

*CvNe3 Avady STHL JU S3T¥IN3 Y

Cd GIOA SGAVDY W0Ed Q3avDn 4
. C ‘0 2
20=4000001%~  20=4000MNG - ¢ 9
nng P 10=-4500C01R*  1(-3n00%¢L* ¢
1L=107000es X6-10000CeT 10-100C0n0 4
e o 0 €
. o ‘0@
*°n . ‘0 1

f 4Ny =G ¢ efpn 1 arg e
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Sesss et pneb st s nsssttssss 1 T E R AT I QN MONTIT IR

GROUP
1
2
3
QUTER ITERATION 1

EIGENVALUF= 5,3617501E~01 LAMBIA® 6.9519501E~01

EXTRAPDLATED EIGENVALUR=

1+40700002E+07
FISSTON SOURCE RATE FRRDR=

7.2897994E-01

PR INT SSEs680880800888 8040008000000 sd8999
LTERATIONS MAX. FLUX ERROR
10 1.0310€-03
10 2,15813E-32
19 1.0681E+00

EE AR AR R R R R R P T R N R N P AL R R R R R R R R N L RN R R LD ]

GrROUP
1
2

3
QUTER ITERATION 2 EIGENVALUE= 5,5259062E~01 LAMIDA= 9,65560105E-01

EXTRAPQLATED EIGENVALUES=

6.5968457E-01
FISSION SJURCE RATE ERRORa

9.5238457€-02

ITERATIINS MAX. ELUX ERRJR
5 7.5290E-04
5 6.2129E-04
10 4.5327€-02

L R L L e T L R LR TR LS N RS T Ll

GROUP
1
2

3
OUTER [TERATINN 3 EIGENVALYE2 5,5934396E-01 LAMBDAs 9.95861561E~-01

EXTRAPDLATESD EIGENVALUE=

6:53473%6E-01
FISSION SOURCE RATE ERRIR=

2.03396700£-02

ITERATIINS MAX. FLUX ERRQOR
4 5.0037E-04
3 B+1059E=04
19 2+,4859E-03

P Y T L L Y R TR IR AR A R L ALl

SROUP
1
2
3
OUTER ITcraTION o

EISENJALYY ® 5,5984113F-21 LAM3DAs 9,39334873L-01

ERTRAPULATED e I3E4YALYS=

05334111 -01)
FISSINAN 57005 ATE FOR)Pa

402945431 2F£~-03

ITERATIONS MAX. FLUX ERRD2
3 6o 064E-04
? Be34345-04
3 745318594



9%

!t!'!'!‘““‘t.‘."!‘".‘OO'!‘."“‘."“'!'ﬁOU‘.C"!‘!!.‘O....'.“.

GRQUP ITERATIONS “AX. FLUX ERRQR
1 2 6.4451E-04
2 1 342075E=-04
3 1 9.4029E~-04

QUTER ITERATION 9 EIGENVALUE® 5,5039316£-01 LAM3DA= 1.00007389E+00

EXTRAPILATED EIGENVALUE®  6.5334763E~-01
FISSION SOURJE RATE ERRTIRe  1,41659527£~03

LA R E RSN R R R R R L AR A R R A R I R A A R TP R R A R R T Y Yy

GROUP ITERATIONS MAX. FLUX ERROR
1 1 9,2520E=04
2 1 5.1039E-04
3 1 3,7588E~04

QUTER ITERATION &5 EIGENVALUE= 4.5992607E-01 LAMBDA= 1.,0000499E+00

EXTRAPDOLATED EIGENVALUE® 6.5978267E-01
FISSION SOURCE RATE ERRDR= 2,9763042E-04

LR R R R R I R R A A R R R R R R R L R LR R I R R RS RS R TR L)

AR Rl R A I N Y L L L Ry L T ey L YT YL
K=EFFECTIVE FOR THIS PROBLEM = 6.5992607E-01

LR A LAl R A A e R R e LR s R sy Ty Y Ly R L Y e LY T YR Y 1 1)
EXECUTION TIME (MINUTES) = 2,34%53£~01

# % FINAL DUMP TAKEN ¢ * DNMPQONE

SCALAR FLUX FOR GRJQUP 1» PLANE 1

BAND TRIANG 1 TR IANG 2 TRIANG 3 TRIANG 4 TRIANG 5 TRIANG 6 TRIANG ? TRIANG 8
1 3.0239E+13 1, 8266E+13 1.2565E¢14 1.29N4E+14 2.7271E+14 1.29064F +14 l,2545E+14 1.82606E¢13
2 3.4947€+123 1.2591F+14 2453878 ¢14 6.6338E+14 b.6969E4+16 6.6333E+14 2.6387E+14 1.2681€E¢16
3 3.4947E+13 1.2631E¢14 2.6387E+14 646338E+14 6.6969E+]14 645333E+14 2.5387E+14 1+2bB1lE¢+14
4 3.02392+)13 1. B2566E+13 1e2545E¢L04 1.2904E¢1% 247271E+14 142904E+16 Le29e9E+14 1.8266E+13
SAND TRIANG 9 TR IANG

1 3.02489E+13
2 3.4947E+1)3



8 CNVIVL

€1+436928°1
H1+3C892°1
$1+430892°1
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8 ONVINL
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ST+31T€C°2
ST+3T1T€0°2
E1+30€6L°2

8 ONVI¥L

E1+31E6L°2
$1+311€0°2
9143T11€0°2
ETe3TE6L"2

6 SNVIdl

3 9t viail

ST+35452°1
91+439¢€9°2
9T1+396E9°2
914344621

L 9hVI¥L

#1+436006"1
91+389€0°*Y
“1+389€0%%
21+36C06°1

3 ONVIYL

%1+36606°1
21426560y
b1+385€0°%
#1+436006°1

L ONVINyL

9 oNvINL

H1+434%062°1
#le3cEE5°9
®1436€€9°9
YT+34Ce2°1

9 ONVI¥]

YT+3680L°1
6T14364710°1
GT+3G641C*1
21+36k66° 1

9 oNvIdl

H1436866"°1
§T43G6410°1
ST+36470% 1
21+3gR66"1

K] 9NVIal

g ONVIadl

21+30L2L°2
h14366G¢G°9g
$1+4369¢9°9
S1+30L2L°2

S ONVI¥l

HT1+432LG1 %
S1+43%220°1
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HT1+432L491°%

s oNvI®l

HT432LG91°%Y
GT+439220°1
S1+4349220°1
H1+432191"y

[ ONVIZL

Y INVIrl
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Y INVIzl

41+43686¢°1
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Y ONVIEl
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ST+39%1C"1
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ST436666°T

4 INVIgL

£ YNVIdl

ST435%¢2°1
YYe59RLS2
H1+368€5°2
ST+39462°1

£ 9NVIal

91+3600e°1
914309€0°Y
Y1+4389¢€0°Y
HT+36006°1

€ ONVIZ)

%1+43600¢°1
DI+4HEC Y
$T14309¢€C*Y
ST43600€°T

3 9NvIdl

3 ChvT el

1 IhVId ‘¢

ONV] 2l
£1436924°1
2143085921
H1+43062°1
€1436G¢8"1

< ONV] Al

b 3NVId 1

ONVI ¥1
€1+30t62°2
HT+311€0°%¢
H1e311€0°%2
El+508€L "2

< 9NVI L
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8%

S ow N

dAND

S W

SCALAR FLUK FOR GROJP

SCALAR FLUX FIR GROUP

SCALAR FLUX FOR GRJUP

3AND

R N

3AND

4.2225¢+11)
4e8742€+13
4037425413
4.2223F+13

TRIANG 3

4e2223E¢13
4ed742£¢13
4eB8762E+13
4.2229E+13

TRIANG 1

be4T3I3E+13
7.3354E+13
T.8364E+13
6544738E+13

TRIANG 9

b44738E+11
T+8364E+13
7+8364E+13
6.4738E+13

TRIANG 1

6047385413
749363c+13
748353£+413
5.4738E+13

TR1ANG 9

6.47385¢+]123
7+8363€+13
7.9303E+13
6.4739€+13

TRIANG 1

4422328+13
443745E+13
4e8745E¢13
4¢2232E+13

TRIANG 3

942232E+13
44§T745E+13

4.5137F+13
1o 97%6F+14
1297365214
4.5125%¢13

TR IANG

2, PLANE 2

TR JANG ?
7.36928+13
3.3541F+14
3.3541E4+14
743432E+13

TR IANG

2y, PLANE 3

TR TANG 2
7.3591€+13
3.3540E+¢1%
3,3540E+14
7.3691E+13

TR IANG

2y PLANE &

TR IANG 2

4,5142€¢13
1.G736F4+ 14
1.9784E+14
4.5142€+113

TR IANG

letobhZeln
3.5773kE+14
3,677 414
1.,9466F+14

TRIANG 3

3,2629E 414
541225€+14
6.1225€E+14
3,2629E+14

TRIANG 3

3.2628E¢l4
6.1224E¢14
641224E¢14
3.2628E+14

TRIANG 3

1.3465€+14
3e.9709E414
3.6769E+14
1.7465%E+14

Led487E¢14
Geb128Eels
6eH123E 414
1.3487€+14

TRIANG 4

3.27128%14
1.0682E+15
1.0682E+15
3.2712E¢1¢%

TRIANG 4

3+27116¢14
1.0682E+15
1.,0682€+15
3.2711E+14

TRIANG 4

1:9437k+ 14
5.5124E¢+14
bs6123E+14
LeF647E+14

3.07328¢14
b.H254E¢ ][4
b.5254 416
3,6732E+14

TRIANG E

60931k 14
1.0680E¢1%
1.0680E+15
6,0831E+14

TRIANG 5

6.0431E¢14
1.0680E+15
1.06B0€+15
6.0831E¢14

TRTANG 5

1.6731k¢ 14
b.52b4E¢14
6.6264F¢14
3.6731E%14

le7437F ¢ tg
6.6123F+14¢
5.59128kr214
1.9487E+1¢

TRIANG b

3.2712¢%¢%14
1.23582€+195
1.06A2E+15
3,2712F+1¢

TRIANG 6

3.2711€E+14
1.0692E+15
1.0682E+15
3.2711E¢14

TRIANG 6

1.9437E414
6eb12dE¢1s
beb128F ¢l
1la3487E¢14

Te9abbrela
3.67708 14
3.5770k 14
l.3455E+ 14

TRIANG 7

3.2629E¢14
5.1225E¢14
5.1225E+14
3.2629E+1¢

TRIANG 7

3.2628E+14
641224E¢14
6.1224E¢14
3.2628E¢+14%

TRLANG 7

1.G4455E+14
3.tTHIE L4
3,6749E¢14
Lead4nYuEelt

a5 139F#13
149785E+14
1ev736k+14
4.9139€+13

TRIANG 8

7.3692E+13
3.3541E+14
3.3541E+14
7.36926413

TRIANG 8

Te3691E+13
3.3540E¢14
3.43540E 14
7.3691E+13

TRIANG 8

4e5142E413
1.9786E¢14
Le37806E*14
449142E+13



6%

4037425 ¢13
4,2232:¢13

SCALAR FLUX FJR GROuP

3ANID

SN

BAND

S W

TR1ANG 1

1+3071cel3
1.33376+13
1.83376+13
1.3071z+13

TRIANG 9

1.d0712+13
1.8387€+13
1.8337€+113
1.3071c+123

SCALAR FLUX FJR GRAOUP

TRILNG 1

3,39576¢13
3458586¢13
3.58598+13
3.39578+13

TRIANG 9

3.3957F+13
345d58c¢13
3458535¢13
3.3957E+13

SCALAR FLUX FOR GROUP

TRIANG 1

3.3957¢+13
345853k+13
3.5759E¢13
3.3957E+13

TRIANG 9

3.3357E+1)
3.54558E+13
3,5R53F+13
3439%7c+13

SCALAR FLUX FIR (RJJP

BAND

TRIANG 1

s PLANE ]

TRIANS >
1.7124E¢+11
1.7502F+ 14
1.7502€+1¢4
1.7124E¢13

TRIANG

3s PLANE 2

TR 1ANG 2
3.5439E+13
3.3765F ¢4
3.37606E¢14
3.5439€+13

TRIANG

3+ PLANE 3

TR [ANG 2
34564376 +11
3.3766E¢14
3.3765F¢14
3.5433E¢13

TRIANG

1, PLANF ¢

TRIANG ?

TRIANG 3

l.0335¢+14
1.5395E +14
1.5395E¢1%
1.5335c+¢14

TRIANG 3

3.2220F¢+14
6.7102E+14
65.7102E ¢14
3.2220€¢14

TRIANG 3

3.222QE414
6.71025¢14
0.7102¢ +14
3.2220£414

TRIANG 3

TRIANG 4

lebtb7F 414
562936414
646293k ¢1l4
1.6667€¢14

TRIANG 4

342071E¢14
1415382E¢15
1.15392E4+15
3.2021E+14

TRIANG 4

3.2021E+1%
1.1582E+15
1.1582E¢15
342021E¢14

TRIANG 4

TR1ANS 5

3.5121F¢+14
626004cE+14
64£004E¢]1 4
3.5121E¢+1%

TRIANG 5

6.546B8E+14
1.15092¢15%
1.1509E+15
6.5468E¢14

TRIANG 5

be546TE L4
1.15096¢15
1.1509E+15%
b45467E¢14

TRIANG 5

TRIANG 6

leohb7E 414
646293E+14
6.6293E+14
1a55676+14

TRIANG 6

3.2021E+14
141592E+15
141582k +15
3.2021E¢14

TRIANG 6

3,2021E+1l4
1.1582€+15
1.1582E¢15
3.2021E+14

TRTANG 5

TRIANG 7

1.6835E+14
3.95835E¢1%
3.5835E¢14
1.6835€+14

TRIANG 7

3,2220E+14
6+7102E+14
6.7102E¢14
3.2220€+14

TRPIANG 7

3.2220E¢14
647102F¢1¢
6.7122E¢14
1.2220E+14

TRIANG 7

TR1ANG 8

147124E¢13
1.7502E+14
1.7902E+14
le7124E+13

TRIANG L}

345439€E+13
343766F¢14
3.3766E014
3.5439E+13

TRIANG ]

3.5439t+13
3.3766E+14
3.376bE¢14
3.5439E+13

TRIANG g



°C 4

‘c ¢
LAVI oL [ ONvIZL anveg
) 0 "0 0 o0 e o0 w0 "
*c ‘0 Hlez%86dh°] ST+I%LE6H Y Hleivelh el *0 M “C €
*C ‘0 LAREL . VA A LARELYAL AR LARELYIVE RN ‘0 *0 ‘C 4
*0 ‘0 *0 ‘0 °0 *C G 0 1
3 ONVIXL L BIRAE D 9 THvIwL S ONVIdl Y INVINL 13 ONVIZ) 4 ONVI L 1 ONvIZ) aNVE

€ 3NVTC 203 40D rad 23S/5IN3N) 31VE 3IDINLS NDISSTI

‘0 Y
‘0 €
"C F4
‘C 1
9NV 31 [ BLAAE.N anve
*0 *0 ‘0 ‘0 *0 ‘0 ‘0 *0 Y
0 *0 HT1+356L5°1 LASELTALAR M ELLYA R *0 ‘c *C £
*Q ‘0 Hledseis®l HTe34284°1 HT+3Av6L4°1 *0 *C °0 2
*0 ‘0 *0 ‘0 *C ‘c *C MY 1
e ONVINL L ONVIN¥L S ONVINL 1 ONVIat Y INVI AL 13 ONVIdL 14 ONvI Ay 1 ONVI¥L GNVE

¢ 3INV1d 804 (2D pde IIS/SUININY 3Lv¥ 3D¥N0S NOISSIA

"0 Y
*0 €
0 2
c 1
9NVl 2L € 9nvIdl aNvE
-0 .0 -0 0 0 o % 0
°C 'O €1s36u8uce ET+3R95GtS £1+435584°6 0 *c C £
‘0 "0 £1436v8%°¢ £1+43R965"s ET+3GHBH ¢ 0 *0 ¢ 2
0 0 ‘0 0 o c *0 0 1
8 ONVIZL L ONVINL 9 oNvI¥l ¢ onvidl % 9NvIal € ONVINL ¢ SNVIWL T ONvI¥l GNYE

T 3nV3d ¥Cd (D02 3¢ J3S/SLA3NY 31ve 32¥N0S NCISSTY

ET+32200°1 L4
€ls328€0° T 2
Ele3Lrenc1 F4
ET422008"1 1

ONVI dl ¢ ShNYIXL CNve

E1e362T2°1 (AR FIAL RN H14 316991 H143T216%¢ 514323961 Y4366 HET tledcilL 1 £1+32200°1 &
»1+31062°T bledgends g 214356260 H1436609°9 LA R LY R ST14366000¢E HledlceL 1 ET1e525Er°T 3
»1+31062"1 ST1436€36%¢ S1+3%€c6"G H1446609°G LARE LT AR Hledgbro® Slealusal®l Ll+328Er° 1 4
E14362TL°1 ble46gu9° 1 LA EFALLAN LAREL FA TR F1+a290c01 Sl 20 G T Eleazuclll El1+:0ick"1 1

50



TS

3 0.
4 0.

FISSION SQURCE RATE (NEUTS/SEL PER CC) FOR PLANE &

3AND TRIANG 1 TR IANG 2 TRIANG 3 TRIANG 4 TRIANG 5 1RIANG 6 TRIANG 7 TRIANG

1 0. Do Je 0. 0. 0. G 0.

2 b De Js 9.4345E+13 9.5968E+13 9448455413 Q. 0.

3 J. Te G. J.4B45E*L3 3.5568E¢13 9+4845E+13 Q. 0.

4 b J. 0. kD 0. 0. Q. 0.
8AND TRIANG 9 TR IANG

1 Q.

2 0.

3 ('

4 0.

POWER DENSITY (W/CC) FOR PLANE 1

BAND TRIANG 1 TR IANG 2 TRIANG 3 TRIANG 4 TRIANG 5 TRIANG 6 TRIANG 7 TRIANG
1 0. 0. O. 0. 0. 0. 0. 0.
2 G e 'R 3.7671E 402 3.7720€+02 3.7671E402 0. 0.
3 0. J. Q. 3.7671E¢+02 3.7720E+02 3.7671E+02 0. Q.
4 0. e Q. 0. 0. 0. G 0.
8 AND TRIANG 3 TR IANG
1 Je
2 [N
3 0.
4 0.

POWER DENSITY (wW/CC) FIR PLANE 2

3AND TRIANG i TR IANG ? TRIANG 3 TRIANG 4 TR1ANG 5 TRIANG 6 TRIANG 7 TRIANG
1 J. 0. 0. 0. 0. 0. 0. 0.
2 0. 0. J. 6.2579E+02 6.2483E¢02 6.2579E 432 O 0.
3 0. J. J. 6.2579E¢02 6.2483E+02 5,2579c+02 0. 0.
4 0. 0. 0. 0. 0. 0. Q. 0.
3 AND TRIANG ’ TR IANG
1 0.
2 Je
3 b
4 D

POWER DENSITY (4/.C) Fi12 PLANT 3

JAND FRLANG 1 T2 IANG ? TRIANG 3 TRIANG 4 TRIANG 5 TRIANG b T1aANG 7 TRIANG




[4]

S WM e

BAND

S W

PORER

BAND

W

8AND

£ W N

FILE

QuTPUY
INPUT

OMPONE
RTFLUX

TOTALS

Je T
RN Yo
Ne bR
[ Ja
TRIANG 3 TR1ANG
0.
J.
T
Qe
DENSITY (4/7CC) FJQ PLANE
TRIANS 1 TRIANG
0. 0.
0. e
Q. 0.
0. e
TREANG 9 TRIANG
0.
0.
Qs
0.
1/2 TIME (MICROSEC)
55430
48875
905341
99255
1136401

4

2

READS

—_. N

£

TRIANG

Ou
Je
Je
0.

NRITE

S

[l RN

<

J.
6e2979F 402
522979402
.

TRIANG 4

O
3.7671E+02
3.7471E+02
0.

O
$.241940+02
5.24848E¢02
0.

TRIANG 5

0.
347720k +02
3.7720E+02
0.

0.
642979C 492
6e2279E 402
Q.

TRIANG L]

0.
3.7671€+)2
3.7671E+92
0.

Js
0.
O,
0.

TRIANG 7

Q.
[N
0.
Q.

s
O.
D
0.

TRIANG 8

Q.
o
0.
J.



€S

CASE PROCESSED 3Y THREETRANIHEX,2) COOE JF 07/06/77 IN  07/17/79
5600 MAXLRD LCM ADJUSTMENT {=~1/0/N NONE/CURRENT/USE VALUE)

TEST PROBLEN FOR MANUAL K-EFFECTIVE CALCULATION

THIS IS Pl SCATTER WITH POWER & FISSION SOURCE RATE PRINT
SAWTOODTH RECTANGLE INPUT GEIMETRY

ISTGP=2 FOR STORAGE INFORMATINN ONLY

T1EVT
ISTART
ISN

IT

3T

KM

[l i I o =

IGED
IQrv
188
137
134
13F

ocooOo-H

I1GM
IsCr
HT

} 801
THH
LINMIT

-

0000 O NS V- W

IFIL
[3aL
1Q0PT
IFQPT
10UY
KPRINT

KFSR
ISyap
NPRT
KPuWd

Y

1.000£-03 EPS
=1.000E+20 NORY

6.000E+01 DTIME

24771E+401 X3ASE

PROBL €M TYPE O/1/2s53URCE/X EFFECTIVE/SOURCE PLUS FISSION

07172 «INITIAL PRJSLEM/RESTARY FROM PERIODIC DUMP/RESTART FROM FINAL DUMP
SN JRDER (LIMITED T3 2,4,6s IR B8)

NUMBER OF TRTIANGLES PER 3AND

NUMBER OF RBANDS PER PLANE

NUMBER JF Z-DIRECTION CJIARSE MESH ZONES

X-Y PLANE SHAPE 071 = PARALLELOGRAM/RECTANGLE

TERMINATINN N3TION 3/1/72 EXTRAPOLATED K/ FISSION SOURCE RAYE/ FISSION SOURCE RATE AND FLUXES
BOTTON Y=-DIMENSION SIUNDARY CONDITION 0/1/23vACUUM/REFLECTING/180-DEG. RITATIONAL

TOP Y=-DIMENSTIN BOUNDARY CONDITION O (VACUUM) ONLY

BACK Z-DIMENSIIN SOUNDARY CONDITION 0/1e«VACUUM/REFLECTING

FRONT 2-DIMENSION BOUNDARY CONOITION O/1=VACUUM/REFLECTING

NUMBER JF ENERGY GROUPS

LEGENDRE OJ2DER OF SCATTERING 0/1

TOTAL MUM3ER OF MACRD CR0SS SECTION SETS

0% OF TOTaL CROSS SECTION IN CRISS SECTION TASLE
LAST RJIW QOF CRNSS SECTION TABLE

MAX NUMBER OF INNER ITERATIONS ALLOWED PER GROUP

NEGATIVE FLUX FIXUP 0/1aNO/YES STRONGLY RECOMMEND ND F1XUP

REBALANCE INNER ITERATION ACCELERATION O/1=YES/ND

FIXED SOURCE INPUT JIATION (IEVT=) OR 2 ONLY) 0/1/2/3 =NONE/CARDS/FIXSRC VERS III/FIXSRC VERS [Iv
SCALAR FLUX INPUT OPTION ©0/1/2 = NOME/RTFLUX VERS III/RYFLUX VERS Iv

QUTPYT FORM  O/1aPRINT/FICHE

FINAL SCALAR FLUX PRINT OPTION =~1/0/N=ALL/NONE/NO. 3F PLANES

FINAL FISSINN SOURCE RATE PRINT BY MESH POINT OPTION 0/1=NO/YES

0/1/2 * FXECUTF PROBLFM/PRICESS INPUT INLY/DETERMINE STORAGE REQUIREMENTS ONLY
PRINT OPTION 2/ 1zMINI/MAXI

FINAL POWER DENSITY PRINT BY MESH POUINT OPTION 0/1 = NO/YES

OUTER ITERATIIN (IVERALL PROSLEM) CONVERGENCE CRITERION

HORMALIZATION FACTOR (IN MEGAWATTS IF 4LTa0us NOT USED IF 0.0 5 IN NEUTS/SEC IF .GT.04)
RESTART OUMP TAKEN AFTFR DTIME SECONDS AND PROJLEM HALTED

OVERALL PROSLEM X-LENGTH IN CM. (LENGTH OF SIDE OF TRIANGLE MESH-CELL = 2#XBASE/(IT-IGEQ) 1} .

0. EPF ENERGY (MEV) PER FISSION {(DEFAULT2215.0)
INPUT INT. PER I MESH 1 .
ALL ENTRIES » 4
TERREB AR BN R AP AR AR RS R kRN B RR R RN RS S TARAGE I NF O R"MTATTIONRN IR A3 RS SRR R R R R R AR RN R R S
SHMALL CORE (SCM) REQUIRED = 18773 MAXIMUM LCH ALLOWED = 5800
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APPENDIX C
QUADRATURE SETS USED 1N THREETRAN (hex,z)

The quadrature sets used in THREETRAM are the SN built-in quadrature sets of
TWOTRAN-IIS. The sets possess complete (j,n,£) symmetry with the quadrature or-
dinates constrained to be on (i,n,£) levels. Here p,n and § are the x,y and z

direction cosines, respectively.

The following moments can be defined over a single octant of the unit sphere

1 n/2

I dﬁg dop*n?,
0 0

po= Vl-§2 *cosB, n= Vq:gi_'- sin®
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The SN set integrates the MOO’ Mll’ and MOZ (diffusion condition) mowents exactly

on an octant.
The number of quadrature points per octant is given by n(n+2)/8 where n is

the quadrature order. The code contains the SZ’ SA’ S6’ and 88 quadrature sets.
Values of u,n, and £ for the principle octant along with quadrature weights are

indicated below for these four sets.

M n ¢ Weight, W
Point,m m m m m
S2 1 0.577 350 27 My Hy 0.125
1 0.301 638 78 Hy My 0.041 666 67
54 H My Hy ¥y
3 0.904 449 05 Hq Hy w1
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M n £ Weight, W
Point,m m m m m
1 0.230 091 94 u6 “1 0.021 180 82
2 by M, M,  0.020 485 85
56 3 My Hq He ¥
4 0.688 134 32 M, by W,
3 My Hy My Wy
6 0.945 576 76 iy by W,
1 0.192 327 47 Mo u,  0.014 598 56
2 Hy Mg Mg 0.011 656 90
3 My Hg Mg ¥,
4 Hy My 10 ¥
Sg 5 0.577 350 27 Mg My W,
6 Mg Hg Ky 0.011 262 90
7 Hg My Hg Wy
8 0.793 521 78 s o W,
? Hg Hy Hs ¥,
10 0.962 299 48 My My W,

Notice that the arrangement of points is such that 61>62>....6N. This

ordering is required by the sweeping routines ISWP1 and ISWP2 of the code.
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