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PART 1

General Introduction to the

MORSE Code System
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1.1 INTRODUCTION

The MORSEL-4 Code System lLas been in continuous use for several
years now and has subsequently undergone much revision. In addition to
this, its development has continued; and its applications have expanded
into new areas requiring development of additional computer programs.
Because the documentation of the varicus modules of MORSE is scattered
through several reports and because ofgtée numerous revisions required
to get this documentation up—to—da:e,ior the current versions of routines,
it was decided to write one complete report describing all aspects of
the MURSE system and related computer codes. As might be expected, this
report draws heavily from the previous reports. All information necessary
to use these ccdes is consolidated into one report. There zre sections
containing descriptions of the MORSE and PICTURE? codes, finput descriptions,
sample problems, derivations of the physical equations and explanations
of the various error messages. This report attempts’ to document the
IBM-360, UNIVAC-1108 and CDC-6600 versions of MORSE éud its auxiliary
codes. Most options are available on all three machines, but some are
not because one or more of the machines does hot have some particular
capabilitv. It is expected that some of the parts being“published now
will be expanded, in particular, the szmple problem notebook in Part 3
will have additional examples to illustrate more of the options available.
Additional parts such as a manual for DOMINO® and a description of the
collision density fiuence estimator7 which is included in the basic MORSE
on the UNTVAC machine will also be édded. Because time was at a premium,
no attempt was made to update flow charts and include them. Users may
refer to the previous reports (see refs. 1-4 on page 1.2-1), but should

keep in mind that some of the charts are out of date:
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This report will describe only the MORSE with combinatorial
geometry (CG) and not theIOSR-type geometries which are no longer
maintained in MORSE. This decision was made because CG will handle
all types of geometries expeditiously and because it is quite cumbersome
to maintain multiple versions of a code as large and complicated as
MORSE.

It is worth noting at this point that the MORSE with combinatorial

geometry does not always prciuce the same randoam number sequence when

a job is restarted at some intermediate point. This results from the
fact that this geumetry package has a "memory" -~ i.e. it uses a table
look-up rather than a re~calculation when the same path is encountered.
All OS5R-type geometries calculated the path each time and, therefore,
repeated random number sequences.

The format of this documentation is suchvthat updates, deletions and
additions should be easily done. Each "part" is like a separate report
because it contains its own table of contents and references and its pages

are numbered beginning with 1.
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3.1 INTRODUCTION

In order to illustrate the use of the computer codes documented in
other parts of this report, a set of sample problems is being assembled.
These problems should give potential users some insight into the various
applications of these codes as well as Indicating how to set up certain

types of problems. This part of the report will be supplemented with

additional problems from time to time.
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3.2 MORSE Sample Problem #1

The fast-neutron fluence at several radial distances is calculated
by MORSE for a point, isotropic, fission source in an infinite medium of
air. The air was assumed to be made up of only oxygen and nitrogen with
a total density of 1.29 g/%. The combinatorial geometry package (CG)
was used to describe the concentric spherical shells of air surrounding
the point source. Although the entire medium was air, the geometry medium
numbers alternate between each of the shells for use with the bourdary-
crossing estinator.T This estimator requires that each detector lie on
a boundary sceparating two media. The cross sections for air used in this
calculation were for 22 neutron groups with five Legendre coefficients
used for the angular expansion. Only the top 13 neutron groups were
analyzed. The jsroup structure with the corresponding fraction of particles
emitted in each grcup is given in Table 3.1, Spiitting, Russian roulette,
and path length stretching were also implemented. Input data is listed
in Table 3.2. The output listing follows.

For this problem, the standard S@URCE is used, and BANKR is
modified vo call SDATA and BDRYX during the particle walk. SDATA is a
routine for analysis of uncollided fluence, and BDRYX is for analysis
of ali boundary crossings (equivalent to path length/unit volume).

(See Part 4, Section 4.6.4)

tSee Part 4, Section 4.5.3, pg. 4.5-28.
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Table 3.1. Fission Spectrum in 14-Group Structure

Group No. Energy Limits (MeV) Fraction of Source Neutrons
1 S 15.0-12.21 1.5579(-4)2
2 12.21-10.0 8.9338(-4)
3 | 10.0-8.187 3.4786(-~3)
4  8.187-6.36 1.3903(-2)
5 © 6.36-4.966 3.4557(-2)
6 , 4.966-4.066 3.5047(-2)
7 4.066-3.012 1.0724(-1)
8 3.012-2.466 8.3963(-2)
9 2.466—2.350 2.3186(-2)

10 2.350-1.827 1.2030(-1)
11 1.827-1.108 2,1803(-1)
12 l 1.108-0.5502 1.9837(-1)
13 0.5502-0.1111 1.4036(-1)
14 0.1111-0.3355 1.5489(-2)

8Read as 1.5579 x 1074
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Table 3.2.
MORSE SAMPLE PROBLEM POINT FISSION SOURCE IN AIR

Listing of Input Cards for MJRSE Sample Problem #1

L 200 400 10 1 13 [+] 22 22 ) [+] L 1 ]
i 0 14 0 01.0 0.0 0.0 1.0 2.2 +5
. 0.0 0.0 0.0 0.0 0.0 0.0 0.0
i 1.5579 —& 8.9338 —4 3.4T66 —3 143903 =2 3.4557 ~2 3.,5047 -2 1.072¢ ~1
P 8.8963 =2 2.3186 —2 1.2030 -1 2.1803 =1 1.9837 ~1 1.4036 ~1 1.5689 -2
1.5000 7 1.2214 ¢7 1.0000 #7 8.1873 ¢6 5.3600 ¢6 4.9658 ¢6 4.0657 +6
3.0119 +6 2.4659 +6 2.3500 +6 1.8268 ¢6 1.1080 ¢6 5.5020 +5 1.1109 5
3.3546 +3 5.8294 +2 1.0130 ¢2 2.9020 ¢1 1.0677 ¢l 3.0590 +1 1.1253 +1
4.1400 -1
J00035FAT31A
1 1 1 (/] o 1 13
0 0 0 0 0 01.0 +¢0L 2,0 =02 1.0 =01 5.0 -1
-1
0 o 0 0
0 0 SAMPLE PROB. 1 FOR MOR SE
$PH 0. 0. 0. 3.0E 3
SPH 0. C. Je 5.0 ¢3
SPH 0. C. 0. T5E +3
SPH 0. 0. Qs 1.0E +4
SPH 0. Qe 0. 1.5E ¢4
SPH 0. 0. 0. 2.0 +4
SPH 0. Oa 0. 3.0E *4
SPH 0. 0. 0. 6.0E ¢4
SPH 0. 0. C. 7.0C ¢4
SPH 0. 0. Ge 9.0 +4
SPH 0. 0. 0. 1.2€ +5
SPH 0. 0. 0. 1.5 ¢5
SPH C. 0. 0. 1.0E ¢6
SPH 0. 0. C. 1.0E +7
END
AlR +1
AIR +2 -1
AIR *3 -2
AIR +6 -3
AIR +5 -4
: AIR +6 -5
AIR +7 -6
: AIR +8 -7
: AIR +9 -8
. AIR +10 -9
AIR +11 -10
: AIR *12 -11
AIR +13 -12
: AIR 14 ~-13
; END : .
i 1 1 1 1 ) § 1 1 1 i 1 1 1 1 1
1 2 1 2 1 2 1 2 L 2 1 2 1 0
22 GROUP AIR CROSS SECTIONS —— PS —— DENSITY = 1.29 G/L
; 22 22 0 0 22 25 4 1 1 1 6 3 0
: 0 o 0 (0] o 0 ‘0. 0 1] 0 0
; 0 #12031- 9 0 ¢  0¢ 0 0 #702¢7~ 9 O ¢22067- 921Re 0¢ 0 0 #11281- 9
0« 0¢ 0 O 65243~ 9 O +21194- 9 0 #14055- 920R+ 0+ 0 0 +10355- 9
! 0« D¢+ 0 0 ¢57910- 9 0 -#15527- 9 @ ¢14377- 9 O +31171-1019Re 0+ 0
H 0 +92492-10 0 ¢ 00 0 0 ¢57436~ 9 0 ¢23966~ 9 O 416100~ 9 0 ¢32754-10
b 0 +29281-1018R+ O+ 0 O #S0745-10 0 ¢ . Or O O #63100—- 9 O +270823- 9
H 0 #19310- 9 0 +16113-10 0 #23152~10 O +34496-LO0L TR+ 0+ 0 0 ¢+l&b21- 9
0+ O¢ O O #+72884 9 0 +2S980- 9 0 #22082- 9 0 +70348~11 O +13142-1C
0 +21940-10 O +25880~1016R ¢ "0+ O O +13259- 9 0 ¢ 0% 0 O +86261- 9
0 442031~ 9 O ¢2769F 9 0 ¢28517-10 O ¢97520-41 O ¢19957~10 O ¢33094-10

CARD B
CARD C
CARD O
CAEQS
CARDS
CARDS
CARDS
CARDS
CARDS

TN TTMMmM

CARD 1
CARDS J

CAROD L

ODNONS WA -

RPN
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Table 3.2 (continued)

0 +32588-1015R+ O¢ 0 0 ¢7G810~10 O ¢ 0 0 0 *62171- 9 O #23374- 9 10
D +26782~ 9 0 ¢52500-15 0 +22719-11 O ¢56244-L1 O ¢14450-10 0 ¢17795-10 11
0 +#17006~1014R¢ 0¢ 0 O #33771-10 O + 0¢ 0 O ¢53538- 9 0 +75580-10 12
0 #88161-10 0 ¢31414-10 O +38131-13 0 ¢63938-12 0 «12152-11 0 +29969-11 13
0 #37520-11 O #35440-1113R¢ O+ 0 O #36572~10 O ¢ 0% 0 O +74575- 9 14
0 +35996~ 9 O +41220- 9 0 #2281 7 9 0 ¢79882-11 O ¢86728-12 0 «28782-11 15
0 +56518-11 0 ¢22246~10 O +16442-10 0 +15359-1 01 2R+ 0t 0 0 ¢26696-10 16
0 ¢ O+ O O ¢10111- 8 O +72009~ 9 0 #36923~ 9 0 #138268-10 0 ¢ 0e¢ O 17
0 ¢28461-12 O +25686~11 0 ¢37451-11 0 ¢S5473-11 O ¢20771-10 O +19773-10 18
0 +13079-1011R¢ 0¢ 0 0 ¢13894-10 0 » Or 0 O ¢10127~ 3 O +80896- 9 19
0 +26435- 9 3R+ 0¢ O O ¢11923~11 O ¢16928=-1L1 0 42241011 O +74300-11 20
0 «71270-11 0 +10911-10 O ¢97580-111QR¢ 0r 0 O #23108-11 C ¢ (X 1] 21
0 +15950- 8 O +146549~ 8 0 ¢1899]1- 9 3Re Or 0 O +60646-12 0 +97578-12 22
0 +691T78-12 O #89141-12 0 +31607-11 0 ¢#23569-11 0 +40836-11 O #35%18-11 23
9Re¢ 0¢ O 0 ¢56899-12 0 » 0 0 O 27466~ 8 0 +26402—- 8 O ¢13777- 9 24
4R+ 0¢ 0 0 #24320-12 0 ¢5067T2-13 0 ¢35006-13 0 +464416-13 O +10237-12 25
0 #11424-12 0 ¢19655~12 C +17135-12 8ke Or 0 0 #27307-11 0 + 0+ 0 26
0 +35854— 8 0 ¢33087 8 0 +10590- 9 5Re Or O 0 +53689-15 0 #61250-16 27
0 +64470-16 0 +57069-16 0 +99544~16 0 +15180-1L5 O ¢27607-15 0 ¢24655-15 28
TR+ 0¢ O O +70094~11 0 + Or O O #38206- 8 0 #35239- 8 0 27393~ 9 29
6R¢ O+ O O ¢39690~16 C ¢38084-17 0 ¢19365-17 O +23157-17 O +28545-17 30
0 +11206~16 0 +20683~16 O ¢+16798-16 O6R¢ Ot O 0O +14998-10 0 ¢ ¢ 0 3)
U +39881- 8 0 ¢35523- 8 0 ¢2E970- 9L3R+ Or O O +23$85-21 0 ¢11837-19 32
SR+ 0¢# 0 0 2634310 0 ¢ Or 0 0 ¢40234- 8 0 ¢34704- 8 0 +42379- 9 33
14R¢ 0+ 0 O ¢#59279-22 0 +24502-20 4Rk¢ Or QO 0O +46455-10 0 + o+ 0 34
0 #40905— 8 0 ¢36293 8 0 #52676~ 916K+ Or 0O 0 ¢40565-21 Ske 0+ 0 35
0 +81039~1C 0 ¢ Ot 0 O 41602~ B8 0 +35628- 8 0 +41478- 920R+ 0+ 0 36
0 +13300- 9 0 » O¢# O O 42106~ 8 0 ¢#35798- 8 0 +51629—~ 923Re 0o¢ O 37
0 ¢57542- 9 0 + O+ O 0 446612~ 8 0 ¢#40818- 8 0 +49769— 920R+ 0+ 0 38
2R+ 0¢ O 0 «70247- 9 0 ¢55366~ 923Re Or 0 O +65243- 9 0 +51812- 9 1
0 +28039-1022R+ O+ 0 O 57910~ 9 O ¢46511- 9 0 ¢82529-12 0 -34105-10 2
21R+ O¢ O O 57436~ 9 0 +52074~ S 0 =5591L0-10 0 -335645-1021R¢ O* O 3
D 63100~ 9 0 +56259- 9 0 ~95744~10 0 -394L1-1121R+ O¢ 0 0 #72884~ 9 L3
0 ¢67834- 9 0 -16134~ 9 0 -86327+1121Re Or O O +86261—- 9 0 ¢75179~ % S
G -17914- 9 0 ~68B136-102\R+ Ot 0 0 ¢62174—- 9 0 #46303- 9 0 —-30410- 9 [
22R + 0¢ C O 53538~ 9 0 ¢20210- 9 O #67313-1L0 O ~-T7370-1021R+ 0+ 0 7
0 74575~ S O +57669 9 () ¢+84142-10 0 -29471- 9 0 —22037-1020Re 0+ 2 8
0 +10111- 8 C 4646755 9 ) -25951- 9 0 =38164-L021Re g¢ 0 O +10127~ 8 9
0 +42570~ 9 0 ~23334~ 922R¢ Ot O O ¢15950~ 8 O +36¥93~ 9 0O -13650~ 9 10
22R+ Ot O O 427466~ 8 0 +4713T70- 9 0 ~12684— 922Re O¢ 0 0 +35854~ ¢ - 11
0 +76560- 9 0 -95901-1022R+ 0+ O O ¢38206- 8 0 +#81388- 9 0 -24833-9 L2
22R+ O+ O O ¢39881- 8 0 ¢55671- 9 0 -26278~ 922K+ 0+ 0 O +60234~- 8 13
0 +10563- 8 0 -38215 4Y922Re O+ 0 O *60905- 8 0 +96174~ 9 0 7822~ 9 14
22R+ O+ 0 0 #41602~- ¢ 0 +10593 8 0 -37673- 922Re 0¢ 0 0 +62106- 8 15
0 +10270- 8 0 —46872- 922R+ 0Oy O U ¢+66612- 8 0 + 08 0 0 45480~ 9 16
20R+ O+ O 17
2R+ O+ O O 70247 9 0 +6S107- 923R¢ Or 0 O #65263~ 9 Q +62392- 9 |3
0 -T72000-1022R+ 0 0 0 +57910- S O ¢54463~ 9 0 ~T78847-10 O +40544~10 2
21R ¢ O¢ O O 57436~ 9 0 ¢56525 9 0 -69713-10 O +38568-1021Ke. [+ L 2N +] 3
0 +63i100- 9 0 +54019- 9 0 -4C874 10 0 +56019-1L121Re O+ O O ¢72884- 9 4
0 +696T8~ 9 0 ~17789-10 0 +11990~102iR¢ Or O O ¢86261= 9 0 +74494- 9 5
0 +15360— 9.0 +76303-1021R+ . Ot 0 0 #62171l= 9 0 +34577- G O 421974 9 ]
22R+ O¢ 0 0 453538~ G 0 426501~ 9 0 ~44031-10 O +64248-~1021R¢ 0+ 0 7
0 ¢74575- 9 O 28015 Q9 0 —15857- 9 0 +43965~10 O ¢3091i-1020R+ Oe¢ O 8
0 +10111~ 8 O +40335 9 0 -77993-1%i O +53567-1 021 R+ 0+ O O #1027~ & 9
C 22675~ 9 O +98275-102R+ Or ) 0 #15950~ 8 O +13766- 9 U -31135-10 10
22R+ Ot O O +2T7466~ 6 0O ¢48445-10 0 -20203~- 1022 Re O¢ 0 O #35854~ 8 11
0 +75791-10 0 -90808~1122R+ C* O 0 ¢#38206~ 8 O +80502-10 0 -23240~-10 12
22R+ O¢ O O #39881- 8 0 #93603-10 0 -24438-1022R+ 0r 0 0 +40234- 8 i3
0 +10285- 9 0 -35087-1022R+ O ¢40905- 8 0 +93964-10 0 —43949-10 i

o+ 0




Table 3.2 (continued)

22R+ 0¢# 0 O ¢41602- 8 0 10258
0 +10426~ 9 0 -42212-1022R+ [+ 3
20R+ 0e¢ ©

2R+ 0¢ 0 0 +70247 9 0 +70321~
0 +13849-1022R¢ O¢ O O ¢57910-
21R¢ Ot 0 0 ¢57436~ 9 0 #5468C~

0 +63100- 9

0 +54800~- 9 +51915-10 0 ~12584-1021Re
0 -76147-10 -54466~1021R+ o+ 00
22R¢ as O +53538- 9 0 +251l& 9

0 +74575~ 9 +10308~ 9 0 ~12354- 9

[+]
c
o
c
]
0 +10i1l- 8 0
0 #96616-11 O ~57384~102R+ [V
223+ 0+ 0 0
0 -40830-10 0
22R+ 0+ 00
0 -41300-10 0
223+ o+ 0 0
0 —-24206~-10 0
20R+ 0o+ 0

-22594-112R ¢ 047
-88£>0-1122R+ Ce

-11908-.022R+ [+ 4

2R+ O¢ O O #+70247- 9 C +63319 923Re

0
[}
[1]
]
+27466~ 8 0 ~2945310 0
[
0
0
0

3.2-5
9 0 -34279-L022R* O¢ 0 O 42126~ 8
00 ¢666l2- 8 0 ¢ 06 0 0 -34698-10

923R ¢ 0> 0 0 #65263~ 9 0 62536~ 9

90
%0

47578~ 9 0 +69583310 0 ~61L050-1121R¢

+19170- 9 0 -4456%-10

0
[}

+39881- 0 -43381~10

0

+41602- 8 0 ~4179610

00

¢564199- 9 0 +29572-10 0 -34172-1C
¢50026-10 0 ~30256-1021Re 24
O+ 0 0 +72884-
Or O O +86261— 9 0 +54971~
¢62171L~ 9 O ¢18010~- 9 0 -L0531-
-43162-10 0 -55490-1021R+ O«
-27625-1Q 0 =32964—-i020R¢ O+
~570L5-L021 R+ 0+ 0 0 #10127-
#15950- 8 3 #14942-10 0 ~17019~10
~1l1580~-1122Re 0+ 0 0. +356854— 8
¢338206~ 8 0 —43758-10 O -57987-11
~6L287-1122R¢ 0t 0 0 *40234- 8
¢409G5- 8 0 -44037-10 0 -li322-10

[}

0

0

[ X-X-R-X XN

~92138-1122R+. - O+ 0 O ¢42136- 8
+66612- 8 U ¢+ o0& 0 -19669-10

06 O O +65243~ 9 +56598- 9

0 +79906-102R+ G¢ 0 O +5791C- 9 0 +#47662—- 9 0 +85919-10 0 ¢23298-10
21Re O+ O 0 +57436~ 9 O +4i757- 9 0 ¢99751-10 O #18275-1021R+ 0¢ 0

0 +63100~ 9

[+]
0 +33677- 9 O ~65477-10 O +10656- LO2IRY
0 -99578~10 O +21930-1021R+ o+ 00
22R+ O+ O 0 +53538- 9 0 +17702 9 @
O ¢74575~ 9 0 +4728410 0 ~20232- 9 0
O +10111- € 0 +73559-10 0 -79020-11 0
0 +10166~1C 0O ~44963~-1022R + G+ GO
22R¢ 0+ G O 227466~ 8 O +83113-10 0
0 ¢75510-10 0 +52996~1122R¢ 0+ C O
22Re 0+ O O +#39881~- 8 0 +78252-10 0
0 +73370-10 0 +21203-102R+ o+t 00
22R¢+ 0+ 0 O +41602- 8 0 +74416-10 0

0

0 +16455~ 9 +26766-1022R ¢ Ce

20R¢ 0+ 0

2R¢ 0¢ 0 O +70247- 9 O +48470- S23R¢+

+31740- 9 ¢ +50361-10 0 ¢54739-1.218¢

o0

Ut O 0 +72884—- 9
OF 0 O +86261— 9 0 +22392~- 9
¢62071- 9 0 ¢99323-10 0 -63973-10
~63943-10 O #15008-1021R¢+ o+ 0
#51367-10 O +28373~1020R¢ o+ O
$c9040-1 Q21 Re 0« 0 0 +10127- 8
«15950- 8 0 +93520-11 0 -6%i75-~11
$22143-11226R C+ O 0 +35856~ 8
#38206~ 8 0 +«B80679-1C C +13709-10
¢14581-1C22Re 0¢ 0 0 +40234~ 3

0 +26730-10

0 +42106~ 8

0 +41574-10

$40905- 8 0 +79796-10
+21278~L 322 Re 0+ 0
t46612- 8 O + C& 0

Oor N O +65243~ 9 0 +42755- 9

0 -37301-1022R ¢ O+ 0 O +57910- 9 0 #32130- 9 0 -5598.~10 0 -15807-10
21R+ O0¢ 0 O +57436~ 9 0 +19516- 9 0 -817¢0-10 © ~11315-1021R+ Q¢ O
0 +63100~ 9 O #10832- 9 0 —13409- 9 0 -40247-1121 K+ 0¢ 0 O ¢72684~ 9
0 +11598~ 9 0 -21523~10 0 -71699-1121R» Or 0 0 #3626'— 9 0 ¢67571-10
G —67094~10 0 +7T8990-1221R+ O+ 0 0 ¢62171- 9 0 +40592~20 0 —-16550~10
22R¢ C¢ G O +53538~ 9 O +78886-10 Q0 -36437-10 0 +11706~-1021Re 0+ 0O
0 ¢T74575— 9 0 +61549-11 0 ~60885-10 0 ¢22532-10 0 -19893-1020R¢ 0+ 0
3 #10111- 8 0 +10090-10 0 -14215~-10 0 -33189-1021R~+ 0+ 0 0 ¢10127- 8
0 =29733-11 0 -229716-1022R ¢ O+ 0 0 +15950- B 0 ~10402~10 O ~184B6-11
23Re O+ O 0 #27466~ 8 0 ~75968-10 0 ~202+2-L12CRe O¢ O 0 #35854~ 8
0 -97342-10 0 -11584-1022R+ O+ 0 O #38206~ 8 0 ~10617- 9 0 -30083-10
22R+ 0t O O #3988k~ 8 0 —S5899-10 0 -3L970-1 GI2R* 0+ 0 0 40234~ 8
0 -85091-10 0 ~46541-102R+ Or G 0 +60905~ 8 0 —99314~-10 0 -58362-10
22R+ 0¢ 0 0 +51602- 8 0 -89912-10 0 ~406163-LJ22R+ 0¢ 0 0 +42106- 8
0 -46088-10 0 -57320-1022R+ O 0 0 #406612- 8 0 +° 0& 0 0 ~88991~10

20R+ [+L 1]
1 -1 l.16
SAMBO ANALYSIS INPUT DATA

(1] ] ] o] | §
O. 0. 1.0E+4
0. Oe 2.0E+4
0. o. 3.0E +4

[ [
QOVENCVMILNE~NOWN

- g o
WS W N

- -
COV@NIGVPIUWN~




TR

3.2-6
Table 3.2 (continued)
0. O. 6.CE+4
Ca 0. T« 0E+4
0. 0. Q.0E+4
0. 0. 12.0E+4
BLANK CARD
4 Pl Re¢2 FLUENCE
1.0 1.0 1.0 1.0 i.0 1.0
1.0 1.¢ 1.0  le0 L. 0 1.0
N 1-0 lo\’ l.O l.O l.O 1.0
1.0
$55588558583 MOASE SANPLE PROBLEM #8350ssusssvssssss

1.0 CARDS 0D
1.6
l.o




3.2-7

MORSE SAMPLE PRODL EM POINT FISSICN SOURCE IN AIR
THES CASE MAS BEGUN OR THURSDAY. AUGUST 22. 1976

NSTRT NMOST NITS NJUIT NGPQTN NGPQTG NG P
200 400 10 i 13 4] 22
ISOUR  NGPFS  IS3IAS MISTRY EBOTN

] . X o 1.0000 00 0.0
XSTRY YSWY AGSTRY

ZSTIRT
[}

0.0 0.0

DOF IS DIFFERENY FROM MYSTRTY, DOF = 0.98451€ 00

SIURCE DA YA
GROUP UNNORMAL IZED NORMALIZED
FRACYION FRACTION
1 1.55796- 04 €. 000158
2 8.9338F- 04 0. 600907
3 3.4786E-03 0.003533
4 1.3903602 C.Clelz2
L 3.45576-02 G. 035302
[ 3.50476-02 0. 035599
7 1.0724E-01 C. 108930
8 B.&% 63E-02 €. 050365
° 2.3186€-02 0.023551
10 1.2030E- 0L G.122196
11 2.1 8036~ 01 0. 221466
12 1.9637€-01 CG. 201496
i3 1. 4036£-01 0. 142572
14 1.54896-02 0.0
TOTAL [.99976-01

GROUP PARAMET ERS. GROUP NUMBERS GREATER THAN

GROUP UPPER EDGE VELOC{ TY
LEVY {CR/SECH

1 1.5000€ 07 5.10165 09
2 1.2214€ 07 4.60%1E 29
3 1.0000€ 07 4.17C5€ 09
4 841873E 08 3.7299 09
5 5,3000€ 06 3.2911¢€ 09
& 4.9658E 06 L9369 09
7 4.0657€ G6 2.8017¢6 C9
8 3.0119€ 06 2.28888 09
9 2.4659€ 06 2.1461F 09
| 2] 2.3%0CE G6 1.9986€ 09
11 1.8268%5 06 1.6753 09
12 1.1080E 06 1.2553€ 09
13 5.5020€ 05 1.9525€ 08
14 1.1109€ 05 3.30€3E o8
is 3.3546¢t 03 6.1365¢ 017
16 5.8294E 02 2.5581€ 07
17 1.0130E 02 1.1164€ 07
18 2.9020€ 01 6.1615€ 06
19 1.067T7€ 01 6.2822¢ 06
20 3.0%90€ O1 6.32%6E Ob
21 1.1253€E Ot 3.3403 Oe6
22 4.14006~-01 2.20006 05

INITIAL RANDOM NUMBER = Q0003SFAT31A

NSPLYs 1 NKILLe NPAST= | MOLEAKS @

WEIGHT STANDARDS FOR SPLITTYING ANO RUSSIAN ROULEYTE AND

NGPY1 NODG NGP2 WRGL NDRG NRG2 WTHIML WYLCwl
[} 0 o [ [\] 0 1.0000¢ Of 1.0000€-02
NOUR= C HFISTP=s O NKCALL= O NORKF= O

LEGIAS» U

NMIG NCOLTP TAQIR  MNAXTIH MEOTA - MEDALD
22 4] 4] 5.00 1 [}
[1:Te 43 rwr VELTH
0.0 1.0000€ 00 2.2000& 05
UINP VINP W INP
0.0 0.0 0.0

22 CCRRESPOND TO SECONCARY PARTICLES

KXREG= 1 KAXGP= 13

PATHLENGTH STRETCHING PARAMETERS

X

®TAVEL Ny
0.5000€ 00

1.0000E-0L




SAMPLE PROb. | FOR MORSE

SPH 1
SPH 2
SPH 3
SPH 4
S PH 5
SPH [
SPH 7
SPH 8
SPH 9
SPH 10
SPH 11
SPH 12
SPH 13
SPH 14
ENO s

NSMBER OF BODIES
LENGTH OF FPD-ARRAY

AlR
AIR
AlR
AlR
AfR
AlIR
AIR
ALR -
&IR
Alk
AR
AlIR
AlR
AlR
END
NIMBER OF
NIMBER CF
LENGTH OF

CopoCOROOODOOOCO

CODE 20NE

[-X-N-N-N-N-N-N-N-N-N-N-N-R-¥-)

EREEREEREER

[~X-N-N-N-N-N-N-N-N-N-N-N-N-F.]

DN NS NN~

0
INPUT ZONES 14
COOE ZONES 14
INTEGER ARRAY 36}

VENC NS WN -

g g
rON=0

fIvorY = 0 1085 = 0
0.0 0.0
0.0 0.0
Q.0 0.0
0.0 0.0
0.0 C.0
0.0 0.0
0.0 a.0
0.0 0.0
6.0 0.0
0.0 8.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
14
120
0 < [+] /]
-1 o [} [
-2 [+ ] o
-3 0 [+] 1
-4 [+ 1] [}
-5 (] ] ]
-6 [} ] ]
-7 ¢ ] [
-8 ¢ 0 ]
-9 [4 [+ ]
-10 C- o 4
-1l [ 1] ]
-12 [+ Q o
~13 ¢ o o
0 ¢ [ [}

INPUT ZONE 20NE DATA LOC.

98
104
113
122
133
140
149
158
167
176
185
19¢
203
212

3.2-8

BC0Y DATA

0-33000000 04

0.50000000

0.75000000 04
0.10000000 05
0215000000 0S

0.20000000

0.30000000 0S5
0.60000000 05

0.70000000

0.90000000 05

0.12000000
0.15000000
0.10000000
0.10000000
0.0

LNPUT ZCNE OATA

[-¥-N-2-N-F-N-¥-N.-¥-N-¥-Y_N-¥-
[-X-E-E-N-N-¥-N-N-N-N-¥-N-N- N9
COCOCO0O0OROLOOOO

OF BOOIES R:GION NO.

NNNNNNNNNNRODNN -

[-X-N-N-N-N-N-N-N-K-J-N-X-N-¥-]
SR R-R-R-N-N-X-R-N-F-N-F-N-¥-1

IR
NN RN R N P Nt e

[-X-N 2. N-X-2-N-F-N-N-N¥-N-¥. ¥-]

LR Y e e e R

L VR RV I VRSO

REOIA MO,

O N N N oo B se N 0o N g

[-]
y

-X-N-N-¥-N-¥-N-]
CX-N-N-N-N-X-¥-N-X-]




3.2-9

KR1(1) KR2( 1)

1 1
2 2
3 3
& &
5 S
6 6
T 7
8 8
9 9
10 10
11 11
12 12
13 13
14 14

KORSE REGION IN INPUT ZONE(I) ARRAY RLIZELS ol =l o14)

1 1 1 1 1 1 I3 i 1 1 1§ L 1 | §

MORSE MEDIA IN INPUT ZONE(I) ARRAY MMIZEI) f=).14)
r 2 1 2 1 2 1 2 1 2 1 2 1 o

OPVION O WAS USED IN CALCULATVING VOLUMES. FUR L REGICNS
0-SET VOLUMES = L. I-CONCENTRIC SPHERESs 2-SLABS. 3-INPUTVCLUMES.

REG
VOLUME

NGEOM=

VOLUMES (CM#&s) USED IN COLLISIONS DENSITY AND TRACK LENGTH ESTIMATCRS.
1
1.000D0 00

551, NGLAST= 1294




3.2-10

22 GROUP AIR CRISS SECYIONS ——— PS -—— DENSITY = 1.29 G/L

NIMBER OF PRIMARY GROUPS (NGP)
NJHBER OF PRIMARY DOWMSCATTERS (NDS)
NJMBER OF SECONDARY CROUPS (NGG)
NJHBER OF SECONDARY OUHNSCATTERS (NDSG)
NUMBER OF PRIMESEC GROUPS ( INGP)
TABLE LENGTH {ITBL}

LOC OF WITHIN GROUP ESIG GG} (ISGG)
NJMBER GF MEDIA (NMEOD)

NUMBER OF ENPUT EL EHENTS (NELEM)
NJMBER OF MIXING ENTREIES (NHIX)
NIMBER OF COEFFICIENTS (NCOEF)
NJMBER OF ANGLES (NSCT)

RESTORE COEFF (ISTAY)

ADJOINY SWITCH (FRCGM MORSE)

INPUT/0UTPUT OGPTEIONS
IRDSG (AS READ)
ISTR (AS STORE?}
TEMU (MUS)
IMOM (MDKENTS)
IPRIN (ANGLES.PROBI
IPUN (XMPOSSIBLE COEF)
CARD FORMAT ( IDTF)
INPUY TAPE { IXTAPE)
MORSEC TAPE (JXTAPE)
O6R TAPE (IJ6RT}

000000000

STORAGE ALLOCATIDNS :

CROSS SECTIONS START AT 1295
LASY LOCATION USED (vYERM) 3245
TEMP LOZATIONS USED 13207 71O
EXCESS STORAGE (TEMP) 9962

MIXING TVABLE

MEDIA 1 CONTAINS ELEMENT 1 WIT4 JDENSITY 1.1600E 00

22
22
L]
o
22
25

COWOO =M

15000




GROUP SIGT
1 B.14%E-05

2 7.568E-05
3 6.Ti8E-05
4 6.663€-05
S 7.320€-05
6 8.455€-05

7 1.001E-04
8 7.212€-05
9 6.2106-05
10 8.651€-05
il 1.173E-06
12 1.1756-04
13 1.850€-04
14 3.186E-04
15 4.1593~06
16 4.432E-04
17 4.626F-04
18 4.66TE-04
19 4.T45E-04

20 4.8258~0U%
21 4.884E-04

22 5.4076-04

BANKS START AT
LAST LNCALION USED

8.468E-05

CF0SS SECTIONS FOR MEDIA

SIGSY PNUP

6.7535—05»0.0
be 259€~05
5.516E-05
5.5906-05
6.267E~0%

6. 7596~ 05

6+391€-05
5. 8196~ 05
8.227€-05
1.142E-04
1. 1596~ 04
1.2475-04
3.1856~ 04
4.156E- 0%
4.8 24604
4. 609~ 04
4.8376~-04
4.6931E-04
4. T326-0%

4. T30E-04
4. 7356~ 04

31246
8045

0.0

0.0

0.0

0.0

0.0

o.o

0.0
G.0
0.0
0.0

o
) . . .
[~] o

.

OO‘OOOOC c O o
.
[-X~-N-XoX- NN o O

PHABS GAMGEN NUSFIS DOWNSCATTER PROBABILYTY

0. 8287
0.82171
0.8212
0.8390
0.8562
0. 7994

0.8463
0. 8861
0.9369
C. 9510
0.91736
C. 9863
C. 9935
0. 9998
0.9992
0. 9982
0.9962
0.5935
0.9887
0. 9805

0. 7684
0.8757

0.0
0.0

0.0

0.0
0.0

0.0
0.0
0. 0
0.0
0.0
0.0
0.0
0.0
0.0
G.0
0.0
0.0
0.0
9.0

0.0

0.0
0.0
0.0
0.0

0.0

0.0
0. 0
0.0
0.0
0.0
G.0

g.0

0.3791
0.0061
0.0000

0.3928
0.0305
0.0000

0.4106
0.0437
0.0 -

0.4969
0.0154
0.0 .

0.5150
0.0016
0.0

0.5146
0.0001
0.0

0.5757
0.00C0

0.4243
0.00090

0.1507
0.0

0.5076
0.0

0.7315
0.0

0. 8099
0.0

0.9135
0.0

0.%6160
0.0

0.9239

0.9240
0.8941
0.8682
0.8974
0.8734%
0.8779
1.0000

02414
0.0264
0.0300

Qalbb 4
0.N3646
0.0

0.3286

“G.0150
0.0

0.4007
0.0066
Q.0

0.4087
0.0301
0.0

04754
0.0030

0.3662
0.0300

0.1600
[PRY

0.0765

0.0740
0.1059
0.1318
0.1026
0.1266
0.1221

0.0535
0.0311
0.0000

0.0607
0.0202
0.0

0.0239
0.0050
0.0

0.0146
0.0002
0.0

0.0528
0.0000

0.000C
0.0000

0.0430
0.0
0.4142
0.0
0.0276
c.2
0.0
0.0
0.0
0.0
0.0
0.C
¢.0

0.0
0.0

000
0.0
0.0
0.0
0.0

0.0503
0.0168
0.0

0.0429
0.0076
0.0

0.0276
0.0002
0.0

0.0202
0.0000

0.0042
0.0000

0.0001
0.0

0.0109
0.0
0.0
0.0
0.0
0.0
0.0
o.o
0.0
0.0
C.0

0.0
0.0
0.0
0.0
0.0

0.0
0.0

0.0593 0.0445
0.0062 0.0003
0.0 0.0

0.0407 0.0613
0.0004 0.00C0
0.0

0.0420 0.0304
0.0000 0.0000

0.0117 0.0025
0.0000 0.0

0.0012 0.0053

0.0 0.0
0.0915 0.0044
0.0 0.0
0.0004 0.0016
0.0 0.0
0.0 0.0011
0.0 0.0
0.0 0.0

0.0 0.0
0.0 0.0
0.0

0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 C.0
0.0 0.0
0.0 0.0
0.0

0.0560

0.0000

0.0330

€.0000

0.0063
0.0

0.0113
G.0

0.0069
C.0

0.002%
0.0

0.0013
0.0
0.0004
0.0
0.0
0.0
c.0
0.0
0.0
0.0
0.0

0.0

0. 0292
0. 0000

0.0070
0. 0000

0.0468
0.0

0, 0198
0.0

0.0061
0.0

0.0012
0.0

0.0001
0. ¢
0. 6000
0.0
QG
0.0
0.0
C.0
0.0
00

11~-2°¢€




SAMBO ANALYSIS I4PUT DATA

ND= Te¢ NNEx= O¢ MEx O NT» Qo NA= O, HRI SP»
DOET X A 2

t 0.0 C.0 1. 00003 06
2 0.0 0.0 2.000CE 06
3 6.0 C.C 3. 95000 046
[ 0.0 0.0 6e QGOGE 06
8 0.0 0.0 7. 00Q0E O6
) 0.0 0.0 S O0QOE 0%
? 0.0 0.0 Le 20008 05

GkoUP RESP( 1)

1 L.0000E O°

2 1.0000E 00

3 L.0000E 00

4 1.0000€ 00

5 1.0000€ QO

6 1.0000€ oC

7 1.0000€ 0C

8 1.00C0E 00

9 1.0000E QO

10 1.00Q0¢& 00

11 1.0000F (D

12 1.0000€ 00

13 1.0000€ 00

14 1.0000€ ©O

15 1.0000€ 00

16 1.C000E CO

17 1.000Q€ GO

18 1.00C%Z 0O

19 1.C500€ 0O

20 1.0000E 00

21 1.0000€ 00

22 1.0000€ 00

NUMBER OF PRIMARY ENERGY BINS []
TOTAL NUMBER OF ENERGY BINS 0

NUMBER OF YIME BINS 0

NUMBER OF ANGLE BINS ]
UPPER LIMITS OF COSINE BINS

Lo KEX= O

RAD
1.0000€
2.0000€
3.0000E
6.C000€
Y.0000¢
9.,0000E
1.2000¢€

233 CELLS USED BY ANALYSISe 6722 CELLS REMAIN UNUSED.

NEXNO= }
Yo

vh 1.9602E~06
0% 3.9204E-06
04 5.8805E~06
04 L.1T761E~QS
04 1e3721E~05
06 1.T64.E~05
05 2.3522£~05

wan




f
i
H
§
¢

TIME REQUIRED FOR INFUT WAS 1 SECOND. . . ) ;
YOU ARE USING THE DEFALULT VERSION OF STRUN wHEiCH DGCES NOTHING. S
sosSTART BATCH 1 RANDCM=G00035FATILA

SOURCE DATA

YOU ARE USING THE DEFAULT VERSION OF SOURCE WHICH SETS WATE VO OOF AND PROI[DES AN ENERGY [G.
WYAVE . TAVE UAVE VA VE wA VE XAVE . YAVE 2AVE AGEAVE
1.969E Q2 10,38 -Q0.017 -0.0082 0.0450 0.0 Ja0 0.0 0.0

NIMBER OF COLLISIONS OF TYPE NCOLL : -
SOURLCE SPLIT(O} FISHN GAMNUEN REALIOLL ALBEDRQ BOR'YX ESCAPE E-CUT TIMEKILL R R KILL R R SURY GAMLOST
200 L3 ] [+] 3810 0 2176 0 i79 0 25 1 o

TINE REQUIRED HOR THE PRECEDING BATCH ®AS 3 SECUNDS.

*oeSTART BATCH 2 RANDCH=EBSEILDFBOLA N
. ) N
SOURCE DATA

WTAVE {AVE UAVE VAV WAYE XAVE YAVE IAVE AGEAVE

1.969€ 02 10.42 -0.2412 -0.0616 0.0L36 0.0 ¢.0 0.0 0.0

NJMBER - OF COLLISIONS OF TYPE MCOLL
SOURCE SPLIET(DL FISHN GAMGEN REALIOLL AL BEDC BORYXK ESCAFE €-CUS TIMEXILL R R KILL R & SURY GAMLOST
200 ] c ] 3751 0 2107 o 175 0 25 1 L}

TIME RCQUIRFD FOR THE PRECEDING BATCH WAS 3 SECONDS.

*eoSTANT BATCH 3 RANO O¥=59B073 13CEC2 w
SIURECE DATA N
WILVE 1avE UAVE VAYE A vE XAVE vave TAVE AGEAVE h
1.v02C 02 10.08 -0.0285 -0.C429 -0, 0055 0.0 0.0 0.0 0.0 =
NJMBER OF COLLISIONS OF TYPE NCOLL
SOURCE SPanl FISHN  GAMLEN REALIDLL  ALBEOO BURYX  ESCAPE €-CUT TIMEKILL R R KILL R R SURV GAMLOST
200 [ 9 3906 0 2161 0 184 0 2 H 0

TINE REQUIRED FOR THE PRECCOING BAICH MAS 3 SLCUNDS.

*4eSTART BATCH 4 . RANOOM=D5E303FDDI2 4
SOURCE DATA
MYAVE 1AVE UAVE VA VE WA YE XAVE Y AVE IAVE AGEAVE
1.869€ 02 10.12 0.0133 0.0904 -0,0035 0.0 0.0 0.0 0.0
NJMBER OF COLLISIONS OF TYPE NCOLL
SODURCE 5PL IT!D‘ FISHN GAMGEN REAICULL ALRELO BORYX ESCAPE €-CUT TIMEKILL R R XJLL R R SURV GAMLOSY
200 0 o 36835 /] 2162 0 1ei 0 1 0

TINE REOUIRED FOR THE PRECEDING BATCH wAS 3 SELGNDS.

®eeSTART BATCHM s NANDOM=7D0EDBAF208 A
SOURCE LATA
rTAVE JAVE UAVE VA VE WA VE XAVE YAVE IAVE AGEAVE
1.96797 02 10.64 0.0264 0.01%54 ~0.015% 0.9 0.0 0.0 0.0
NUMAER OF COLLISIGHS GF TYPE MOLL
SOURCE SPLITECY FiSHN GAMGEN REALZOLL ALBEDOD 80RYX €S CAPE E-CUT TIMECILL R R KILL R R SURV GAMLOST
200 2 0 ¢ 3509 [+] 2059 [} 191 [+} [§1 1 o

TIME REQUIRFD FOX THE PRICEDING BATCH WaS 3 SECONDS.




L AT TR

SEESTART BATCH 6 RANI OM=04 ADS9 A9 AFO A
SOURCE DATA
WTAVE IAVE  UAVE  VAVE  WAVE XAVE YAVE
1.969E 02 10.6%  0.0121 -0.0250 -0. 0234 0.0 0.0
NUMBER OF COLLISIONS DF TYPE NCOLL
SOURCE SPL IT(D) FISHN  GAMGEN REALIOLL  ALBEDO BORYX
200 2 0 0 3926 a 2192
TIME ‘REQUIRED FOR THE PRECEDING BATCH WAS 3 SECONDSe
®PESTART BATCH 7 RANO OM=C3 A5 A4 BOA252
SOURCE DATA ;
UTAVE IAVE  UAVE VAVE  WAVE XAVE Yave
1.969€ 02 9.99  0.04l1 0.0326 0.0450 0.0 0.0
MJMBER OF COLLISIONS OF TYPE NCOLL
SOURCE. SPLIT(D) FISHN  GAMGEN REALIOLL  ALBEGO BORYX
290 o1 ° ¢ 3931 0 2219
TInE REQUIRED FOR THE PRECEDING BATCH WAS 3 SECONDS.
$SeSTART BATCH 8 RAHDOM=21360945E80A
SOURCE DATA -
WTAVE IAVE  UAVE VAME  WAVE XAVE YavE
1.969€ 02 10,22 0.0145 -0.0039 0.0701 0.0 0.0
NUMBER OF COLLISIONS OF TYPE NCOLL
SOURCE SPLITID) FISHN  GAMGEN REALZOLL  ALBEDO  BDRYX
200 . 6 0 0 3785 0 2150
TIME REQUIRED FOR THE PRECEDING BATCH WAS 3 SECONDS.
S*eSTART BATCH 9 RAND OM=B44SE9ESG £22
SOURCE DATA
WTAVE IAVE  UAVE VAVE  wWAVE XAVE YaVE
1.969¢ v2 10.08 0.0219 0.052% ~0.0.42 0.0 0.0
NJMBER OF COLLISIONS OF TYPE NCOLL
SOURCE SPLIT(D) FISHN  GAMGEN REALIULL  ALBECC  BORYX
200 ° o o ING ) 211
TIME REQUIRED FOR YHE PRECEODING BATCH WAS 3 SECONDS.
‘®®¢START BATCH 10 RANDCM=2B2LT72044EE2
SQURCE ~.aTA
WTAVE 1AVE  UAVE VAVE  MAVE XAVE YAVE
1.969€ 02 $.87 0.0081 ~0.C068 -0.039L 0.0 0.0
MIMBER OF COLLISIONS OF TYPE MOLL
SOURCE SPLIT(D) EISHN  GAMGEN REALSOLL  ALBECO ADRYX
200 9 G 0 1960 o 2345

TIME REQUIREC FOm THE PRECEDING SATCH WAS 3 SECONDS.

.-

e T SR e T, T e
INVE AGEAVE
0.0 0.0
ESCAOE E-CUT TIMEKILL R R KILL R R SWRY
o 189 ) 13 1
zave AGEAVE
0.0 0.0
ESCAPE E-CUT TIMEXELL R R KILL R R SWRV
0 173 0 38 1
2avE AGEAVE
0.0 0.0
€5C APE E-CUT TIMEKILL R R KILL R R SWRV
0 184 ) 22 2
IAVE AGEAVE
0.0 0.0
ESCAPE  E-QUT TIMEKILL R R KILL R R SRV
o 180 20 2
2avE AGEAVE
0.0 0.0
ESCAPE E-CUT TIMEXILL R R KILL R R SWRY
0 185 0 24 °

GAMLOST
/]

GAHLOST
[}

GAMLOSY
[}

GAMLOST
0

GAMLCST
0

Y1-2°¢




THIS CASE WAS RUN ON THURSDAY. AWGUST 22+ 1976

& P1 Re¢2 FLUBNCE

DETECTOR UNCOLL
RE SPONSE

NP BN

EXTRA ARRAYS OF LENGTH NO
EXT 1l n
¢ 1) 2447

TIME REQUIRED FOR THE PRECEDING

NEUTRON DEATHS

KILLED BY RUSSIAN ROWETTE
ESCAPED

REACHED ENERGY CUTOFF
REACHED TIME CUYOFF

HIMBER OF SCATTERINGS

MEDIUM NUMBER
|} 38132
TOT AL 38132

RE SPUNSE SULE TEC TCR)
FSO

3.35806-01
1. 2503€-01
4.9583E- 02
3.9769E-03
1.8191€-03
4.03626-04
4.6489€- 05

2632

UNCOLL
0.00742
0.01327
0.01819
0. 02940
0. 03217
0.03656
0. 04113

2467

10 BATC4ES A4S 36 SECTNDS.

NUMBER

222
0
1821
Q

WE L GHT

0.14958€ O}
0.0
0.15379€ C4
2.0

oo e o s

TOT AL
RES PONSE
2.0546E 00
2.1038E 00
1.7256% 00
6.0785E~01
4.52916-01
1.4730€-01
4,2184£-02

1713

FSO
TOTAL
0.15988
0.09497
0.07538
0.07421
0.08572
0.09147
0.21754

1488 958 436

SI-2°¢
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REAL SCATYTERING COUNTERS

ENERGY
GROUP

OO DWN -

N NN P s g o s o o s ot s
N OOONUOMD:WN~O

3.2-16
"REGION 1
NUMBER WE IGHT

.0 0.0
5 1.26E 00
12 6.87€ 00
57 5.06€E 01
L71 1.19E 02
286 1.87€ 02
879 5.63E 02
819 5.29E 02
298 1.68E 02
1627 1.09E 03
4594 3.28F 03
81325 6.34E 03
21099 1.85FE 04

o 0.0

0 0.0

0 0.0

0 0.0

0 0.0

o 0.0

.0 0.0

o 0.0

0 0.0

NUMBER OF SPLITTINGS

ENERGY
GROUP

WONTNSHWN -

REGION 1
WE IGHT

NUMB ER

* .
“NOOOODOOOOOOOO

0.0
-0

[l -N-N-N-N-NolNoNo N
[
CODODOOLOO

1.40E 01
2.47TE 02




3.2-17

NJMBER OF SPLITTINGS PREVENTED BY LACK OF ROOM

ENERGY REGION
GROUP NUMBER  MWE IGHT
1 0 0.0
2 ] 0.0
3 [} 0.0
4 o 0.0
S [} 0.0
6 0 0.0
7 [4] 0.0
8 ] 0.0
9 o 0.0
10 1] 0.0
11 0 0.0
12 4] 0.0
i3 [+} 0.0

NIMBER OF RUSSIAN ROWLETTE KILLS

ENERGY REGION 1
GROUP NUMBER  WEIGHT
1 [} 0.0
2 0 0.0
3 0 0.0
L [+} 0.0
5 1 4.16€-03
6 0 0.0
7 6 3.426-02
8 T  4.038-02
9 L 2.51E-02
{ 10 6 4.05:-02
11 24 1.666-01
12 50 3.426-01
13 124 8e44tE-01

NIMBER OF RUSSIAN ROULETYE SURVIVALS

ENERGY REGION 12
GROUP NUMBER WEIGHT

1 0 0.0

2 2] 0.0

3 ] 0.0

4 0 6.0

H ] 0.0

6 4] 0.0

7 1 8.74E-03
8 Q 0.0

9 0 0.0
10 0 0.0
11 2 2.34E~-02
12 2 1.15%€-02
13 9 Tal%{~02

& NEXT RANDOM NCMBER IS 11854142E 48A

TOTAL CPU TINE F3R THIS 9RQ§LEHI wAS Q.61 HINUTES. THE REGION USED WAS 256K,

$85888385 S MORSE SAMPLE PROBLENM tututu”ontt‘ni
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3.3-1

3.3 PICTURE SAMPLE PROBLEM

This problem illustrates the use of the PICTUREL prngram+ for looking
at the geometry of a given problem. The geometry being :llustrated is a
tank. This tank model was constructed purely as an illustration of the
combinatorial gecmetry and is in no way accurate or detailed. Both the
use of the @R operator and the ARB body is demonstrated. The input data

is iisted in Table 3.3. The picture produced by the problem follows.

Tsee description of PICTURE in Part 5 of this document.




Table 3.3.
7 1
+1ET AQ
o [+]

ARB le 25
1.25
~1la25
-1.25
1234.

ELL 0.0
1.5

TRC 0.0
.l

ARB 1.25
1. 25

~1.25
-1.25
1243,

80X 1.25
0.0

80OX 1.25
0.0

RCC 1.25
.2

RCC 1.25
‘2

RCC le25
Y4

RCC 1e25
2

RCC 1.25
.2

RCC 1.25
-2

RCC 1.25
-2

RCC 1. 25
-2

RCC 1.25
.2

RPP =10

END

1 +l

2 +*2

3 +3

4 OR +4
-150R

5 OR +TUR

& +16
-9

EMD

1 | § 1 1
) 3 2 3 4 )
TS IS A COMBINATORIAL GEOME TRY TANK.

]

(o} -3.0

(o} 1.0
130

U U R A S S SN it

3.3-2

Listing of Iaput Cards for PICTURE Sample Problem

COMBINATORIAL GEGHETRY TAKRK SAVFPLE PRCBLEH

-1.25 -

2.0 0.0
-~1.25 5
2.0 0.0
4158. 6587.
—e5 5
0.0 -8
«05
~2.0 0.0
2.0 0.0
2.0 3.0
-2.0 0.0
7135, 8756.
~1.979 - «6895
~al b
1.979 -«6895
2 .4
-~2.0 ~a2
~-1a.8 ~eb
2.0 ~a2
1.80 ~eb
~e9 - b
~=45 ~e2
0.0 ~eb
45 ~e2
-9 -eb
10 - 10a
-1

-2

-7 -8

+5 -7
+B0R +S0R
-1 -2
-1i0

1 1
5 1000

~2.0
0.0

0.0
o.o

-9
- 80R
+100R
-3

L.25
L.25
~L.25
-1.25
2673,
G.0

0.0

1.25
l.25

-Le25
-l.25

2864.
0.0
~2.5
Q.0
=245
~2e5
-2.5

-2.5

~2¢5
~2¢5
L0

-L0
*6

+110R

-4

3.0
G.0

=2.0
1.25
=240
1.25
5621.
.5
z.s
-1.8
1.8
1.8
-1.8
7821.
«358
~«3538
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
c.C
9.0

-10.

-i1
-9

+12CR
-5

0.0
5
0.0
5
4378.
5

0.0
~e8
<8
—e8
=8
3465.
«179
0.0
179
0.0
0.0
0.0
0.0
G.0
0.0
0.0
0.0
3.0
6.0

10.

=13

+13CR +140R

-7

-1l4

+15
-8




COMBINATOR IAL GEOME TRY TANK

b b

3. 3’3

SAMPLE PROBLEZM

EIUVICIE N DN

B I

IVOPY = 0 1085 = O
800Y DATA
ARB 1 0.12500000 01 -0.12500000 Ol 0.50000000 00 0.12500000 0L -0.20000000 O} 0.0
0.12500000 OF 0.20000000 OL 0.0 €.12500000 04 0.12500000 01 0.50000C00
~0.12500000 01 -0.12500000 Ol 0.50000000 00 -0.12500000 01 ~0.20000000 Ol 0.0
=0.12500000 01 0.20000000 A 0.0 -0.12500000 0! 0.12500000 0 0.500C0000
00312340000 064 0.41580000 06 0.6%87000D 04 0.26730000 04 0.56210000 04 0.43760000
~0.10000L90) Q1 0.0 0.0 0.12500000 Ot
0.0 0.0 -=0.10030000 01 0.50000000 00
0.LC000000 0L 0.0 0.0 0.12500000 01
0.0 0.0 0.10030000 0% Q.0
0.0 0.55470020 00 —0.832)5030 00 0.11094000 O}
0.0 =0.55470020 00 -2.832)5030 00 0.11094000 0O}
0.9013878) 00 0.500000D 01
ELL 2 0.0 -0.500000 00 0.5000000D0 0C 0.0 0.30000000 00 0.50000000
0. 15000000 01}
TRC 3 0.0 0.0 0.80000000 00 0.0 0.25000000 01 0.0
0.10000000 60 0.50000000~GL
ARB 4 0.12500000 Ol -0.2CQ0C0CO OL 0.0 0.12500000 01 ~G.18000000 0L -0.80000000
0.12500000 0} 0.20000000 & 0.0 0.12500)00 01 C€.1i800000D0 O} ~0.8000000D
-0.12500000 0! 0.20000000 O 0.0 -0.1£500000 31 ©.18G00000 0L ~0.60003005
~0.12500000 01 -0.20G600000 Al 0.0 -0.12500000 01 -C.1800GC00 01 -0.8C00CCWO
0.12430000 0% ©0.71350000 04 0.87550000 06 0.28640020 04 0.782,0000 04 0.34650000
-0.1C00000> OL 0.0 0.0 0.12500000 Ot
0.0 0.0 -0.13020000 01 0.0
0.1000000) 0L 0.0 0.0 0.12500000 01
0.0 g.0 0.10032000 €3 (.80000060D OC
0.0 0.97014250 00 0.24253560 CO0 0.19402850 01
0.0 =0.97014250 D0 0.24253%0 GO 0L.19402850 O1L
0.82462113 00 0.60040000 O}
8CX S 0412500300 01 -0,19790000 Ol -0.68950000 0C 0.0 0.35800000 00 0.1790C0G0
0.0 -0,2000000 00 ©0.40000007 00 -(.2500000D 0L 0.0 0.0
80x 6 0.12500000 01 0.:9790000 O ~0.68950000 00 0.0 ~0.258C500D 00 ©.17900C00
0.0 . 0.233000.©0 0 0.4000000D 00 -0.25000000 01 O.0 0.0
RCC T 0412500000 01 -0,20C00CW0 01 -6,2020805G00 00 ~0,2500030D 0) 0.0 0.0
G.200000600 CO
RCC 8 O0.12530000 01 -0.18000000 Ol --0.600000C5G 00 -0.25000000 91 0.0 0.0
0420040000 GO
RCC 9 0412500000 01 ©0.2C00000 0f -0.2000000D 00 —-0.25000000 01 0.0 0.0
0.20000000 0OC
RCC 10 0442500000 Ci 0.18000000 0L ~-0.00000000 00 -0.25000000 0! 0.0 0.0
0.20000000 00
RCC 11 0.12500000 0L -0.900000C0 00 ~-J.60000000 00 -0.25000000 01 0.0 0.0
0.20005000 00
RCC 12 G.12500000 01 - 0.45000000 00 ~0.20000000 00 -0.25000020 01 C.0 0.9
0.2000¢ 000 00
RCC 13 0.12%30300 01 0.0 -0.60000000 00 -0.25000000-01 0.0 0.0
0,20000(20 00
RCC 14 0.12500000 01 0.45000000 30 -0.20000000 00 -0.2500G000 G1 0.0 0.0
0.20000000 Ov :
RCC 15 041250000 Gl C.9C00GO00 00 ~0.62000000 00 ~0.25000000 01 0.0 0.0
0,20000000 ©O
RPP 16 -0.100Q0000 02 O.l¢ 200000 G2 -0.1000000D0 02 0.10005000 02 ~0.100L000D 02 0.10000000
END 17 0.0 0.0 0.0 0.0 40 0.0
NJMBER OF. BODIES 16 : ’
LENGTH UF FPD-ARRAY 208

0o

00
04

oo

00

00

02

3s
L 13

S4

86
100
114
123
132
141
150
159
168
177
186

195
243
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3.3-4
: ENPUT ZOME DATA
1 0 1 (4] 0 o 0 4] ] 0 0z 1
2 o 2 -1 (] [} Q 0 0 0 0 I 2
3 ] '3 -2 [} [} [} [ 0 0 o 2 3
4 OOR 4 -7 -8 -9 -10 -1l -12 -13 -4 2 4
.0 =155 H -7 -80R 6 -9 -10 0 o I 5
S LO00R ~ TR 113 SOR 1002 LLOR 120R 130R 140R 15 2 7
& 0 16 -1 -2 -3 - -5 - -7 -8 L 16
0 -9 -10 Q 0 [} [} 4] 0 o Z17
END 0 ] v} Q o [} ] o 0 o Z17
NIMBER OF INPUY LONES &
NJMBER OF (ODE I0ONES 16
LENGTH OF [INTEGER ARRAY 333
CODE IONE INPUT ZONE IONE DATA LOC. NO. OF BGOIES KEGION NO. MEDIA NO.
1 1 113 1 |} 1
2 2 118 2 3 2
3 3 127 2 1 3
4 4 136 10 1 4
5 4 177 3 1 4
6 4 183 3 1 4
7 H 203 1 3 5
8 5 208 1 13 S
9 5 213 1 1 5
10 5 218 1 1 5
1 5 223 1 1 5
12 5 228 3 1 5
13 S 233 1 1 <
16 S 238 1 1 5
15 S 243 1 1 5
16 6 248 11 1 1000
I KR1{1) KR2( 1Lt
1 1 1
2 2 2
3 3 3
L 4 6
5 T 15
6 16 16

MORSE REGION IN INPUT ZONE(L} ARRAY MRIZ(1)eEk=1e 6)

1 1 1 1 3 1

MORSE MEDIA IN INPUY ZONE(T) ARRAY HMIZ(I) I=l. 6}

1 2 3 L 4 sicocC

OPTION O HAS USED IN CALCULATYING VOLUMESs FOR L REGIONS
O~SET VOLUMES = L. A~CONCENTRIC SPHERESe 2-SLABS. 3-INPUTVOLUMES.

REG
VOLUME

VOLUYES (CMe®] USED IN COLLISIONS DENSITY AND TRACK LENGFH ESVIMATORS.

1
1.0005 00

W BT

Nl
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3.3-5
L THIS IS A COMBINATORIAL GEOMEYRY TANK.
ZONE GEOMETRY

THE SELECTED ATABLE VALUES ARE
. 1 € T A 0

UPPER LEFT LOKER RIGHT
COORDINATES COORDINATES
X 0.0 0.0
Y -0.3000E Ol 0.3000t 01
Z -0.2000E 01 0.2000E Q1
U AXIS V AXIS
L DOMNL ZACROSSL
X 0.0 0.0
Y 1.00000 0.0
z 0.0 1.00000
NJ# 118 RV# 130 DELU# 0.5128E-01 DELVA 0.3077E-01

TR, N T M e e




151

111

shi1

1111

1111

L 000C00000

1114 00000000000y Y

1111 €000000000000Y Y YYY

i112 €C00000000000YY 1YY YYY

1111 TC000060000000Y¥000000000
11 . 11v0000600000CY¥00000000000
1112 _ 111¥Y00000G000Y V0000000000000
1111 11TIYYYYYYYVYYYYY00000000G0000
i1k TT11111YYYYVYIVYYVYY 000000000000
[SYY) © TTTITTTYWYYYYVYYYYYYY 00000007000
1112 TTTIITTIIVRYYYYYNTYYYYYYVO000000 YYY
fYY Y TIITTUTTIVYYY VYV Y YVYYY VYV YYYYYIYY
JYPYE TINITTNTIT/VYVEIyvIvIsVY VYV YVYVVYYY
1 TITITTITITIVVYVY YUYV VIV YYYYYYYYYYYYYY
113 TITU TITUITIVYVYYY YV VYVVYYVYVIVYIVIYY
1121 TTTTTTIIT T INIVVY YV sV YYYYYYY YUY YYY VY YY
111 IR ITTITTI NI EVYVYVYYVV YUY YV VYUV R 7YYV IOy
111 T TITTIL I T IVYWY O VUV VYV VYV VYV IYYVYYVY
1111 (SARRRRRSR AR RARATALAALAAA A A A4ddidaddl]
1111 LTI TN ITVVYY YV YY YV VPV YYYYVYVYYYYY
111511 I T LIREUTT T TIVYYV YO YV Y YYYYYPYYYYYYYYYYYY
111111 [TITTTITTIT TR IVYYY VY YVYYYYYYYYO0OCONOYYY
11211 TITLTEITTTT Y TIVYYYAYYYYYYYYYO0UOC000000
111141 [IITTITITTIIT T VIVYYVIVV IV YYYY 0000000000000
1111 [TITTTIVITIT L TITYYYYY Y YYYYYYYO000D00000000
111341 TUIILITTIRLI T TR TYYY VYV VYV YYYY0000000000000
111113 ITITTIITITTITVIIVYY VYV VYV YYVYVYOO0000000000Y
131111 TTTILTITITITI TTIVVYVYYPVYYVYVYVY000000000 VY

122221 3I3FIIIVTTTLATLTNTININIVYVVYPVVVYYYIYYYVYOO000YYYY
13013333333 ATTTTNTITITYI TN YT IVAVYYYYVYVTYVYYYYVYIVYYVYY
113333333333TTTIRTITNTTIT IRTVYVOO00C00TYYVY VYV YIVYYYYYY
1333333333333TTTINITTIIITITITIVOO0000000I0YYVYVYYIVYYY VY
332333333353333CLTIVITITTINTTTITICCOCO000C0000YVVYVIYTYYYYY
33333333333333IITTTITL TTIVIT TIVCCCOO00COO0CCHVYVYYYYVYYVYIVY
33332333343333ITTTIT TLITTT TTVCO00COLO0CCIOVYYVYYYYYYYYY
3333333333333333TTTIT VITUIT YTUIVO0OOCOCOCOOYVYVYYYYVYYYYY
33233333333333333T1T1TT 111111 TITYVOOOLOQ00UYYYYVIYYVYVYYVYYY
3333333333333333VITIT ITITTT TVIvYYVOOOPYYYYYVYIVYYIVYYYYY
333233333333333393TT1TI 1TTUIT V11vVyYvoyveuuvYvVY Y YV YYYvYYVYYY
33333333333333333TVTIT TITITT TRIVYYVUYVYVYVYYVVOO0000000 VY
3332733¥3333333IIFNNT(T ITTIIT 111vvewyyvyveyyevyvoCcooonoonooy
3333533333333333IITITIT TITIIY TT1IVVYVYVYVVYVYVOOO0C 00000000
3333333333333333I3TTTUT ITTINIT 11TYVPVPYYYYYYYYCOODLU00000000
333333333333333IIITTTIL 11T ITIvevvyvVVVvYVYYYYLo0D000000000
333333333333333333TTTIT TITITL TITVVEVYVYYVYYYYYYOOONDOGO00DY
3333333733333333IITTLTLITHIVIIT LN TVVVOVYYYYYYYYYYOQ0000000YY
3333333333333333 A3 TTTIR T IT IV 1N IVVTOVYYYVUYYVYYYYYIVYYYYYY
33333333333333TITTTTTTINITIT LV A TvYYuv OOOUVVVYYIVIVYVYIVYYY
3333433333333393ITTTITTTLIATITT LI 1YvOCCO0030CYVIVYVYYVYVYYYY
3323223333333 IUTTTIVTITTTTITT I T TVO0000000000VYVYVYVYVYVYIY
3333333333323391TTITITITT 18T 1T1T1C003000000C02YIVYYYVVYYYYY
333333333333323TTYITTILTILIT TEV0000000000000¥YYVVYVYYYIVY
333323333233 INTTULTITITIIT 111 COOCOO0000000VYVYVYTYIVIVY
3333333333 3NN TTTNTTINATT N IIVCOC00000000VVVYYYVVYYVYYY
23233533333 VTTIITTTITTTINY YT T WYV OO0 0000YYYY VY YYYYYVYIRY
3333333 3FTTTIT LTI TNV VLI WY VoY VY Y UYYYYY Y VY IVYVYYVY
330IZITTTITLITLII RN T LIVWYYY VYR YWYV Iy Y Yy 00000V YNY
TTTITTITNTIT TN VTYYVYVYVYYYYVYVYOD000U0000YY
THITITTITIII 11 T3VYYYYYRYYYYVYVYOD000000000Y
TV TTTITITY YT vWYVY Y YYYYYYYOO O 0020000000
U TNV I T T ITWv VYV Y VY YYYY 0000000000000
TTITLITTIRTIS Y T LYYYVVYYYY YYYYO000CO0000090
TTRUTTNLIN LI T LN IVYYYY VYV Y YYVYVO0 000000000 Y
TTTTTTITITTT T VI 1VYVYYYYYVYYYYY YYOO00000 VVY
TUVTETTETTITIT T VINYYYVY YUY VYPYIYV YV VYV YV YV Y
TTITIIINY NN I LT AVYYV Y Y YV rYvvYYVVYY R YYYYYYY
TTTTL IR IIIT I T Y AVVVVY VUV R Ve VYV VIV IYYYYYYY
LARRER AR RAARRR A2 0 ddid R ddidlll]]
TN T TV I VYV IVIVYYVYYVYY VUV YYVYVYVY
TTITTINTILTTIYYYVYY YV YVVYVY VYV YIVVY VY
TIIIITITN LI YYVUV VRV YV VYV VYV Y YYVYVYYYYY
TRIVITTIVIVYYYYVY VY YYVY VY YV VYVVYYIY
TLTITTT T TIVUVY VY VYV YYYVOY VY VYV VY IYY
THIIITITIVYVVUVYYYVYVVVY VYV YYUYYY Y
TITITTTIVYVY¥YVYYYVYVVYYOn 00000 VY Y
11T T1IIYYYYYYYRIVYYYYY 00000000000V
1T T1IVYYTY VYV YV YYVYV 0000000000000
1T11IvYVYYYYYYYVYIVO00G000000000
111vv¥ £00000000VV00 00000000000
1Tre0000000000VY 00000000000
1C000000050000YY 000000000
€000C000000COY VY VY VOY
€CON000000000VYVYYY
€0000000000VY
000000000

9-¢€°¢
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4.1. ABSTRACT

The MORSE code is a multipurpose neutron and gamma-ray transporf
Monte Carlo code. Through the use of multizroup cross sections, the
solution of neutron, gamma-ray, or coupled neutron-gamma-ray problems
may be obtained in either the forward or adjoint mode. Time Jdependence
for both shielding and criticality problems is provided. General three-
dimensional geometry may be used with an albedo option available at any

material surface.

Standard multigroup cross sections cuch as those used in discrete
oréinates codes may be used as input; either ANISN or DTF-IV cross-
section formats are acceptable. Anisotropic scattering ic treated for
each group-to--group transfer by utilizing a generalized Gauszian quad-
rature techrique. The modular form of the code with built-ia analysis
capability for all types of estimators makes it possible to solve a
complete neutron-gamma-ray problem as one job and without the use o1

tapes.

A detailed discussion of the relationship between fooward and
adjoint flux and collision densities, as well as ¢ detailed description

of the treatment of the angle of scattering, is given.
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4.2. INTRODUCTION

The Multigroup Oak Ridge Stochastic Experiment code (MORSE) is a
multipurpose.néutron and gamma-ray transport Monte Carlo code. Some of
its features ihclude the ability to treac the transport of either neutrcns
or gamma rays or a coupled neutron and secondary gamma-ray problem, the
incorporation of multigroup cross sections, an option of éolving either
the forward or adjoint preoblem, modular input~output, cross section,
analysis and geometry modules, debugging routines, time dependence for
both shielding and criticality problems, albedo option at any material
boundary, three-dimensionz) combinatorial geometry package, and several

types of optiocnal importance sampling.

Traditionally, Monte Carlo codes for solving neutron and gamma-rayv
transport preblems have been separate codes. This has been due to the
physics cf the intersction processes and the corresponding tross-section
information required. towever, when muitigroup cross se:tions are
employed, the energy group to energy group transfers contain the cross
sections for all processes. Alsov, for anisotropic scattering each group=~
to~group transfer has aan associated angular distributicn which is a
weighted average over the various cross sections involved in the energy
transfer process. Thus, these multigroqp cross sections have the same
format for both neutrons and gamma rays. In addition, the generation of
secondary gamma rays may be considered as just another group~to-group
transfer. Therefore using multigroup cross sections, the logic of the
random walk process (the process of being transported from one collision

to another) is identical for both neutrons and gamma rays.

The use of multigroup cross sections in a Monte Carlo code means
that the effort required to produce cross-section lihrarics is reduced.
Coupled neutron gamma-ray sets are available from the Radiation Shielding

Information Center at Ozk Ridge National Laboratory.

Cross sections may be read in either the DTF-IV1 format or ANISN2

and’DOT3 format. The ANISN~-DOT type may be in either fixed or free form.
The auxiliary information giving the number of groups, elements, coeffi-
cients, etc., is used to produce the necessary probability tables needed

by the random walk module.. The possible transport cases‘that can be
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treated are neutron only, gamma ray only, coupled neutron-gamma ray,
gamma ray from a coupled set, and fission, with all of the above options
for either a forward or adjoint case and for isotropic or anisotropic

scattering up to a P., expansion of the angular distributjon. The option

16
of storing the Legendre coefficients for use in a next-event estimator

is also provided.

The solution of :he forward or normal transport equation by Monte
Carlo generally involves a solution for X(P), the density of particles
with phése space coordirates P leaving collisions. Quantities of in-~
terest are then obtained by summing the contributions over all collisicns,
and frequentiy over most of phase space. The equations solved are

derived in Section 4.10 and are written as Eqs. (40) and {95).

In some cases, it is of interest to solve the adjoii.t problem.
This requires solving a transport problem with the detector response
as a source. The various relationships between the adjoinc and forward
quantities are dJderived in Section 4.10. The adjoint equations solved
by MORSE are Eqs. (93) and {(99). 1In utilizing these adjoint equations,

the logic of the random walk is the same as the forward mode.

Input to MORSE is read in five separate modules: (1) walk; (2)
cross scction; (3) user; (&) source; and (5) geometry. The walk input
is read in subroutines INPUT1 and INPUT2 and includes all variab]e§ needed
for the walk prccess. The cross-section input is read in cross-section
module subroutines XSEC, JNPUT, and READSG. The parameters needed to
set aside storage are read in XSEC, the mixing paraweters are read in

JNPUT, and the actual cross sections a{e read by READS(. Cross sections

may be either on card or on tape. Input information required for analysis

of the histories is read by subroutine SC@RIN of the analysis package
which is called from INPUT2. Since.the source varies from problem to
problem, irput may also be read in by subroutine S@RIN for the definition

of the source. The geometry input is read by subroutine J@MIK. Any

.additional input required by the user'may be read in by subroutine INSCOR

which is called from SC@RIN.

In general, outrput of input parameters occurs in the same rcutine

in which the input was read. 1In addition, there are two routines (AUTPT
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ara @UTPT2) for the output of results of the random walk process.
Output of analysis results is generally performed in subroutine NRUN,
but may also be done in a user-written routine ENDRUN which is called
by NRUN.

Figure 4.1 shows the hierarchy of subroutines for M@RSE. From
this diagram it is possible to see the functions of the modules. The
input section takes care of setting up all variables needed id the
transport process. Note that initial calculations by the cross-section
module stem from XSEC. The analysis portion of the code is interfaced
with M@RSE through BANKR with several uses made of cross-section routines
in making estimates of the quantity of interest. With the exception of
output from the wélk process, the rest of the code consists of subroutine
calls by MPRSE.

the source s interfaced through MS@UR. The diagnostic module is inde-

The geometry module is interfaced through G@MST and

pendent and any part of it may be executed from any routine.

The diagnostic module provideé an easy means of printing out, in
useful form, the information in the various labelled commons and any
part of blank common. The IBM-360 version alsc has the following
features: a special routine is provided fer prianting out the particle
bank; by loading parts of coiz with a iunk word, the diagnostic package
can determine which variables have been used; & "repeating line"

feature is also included.

The geometry module consists of the combinatorial geometry package
(CG) which is dascribed in Section 4.7. It is based on the MAGI com-
binatorial geomet:ryl"S but the format was changed to fit the MJRSE
format: e.g., subroutines JPMIN, L@OKZ, and NPRML had to be written.
The ﬁSR—type6 geomatries are no longer maintained because the CG is

easier to use and will handle all cases.

An albedo scattefing maybbe forced to occur at every entry into
a specified medium. . A sample‘subrou;ine is provided for specular re-
fleccion and a subroutine call is proQided (ALBIN, called from XSEC)
for reading and storing albédo data of any degree of complexity. Thus
transport of particles may be carried cut in parts of the problem and

2n albedo scattering treated for other parts of the problem.
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Time dependence is included by keeping track of the chronological
age of the particle. For neutrons the age is incremented by the time
needed to travel the Aistance between collisions if it traveled at a
velocity corresponding to the average energy of the group. Provision
is made for inputting a thermal group velocity separately. Nonrelativis-
tic mechanics are assumed. The age of secondary gammz rays is determined
from the neutron age at the collision site and is incremented by deter-
mining the time required to travel between collisions at the speed of
light. For fission problems th- age of the parent is given to the

daughters at birth.

There are several types of importance sampling techniques included
in the code. The Russian roulette and splitting logic of @5R is zn
option in MPRSE. Also the exponential transform is provided with
parameters allowed as a function of energy and region. Source energy
biasing is an option as well as energy biasiug at each collision. In
fission prohlems the fission weights may be renormalized as a function
of an estimate of k so that the number of histories per generation
remain approximately constant. If desired, all importance sampling may

be turned off.

Some other general features include the ability to run problems
without the use of magneric tapes, the zbility tc terminate a job in-
ternally after a sot elapsed c.p.u. time and obtain the onutput based on
the number of histories treated up to that time, baich processing for
the purpcse of determining statistics for groups of particles, and a
repeat run feature so that results for a time-dependent fission probienm
may be obtained with statistical estimates. [-e¢ output of numerous
counters permits one to obtain an insight intg the physics of the

problem.

Descriptions of the subroutines are found on the following pages.
Detailed derivations of various forms of the transport equation und a
derivation of the treatment of the angular distribution of scattering

are also included.
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4.3.  INPUT INSTRUCTIONS

4.3.1. Random Walk Imput Instructions

The input read by subroutine INPUT1 is as follows:

CARD A (20A4)

Title card.

(Any character other than a blank or slphameric in column one will

terminate the job.)
CARD B (1015,F5.0,215)

NSTRT
NM@ST

NITS
NQUIT
NGPQTN*

NGPQTG*
NMGP*

NMTG -
NC@LTP
IADIM
AXTIM

MEDIA

*See Table 4.1

number of particles per batcu.

maximm number of particles allowed for in the bank(s);
may equal NSTRT {f no splitting, fission, and secondary
generation.v '

nunber of batches.

number of secs of NITS batches to be rum without calling
subroutine INPUT.

number of neutron groups being analyzed.

number of pamma-ray groups being analyzed.

number of primary particle groups for which cross
sections are stored; should be same as NGP (cor the
sare as NGG when NGP = Q) on Card XB read by subroutine
XSEC.

total number of groups for which cross sections are
storcd; should be same as NGP+NGG as read on Card XB
read by subroutine XSEC.

set greater than zero if a collision tape is desired;
the collision tape is written by the user routine BANKR.
set gr¢ater.than‘2ero.for an adjoint problem.

maximum clock time in minutes allowed for the problem
to be on the computer (360/91 c.p.u. time); e.g., 4.5
entered here allows & and 1/2 minutes.

number of»ctosé-sectibn media; should agree with NMED

on Card XB read by subroutine XSEC.

for sample input.

i s i
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Table 4.1. Sample Group Input Numbers for Some

. Representative Problems¥

Case A - Neutron Only Cross Sections (22 groups)
Case B - Gamma-Ray Only Cross Sections (13- groups)

Case C ~ Neutron-Gamma-Ray-Coupled Cross Sections (22-18 groups)

Problem Type
K
oy
o
ES .o
—~ c T
[} s P o w -]
a. e — S o S = o=
] = z = ) £ o F
o < c © 3] 5 = B
£ - 1 ¥ > [ R TR
o ] % oL o of iz G
= = ol
< 0o~ Lo U~ U0~
—t - St — 3 =t St = -
v ) Yo v £ o
Tnput M7 =N £oon £oD oo E o 7 T -~V o 8
=< < C o LoD c S 3 57
Variabie O o= o O Z e (SRS CZ b e
MORSE Input:
NGPQTN 14 0 14 0 14
NGPQTG 0 17 0 17 17 ~ARD B.
NMGP 22 18 22 18 2z Varicuvles
NMTG 22 18 22 18 40
NGP - 22 18 22 0 22+
NGG 0 0 0 18 18 CARD XB
INGP 22 18 40 40 40 Variables

*For cross scctions with full downscatter, NIOS = NGP, NDSG = NGC,
INDS = INGP, and ITBL = number of downscatters + number of upscatters
+ 3. Usually, ISGG = number of upscatters + 43 i.e., NUS + 4.

T Must be = to tetal number of neutron groups in the data - otlerwise it

picks up gammas from wrong location.
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MEDALB ~ albedo scattering medium is absol&fe value of MEDALB;
if MEDALB = 0, no albedo irformation to be read in,
MEDALB < 0, albedo only problem - no cross sections
are to be rzad,
MEDALB > 0, coupled albedo and transport problem.
CARD C (415,5E10.5)
’ ISPUR - source energy group if > 0,
if ISPUR < O or if ISPUR = 0 and NGPFS # 0, S@RIN
is called for input of Cards El and E2.

NGPFS ~ number of groups for which the source spectrum is tu
) be defined. If IS$LR < O, KCPFS > 2. ;
ISBIAS - no source energy biasing if s2t equal to zero; other-
wise the source energy is to be biased, and Cards E2 ;é
are required. ‘ : -
NATUSD - an unused variable. ‘
WTSTRT - weight assigned to each source particile.
ESHTN - lower eneérgy limit of lowest neulron giocud (eV) ﬁ
(group NMGP).
EB@TG - lower energy limit of loweut gamma-ray group (eV)
(group NMIG).
TCUT ~ age in sec at which particies are retired; 1if TCUT = O,
no time kill is performed. '
VELTH - velocity cf group NMGP when NGPQTN > 0; i.e., thermal- :
neutren velocity (cm/sec). )
CARD D (7E10.4) 3
XSTRT } i
YSTRT coordinates for source particles.
ZSTRT
AGSTRT - starting age for source particles. i
3§:g } source particle direction cosines if all are
WINP zero, isotropicvdirestiops are chosen. ,
Source data on Cards C and D will be overridden by any changes in sub-
routine S@URCE.
CARDS E1 (7E10.4) (Omit if ISPUR on Card C > 0 or if IS@UR = NGPFS = 0)
NGPFS values of FS, where FS equals the unnormalized fraction of
source particles in each group.
1
.
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CARDS E2 (7E10.4) (Omit if IS@UR > 0 or if IS@UR < O and ISBIAS = 0)
" If ISBIAS > 0, MNGPFS values of BFS, the relative importance of a
source in group I, are required,
CARDS F (7E10.4)
NMTG values of ENER, the energies (in eV) at the upper edge of the
energy group boundaries. '
NOTE: The lower energies of groups NMGP and NMIG were read on
Card C.
CARD G (2I5,5X,36I1,5X,1311) (Omit if NCELTP on Card B < 0)
NHISTR - logical tape number for the first collision tape.
NHISMX - the highest logical number that a collision tape may
“be assigned.
NBIND(J), 3=1, 36 - an index to indicate the colliéion parameters
. to be written on tape.
NC@FLLS(J), J=1, 13 - an index to indicate the types of collisioas
to be put on tape. '
(See Tables 4.2 and 4.22 for information concerning NBIND and NC#ILLS.)

CARD H (Z12), on IBM-360; ($¥20) on CDC-6600; (4X,¢12) on UNTVAC-1108

RAND@M - starting random aumher.
CARD I (715) _

NSPLT - index.indicating that splitting is allowed if > Q.

NKILL - index ind.cating that Russian roulette is allowed if > 0.

NPAST - index indicating that exponential transform is invoked
if > 0 (subroutine DIREC requircd); -

N@LEAK - index irdicating that non-leakage is invoked if > 0.

IEB1AS - index indicating that ‘energy biasing is allowed if > 0.

MXREG - number of regions éescribed by geometry input (will be

. set to one if < 0).
MAXGP - group number of last group for which Russian roulette
: or splitting or .exponential transform is to he per-

: formed. For adjoint, set = NMTG or cverstoring results.
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Table 4.2. Variables ThatvMay Be Written on Tape (NBIND)

. J Variable* J Variatble
1 1 NCALL 19 WTBC
f 2 NAME 20 ETAUSD
3 16 21 ETA
4 U 22 AGE
5 v 23 ¢LDAGE
6 W 24 NREG
7 X 25 NMED
8 Y 26 NAMEX
9 z 27 WATEF
3 10 WATE 28 BLZNT
é 11 1G¢ ' 29 BLZ#N
' 12 UpLD 30 VEL (1G)
: 13 V@LD 31 VEL (IG@)
? 14 W@LD 32 TSIG
15 XPLD 33 PNAB
; 16 Y@LD 34 NXTRA
i 17 Z¢LD 35 EXTRAL
18 @LDWT 36 EXTRA2

*These variables are defined in Table 4.4 and Table 4.5.
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" CARD J (615,4E10.5) (Omit if NSPLT + NKILL + NPAST = 0)

NGP1 from energy group NGPl to energy group NGP2, inclusive, in

NDG ‘ steps of NDG and from region NRG1 to NRG2, inclusive, in

NGPZ ! - steps of NDRG, the following weight standards and path-

NRG1 stretching parameteré are assigned. 1If NGP1 = O, groups 1

NDRG o MAXGP will be used; if NRGL = 0, regions 1 to MXREG

NRG2 . will be used (both in steps of one). Usually NDG = 1 and
NDRG = 1.

WTHIH1 - weight above which splitting will occur.

WTLOW1 ~ weight below which Russian roulette is played.

WTAVEL - weight given those particles surviving Russian roulette.

PATH - path-length stretching parameters for use in exponential

transform (usually 0 < PATH < 1}.
The above information is repeated until data for all groups and
regions are input.
End Cards J with negative value of NGPl (ex., -1 in columns 4 and 5).
CARDS K (7E10.4) (Omic if IEBIAS on Card 1 < 0).
((EPR#B(IG,NREG), 1G = 1, NMTG), NREG = 1, MXREG)

Values of the relative energy importance of particles leaving a
collision in region MREG. Input for each region must start on a
new card.

CARD L (415)
NS@UR - set < 0 for a fixed source problem; otherwise the

source is from fissiouns generated in a previous batch.

MFISTP - index for fission problem, if < 0 no fissions are
allowed.
NKCALC ~ the number of the first batch to be included in the

estimatr of k; 1if 5;0 no estimate of k is made.

N@RMF - tﬁe weight stanaards and fission weights are unchanged
if < 0; otherwise fission weights will be multiplied,
at the end of_eaéh batch, by the latest estimate of k
and the weight'sﬁandards are multiplied by the ratio
of fission weights prodﬁced in previous batch to the
average starting weight for the previous batch. For

time-dependent decaying systems, N@RMF should be > 0.
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CARDS M (7E10.4) (Omit if MFISTP on Card L < 0)

(FWLA(I), I = 1, MXREG) values of the weight to be assigned to
fission neutrons.

CARDS N (7E10.4) (Omit if MFISTP on Card L < 0)

(FSE(1G,IMED), IG = 1, NMIG), IMED = 1, MEDIA) the fraction of
fission~induced source particles in group ¥G and medium IMED.
NOTE: 1Input for each medium must start on a new card.

CARDS O (TE10.5) (Omit if NGPQTN = 0 or NGPQTG = 0, i.e., include if
coupled neutron-gamma-ray problem) )
((GWL@{IG,NREG) IG = 1, NMGP or NMIG - NMGP), NREG = 1, MXREG) -
values of the probability of generating a gamma ray. NMGP groups
are read for each region in a forward problem and NMTG-NMGP for

an adjoint. Input for each region must start on a new card.

4.3.2, Combinatorisl Geometry Input Instructions

The combinatorial geometry input data is read by the J@MIN sudb-
routine, except for the region volumes VN@R(I), which are read by the
GTVLIN subroutin? whenever IVPPT = 3. For clarity of terminology, the
terms ''regions" and ''media" have essentially the same meaning as in the
#5R Geometry Package, but are constructed in.a different mannei. The
term "zone" is the same as the "region' as defined in the original com-~
binatorial geometry package. The term "body" has the same meaning as in
the original combinatorial geumetry package.

CARD CGA (2I5,10X,10A6)

IV¢?T - option which defines the method by which region volumes

are determined; if

IV@PT = 0, volumes set equal to 1,

IVYPT = 1, concentric sphere volumes are calculated,
IV¢PT = 2, slab volumes (l-dim.) are calculated,*
IVgPT = 3, volumes are input by ‘card.

IDBG ~ if IDBG > 0, subroutine PR is called to print results
‘ of combinatorial geometry calculations during execution.
Use only for debugging.
JTY ~ alphanumeric title .for geometry input (columms 21-80).

*Not operational.
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CARDS CGB (2X,A3,1X,14,6D10.3)

One set of CGB cards is required for each body and for the END card

(see Table 4.3). Leave columns 1-6 blank on all continuation cards.

ITYPE - specifies body type or END to terminate reading of body

IALP -

FPD(I) -

data (for example B@X, RPP, ARB, etc.). Leave blank

for continuation cards.

body number assigned by user (all input body numbers
must form a sequence set beginning at 1). If left blank,
numbers are assigned sequentially. Either assign all or
none of the numbers. Leave blank for continuation cards.
real data required for the given body as shown in

Table 4.3. This data must be in cm.

CARDS CGC (2X,A3,15,9(A2,I5))

Input zone specification cards. One set of cards required for cach

input zone,

IALP -

NAZ -

IIRIAS(I) -

JTY(1) -

with input zoae numbers being assigned sequentially.
IALP must be & nonblank for the first card of each set
of cards defining an input zone. If TALP is blank, this
card is treated as a continuation of the previous zone
card.

TALP - END denotes the end of zone description.

total number of zones that can be entered upon leaving
any of the bodies defined for this input region (some
zones may be counted more than once). Leave blank for
continuation cards for a given zone. (If NAZ < 0 on
the first card of the zone card set, then it is set to
5). This is used to allocate blank common.

Alternate IIBIAS(I) and JTY(I) for all bodies defining
this input zone. ‘

specify the "@R" operator if required for the JTY(I)
body.

body number with the (4) or (-) sign as required for

the zone description.




Table 4.3, 1Input Required on CGB Cards for Each Body Type

Card Columns ITYPE IALP Real Data Defining Particular Body Number of
‘Body Type 3-5 7-10 11-20 21-30 31-40  41-50 51-60 61-70 Cards Needed - |
i

Box B@#X IALP is Vx Vy Vz Hlx Hly Hlz 1 of 2

assigned H2x H2y H2z H3x H3y H3z 2 of 2
Right Parallele-~ RPP by the Xmin Xmax Ymin Ymax Zmin Zmax 1
piped , user or

' by the
Sphere SPH code 1f Vx Vy Vz R - - 1
o o left
Right Circular - RCC blank. Vx Vy Vz Hx Hy Hz 1 of 2
Cylinder R - - - - - 2 of 2
Right Elliptic REC Vx Vy Vz Hx Hy Hz 1 of 2
Cylinder ' Rlx Rly Rz . R2x R2y R2z 2 of 2
Ellipsoid ELL Vix Vly Viz V2x V2y V2z 1 . f 2
1 - - - - - 2 of 2

Truncated TRC Vx Vy vz Hx Hy Hz 1 of 2
Right Cone L1 L2 - - - - 2 of 2
Right Angle WED or Vx Vy Vz Hlx Hly Hlz 1 of 2
Wedge RAW H2x H2y H2z H3x H3y H3z 2 of 2

6-£°%



Table 4.3 (Cont'd.)

Card Columns 1ITYPE IALY Real Data Defining Particular Body Number of
Body Type 3-5 7-10 11-20 21-30 31-40 41-50 51-60 61-70 Cards Needed

Arbitrary ARB Vix Vly Viz V2x V2y V2z lof 5

Polyhedron V3ix Viy V3z Vax Vay Viz 2 of 5

V5x V5y V52 Véx Véy Véz 3o0of 5

V7x Viy Viz V8x V8y v8z . 4 of 5

Face Descriptions (see note below) 5 0of 5

Termination of

Body Input Data END

NOTE: Card 5 of the arbitrary polvhedron input contains a four-digit number for each of the six
faces of an ARB body. The format is 6D10.3, beginning in column 11. See the ARB write-up
in Section 4.7 for an example.

ot~y



CARDS CGD (1415)
MRIZ(I) -

CARDS CGE (14I5)
MMIZ(1) -

4.3-11

MRIZ(I) is the region number in which the "Ith" f{nput
zone 1is contained (I = 1, to the number of input zones).

Region nunbers must be sequentially defined from 1.

MMIZ(1) is the medium number in which the "Ith" jinput
zone is contained (I = 1, to the number of input zones).

Medium numbers must be sequentially defined from 1.

CARDS CGF (7D10.5) (Omit if IVPPT # 3)

UN@R(I) -

4.3.3. MJRSEC -

volume of the "Ith" region (I = 1 to MXREG, the

number of regions).

Cross-Section Module Input Instructions

CARD XA (2024)

Title card for cross sections. This title is also written on tape

if a processed tape is written; therefore, it is suggested that

the title be definitive.

CARD XB (1315)
NGP* -

NDS -

NGG* -

NDSG -
INGP* -

ITBL -

ISGG -

the number of primary groups for which there are cross
sections to be stored. Should be same as NMGP input in
M@RSE.

number of primary downscatters for NGP (usually NGP).
number of secondary grcups for which there are cross
sections to be stored.

number of secondary downscatters for NGG (usually NGG).
total number of groups for which cross sections are to
be input.

table length, i.e., the number of cross sections for
each group (usually equal to number of downscatters +
aumber of upscatters + 3).

location oi within—groﬁp scattering cross secticns
(usually equal to number of upscatters + 4).

number of media for which cross sections are to be

stored - should be same as MEDIA input in M@RSE.

*See Table 4.1 for sample input.




NELEM
NMIX
NC@EF
NSCT

ISTAT

CARD XC (11I5)
IRDSGY

ISTRT
IFMUT
IMOME
IPRINT
120N

IDTFF

IXTAPE

JXTAPE

4.3-12

number of elements for which cross sections are to be
read.

number of mixing operations (elements times density

- operations) to be performed (must be > 1).

number of coefficients for each element, including PO'

:egral)'
flag to store Legendre coefficients if greater than

number of discrete angles (usually NC¢EF/2in
zero.

switch to print the cross sections as they are read

if > 0.

switch to print cross sections as they are stored if

> 0.

switch to print intermediate results of |i's calculation
if > 0.

switch te print moments of argular distribution if > O.
switch to print angles and probabilities if > 0.

switch to print results of bad Legendre coefficients

if > 0.

switch to signal that input format is DTF-IV format

if > 0; otherwise, ANISN format is assumed.

logical tape unit if binary cross section Lape, set
equal to 0 if cross sections are from cards. If
negative, then the processed cross sectiens and other
necessary data from a previous run will be read; in
this case (IXTAPE < 0) no cross sections from cards

and ro mixing cards may be inﬁut. The absolute value
of IXTAPE is the logical tape unit,

logical tape unit of a processed cross-section tape to
be written. This processed tape will contain the title
card, the variables from common L@CSIG and the pertinent

cross sections from blank common

tSwitches are ignored if IXTAPE < 0.
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IP6RT - logical tape unit of a point cross-section tape in
‘ 06R format.
IGQPT - last group (MPRSE multigroup structure) for which the

06R point cross sections are to be used ( < NMGP).
CARD XD (14I5) (Omit if IXTAPE < 0) |
Element identifiers for croass-section tape. If element identifiers
are in same order as elements on tape, the efficiency of the code is
increased due to fewer tape rewinds.
CARDS XE (Omit if IXTAPE # 0)
If cross sections are in free-form, a card with ** in columns 2 and
3 nust precede the actual data.
ANISN forma: if IDTF < 0; otherwise, DIF-IV format. Cross sectioas
for INCP groups with a table length ITBL for NELEM elements each
with NC@EF coefficients.
CARDS XF (215,E10.5) (Omit if IXTAPE < 0)
NMIX (see Card XB) cards are required.
KM - medium number.
KE - element number occurring in medium KM (negativa valuz
indicates last mixing operation for that medium).
Failure to have a negative value causes code not to
generate angular probabilities for that media (LEGEX
and ANGLE noc called).
RHY - density of element KE in medium KM.
CARDS XG (I5) (Onit if IB6RT < Q)
NXPM ~ number of point cross-section sets per medium found on
an 06R7’8 tape.

1, total cross section only,

2, total + scattering cross section,

u

3, total, scattering, and vxfission cross section.

NOTE: Cross sections and cross-section input data may be checkel inde~-
pendently of H@RSE utilizing XCHEKR;9 The input to XCHEKR consists of
the cross-section .cards XA through XG preceded by a card as follows:
Format (415)

TADJIM - set greéter than zero for an adjoint problemn.
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MEDIA ~ number of cross~section media; should equal NMED on
Card XB.
NMGP - number of primary particle energy groups for which

cross sections are to be stored; should equal NCP on
Card XB.
NMIG - total number of energy groups for which cross secticns

are to be stored. Should be equal to INGP on Card XB.

4.3.4. SAMB@ Analysis Input Instructions

The foilowing data are read from cards by SC@RIN:
CARD AA (20A4)
Title information - will be immediately output.
CARD BB (8I5)
ND ~ number of detectors (set = 1 if < 0).
NNE - number of primary particle (neutron) energy bins to be
used (must be < NE).
NE - total number of energy bins (set = 0 if < 1).
NT - number of time bins for each detector (may be negative,
in which case INTI valués are to be read and used for

every detector) (set = 0 if |NT] < 1).

NA - number of angle bins (set = 0 if < 1).

NRESP - number of energy-dependent response functions to be
used (set = 1 if < 0).

NEX - number of extra arrays of size NMIG to be set aside

(useful, for example, as a place to store an array of
group-to-group traﬁsfer probabilicries for estimator
routines).

NEXND “ pumber of extra arrays of size ND to be set aside
(useful, for example, as a place to store detector-
dependent counters). _

CARDS CC (3E10.4) (ND cards will be read)
X,Y,2 - detector location. (If other ;han point detectors are
~desired, the point locations,must still be input and
can be combined with additional data built in to user

routines to fully define each detector.)
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the that the disiance between the above points.and the XSTRT.
YSTRT, ZSTRT values and the initial age, AGSTRT, will be used to
- define the lower limit of the first time bin.
CARD DD (20A%) _
' Title or units for total reéponses for all detectors. Will be
used in columns 54 through 133 of the title for the print of
, tﬁese arrays. ‘ ’
CARD EE (20A4)
Title or units for each tbtal response‘for all detectors.
CARDS FF (7E10.4)
Response function values. NMTG values will be read in each set of
FF cards. Input order is from energy group 1 to NMTG (order of
decreasing energy). _
NOTE: Cards EE and FF are read in the fbllowing order:
EE, FFl, . . . FFN, EE, FF1, . . . FFN, etc. NRESP sets of EE,
FF cards will be read. |
CARD GG (20A4) (Omit if NE < 1)
Units for energy-dependent fluence for all detectors.
CARDS HH (14I5) (Omit if NE < 1)
Energy group numbers defining lower limit of energy bins (in
order of incfeasing group.number). The NNE (if > 0) erergy must
equal NGPQTN; the NE entry must be set to NMGP + NGPQTG for a
combined problem, or else NGPQTG or NGPQTN.
CARD II (20A4) (Omit if |NT| < 1)
Units for time-dependent total responses for all detectors.
CARD JJ (20A4) (Omit if |NT| < 1 or NE < 1)
Units for time and energy-dependent fluence for all detectors.
CARDS KK (7£10.4) (Omit if |NT| < 1)
NT values of upper limits of time bins for each detector (in order
of increasingvtime and detector number). The values for each du-
tector must start on a new card. [NT| values only are read if NT
is negative. They are thén used for every detector.
CARD LL (20A4) (Omit if NA < 1)

Units fof angle- and energy-dependent fluence for all detectors.

Sk i e i
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CARD MM (7510.4) (Omig if Ka < 1)
NA values of upper iimits of angle bins (actually cosine bins;
the NAEE value must equal on=).
Following the input for the SAMBY analysis wmodule, input cards for

user-written routines INSC@R, SPURCE, and ENDRUN.

SN ente kL
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4.4. PANDOM WALK MODULE

4.4.1. Introduction

The basic random walk process of choosing a source particle and
then following it through its history of events is governed by the
routines In this module of MORSE. A given prcblem is performed by fol-
lowing a number of batches of particles which then constitute a run.
Multiple runs are also permitted. The bLatch process feature is used
so that statistical variations between groups of particles can be
determined. Thus a batcli of source particles is generated and stoted
in the bank. The random walk for this batch of particles is determined
by picking one particle out of the bank and transporting it from colli-
sion to coiiision, splitting it into two particles, killing by Russian
roulette, and generating secondary particles (eithcr gammua rays or
fission neutrons) and storing them in the bank for future processing.
Termination of a history when a particle iecaks from the system, reaches

an energy cutoff, reaches an age limit, or is killed by Russizu roulette.

The randem walk module performs the necessary bookkecping for the
bank and the transportation and generation of new particles zcnd relays
this information to the analysis medule for estimatior] of rhe desired
quantities. Use is made of the cross-section module énd the geometry
module during the random walk pro-ess and the input—o%tput routines for

the reading and printing of pertinent information about the problem.

In this module the main program is used to set aside the storage
required in blank common and to pass this informationgto subroutine
MPRSE which is the executive routine for the randon w;lk process., After
performing the necessary input operations and setting;up storage require-
ments, the walk process consists of three nested looﬁéz one for runs,
one for batches, and the inner-most is for particlesf After eac!: terrina-
tion of the batch loop, some bookkeeping is requiren before the genera-
tion of a new batch of source particles. _Aftcr the termination of a
run, a summary of the particle terminatioﬁs, scattering counters, and
secondary production counters are output, as well as the results of

Russian roulette and splitting for each group and region.
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There are only two main labelled commons (APOLL@ and NUTR#N) in
the random walk routines. Tables A.A'and 4.5 list the definitions of the
variables in these two commons. Note that in Table 4.5 "current" and
"previous" refer tc values of parameters leaving the current and pre-

vicus event sites, respectively (WTBC is the exception, being the weight

entering the current event site). Also note that "event" includes boun-

dary crossings, albedo collisions, etc., as well as real collisions. A
description of blank common is given in Fig. 4.2, along with definitions
in Table 4.8. The locations of:the variables are given in Table 4.9.

All the variables used as location labels, except NGEJM, locate cell zero
of an array. Cells NLAST +.l to NLAST + NLEFT are available for analysis

arrays if the user sipplics his own analysis pachage.

A description of the subroutines that make up the random walk mogule

is given on the following pages in this section.
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I

Starting Mnemonic Variable
Location Name Length
ENER
VEL .
FS 4 NMTG
LACWTS . BFS
Current Weight }
Standards 3*MGPREG
Path 2 MGPREG
SPLIT and R.R. } 8MGPREG
Counters
Initial Weight } N
LACFWIL______{ Standards 3+HGPREG
Current FWLY }
Tnitial FwL9 Z#MXREG
LOCEPR »| GWLY }  NMTG*MXREG
LOCNSC . EPRB ¢ NMIG#MXREG not present if
IEBIAS < 0
Scattering BXNMTGHMXREG
Counters
LOCFSN_____,. ! NSCA MEDIA
FISH NMTG*MED 1A
FSE - NMTGMEDIA
NGEMM e GMGN RMTG*#MEDTIA
NGLAST Geometrv Data See Figs. 4.18-4.20 for
details

Permanent Cross

See Table 4.16 for details

NSIGL e Sections
Temporary Particle IA*NMOST+ see Table 4.10
Cross Bank for details
NMXSEC Sections | —==-———-
Fission 7%xNMOST IF MFISTP > O
NLAST — Bank see Table 4.11 for details
User Area NLEFT see Fig. 4.6 for
SAMBO Analysis details
IMAX —— Data ’
Fig. 4.2. General Layout of Blank Common.

12%NMOST ir IBM 360 version.
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Table 4.4. Dpefinition of Variables in Common APPLLY

Variable Definition

AGSTRT Input starting age of source particle

DDF Starting particle weight as determined in S@RIN

DEADWT(5) The summed weights of the particles at death. The
four deaths are: Russian roulette, escape, energy,
and age limit. DEADWT(S5) is unused.

ETA Mean-free-path between collisions

ETATH Distance in cm to the next collision if the particle
does nc: encounter a change in total cross section.

ETAUSD Flight path in m.f.p. that has been used since the

UINP, VINP,
WINP

WISTRT

XSTRT, YSTRT,
ZSTRT

TCUT

XTRA(10)

10, I1
MEDIA
IADJM

ISBIAS

last event

Input direction cosines for source particle

Input starting weight

Input starting coordinates for source particle.

Age limit at which particles are retired.

Used for temporarily storing alphanumeric information
on 'time used' immediately before printing it.

Output and input logical units

Number of media for which there are cross sections

Switch indicating an adjoint preblem if > 0.

-Switch indicating that source energy distribution is

Eo be biased if > 0.
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Table 4.4 (Cont'd.)

Variable

Definition

ISPUR

ITERS
ITIME

ITSTR

LOCWTS

LGCFWL

L@CEPR

LBCNSC

LPCFSN

MAXGP

MAXTIM

Input source energy group if > 0; SORIN is called

to read input spectrum if < 0; if = 0, SPRIN is called
unless NGPFS.= 0.

Rumber of batches still to be processed in the run.
Not used

Switch indicatirg that secondary fissions are to be
the source for the next batch if > C.

Starting lccation in blank common of the weight stan-
dards and other arrays MGFREG long (see Fig. 4.2 and
Table 4.9).

Starting location In blank common of the fission
weights.

Starting locaticn in blank common of the ernergy-
biasing parameters.

Starting location in blank cormon 2f the scattering
counters

Starting location in blank common of the fission and
gamma-generation brobabilities for each medium and
group.

Maximum number of energy groups forvwhich there are
weiéht standards o; path-length stretching parameters.
For adjoint make MAXCP = NMIG or overstoring can occur.
The elapsed clpck time at wihich the probleﬁ is termin-

ated.
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Table 4.4 (Cont'd.)

Variable Definition

MEDALB Medium number for the albedo mediuuw.

MGPREG Product of number of weight standard groups (MAXGP)
and regions (MXREG).

MXREG Maximum number of regions in the system.

NALB An index indicating that an albedo scattering has
occurred if > O.

NﬁEAD(S) Number of deaths cf each type (see DEADWT).

NEWNM Name of the last parﬁicle in the bank.

NGE@M Location of first cell of geometry data storage in
blank common.

NGPGT1* The lowest energy group (largest guoup number) for
which pfimary particles are to be followed.

NGPQT2* The number of primary particle groups.

NGPQT3* The lowest energy group (largest g~oup number) for
which any particle is to be followed.

NGPQTC* Number of energy groups of secondary particles to
be followed.

NGPQTN#* Numbcer of energy groups of primary particles to be
followed.

NITS Numher of batches per run.

*See Fig. 4.3 for diagram of energy gfoup structure.
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Table 4.4 (Cont'd.)

Variable Definition

NKCALC The first batch to be used for a k calculation. If
0, k is not calculated.

NKILL An index to indicate that Russian roulette is to be
played if > 0.

NLAST The last cell in blank common that was used LY the
cross-saction storage or is set aside for banking.

NMEM The location of the next particle in the bauk to be

| processed.

NMGP* The number of primary particle groups for which ther
are cross sections.

KM@ST The maximum number of particles that the bank can hold.

NMTG* The total number of energy groups (both primary and
secondary) for which there are cross secticns.

NPLEAK An index which indicates that nonleakage path-length
selection is to be used if > Q.

NJRMF An index to indicate that the fission parameters are
to be renormalized if > 0.

NPAST An index to indicate that the exponential transform
is to be used if > 0.

NPSCL(13) An érray of counteré of events for each batch:

*See Fig. 4.3 for

(1) sources generated

(2) splittings occurring

diagram of energy group structure.
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Table 4.4 (Cont'd.) , : L;'
Variable Definition

(3) fissions occurring

(4) gamma rays generated

(5) real collisions

(6) albedo scatterings

(7) boundary crossings

(8) escapes

(9) energy cutoffs

{10) time cutoffs

(11) Russian roulette kills

(12) Kussian roulette survivors

(13) gamma rays not generated because bank waa full
NQUIT - Number of runs still to be processed.
NSIGL Starting location of the bank in blank common.
NS@UR An index input to indicate that fissions are to be

the source for future batches.
NSPLT An index to indicate that splitting is to be considered

if > 0. |
NSTRT The number of particles to be started in each batch.
NXTRA NXTRA(1l) used to transfer NLEFT from INTUTL to INPUT2.

NXTRA(2) used to transfer'NGPQTO from-INPUT1 to INPUT2.
NXTRA(3-10) Not used.




NGPQT1~

NGPQT 2~

NGPQT3~

Forward

i

NGPQTN

NMGP

NMGP + NGPQTG

NMTG

4.4-9

Adjoint

IMTG

NMTG - NGPQTN

NMTG - NMGP

NMIG - NMGP - NGPQTG

-1

NOTE: NGPQT1l = NGPQT3 for neutron only or gamma ray only.

:

Fig. 4.3. Diagram of Energy Croup Structure

+NGPQT3

+NGPQT2

«NGPQT1

<NGPQTO
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Table 4.5. Definition of Variables>in NUTRON Common

Variable Definition
NAME - Particle's first name.
NAMEX Particle's family name. (Note that particles do not marry.)
IG Current energy group index.
iGo Previous energy group index.
RMED Medium number at current location
.MED¢LD Medium number at previous location.
NREG Region number ét current locaticn.
u,v,w Current direction cosine.
- UALD, V)LD, Previous direction cosines
WALD
XY, 2 Current location.
zgig,YﬁLD, Previous location.
WATE Current weight.
@LDWT Previous weight. (Equal to WIBC if no path length
stretching.)
WIBC Weight just before current collision.
IBLZN Current zone number.
IBLZ® Previous zone number.
AGE Current age.
@LDAGE Previous age.
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Table 4.6. List of Routines Altering Variables
in NUTRON Commoan

Variable Routine Where Variables May be Altered*
NAME MS@UR, FS@UR

NAMEX MS@UR, FSOUR

16 MSPUR, SOURCE, FSPUR, CPLISN

169 MS@UR, M@RSE

NMED MS@UR, G@MST, FS@UR

MED@LD MS@UR, M@RSE, NXTC@L

NREG MS@UR, CGPMST, FS@UR

u,v,W MS@UR, FS@UR, C@LISN

;gig’V¢LD’ MSPUR, M@RSE

X,Y,2 MSPUR, COMST, FSWUR

ﬁgtg’YﬁLD’ ‘MS¢UR, MPRSE, NXTCHL

WATE MS@UR, S@URCE, TESTW, GETRETA, GTIi@UT, FSPUR, NXTCPL, COLISH
ALDWT MS@UR, MPRSE, TESTW

WTIBC NXTC@L

IBLZN MS@UR, G@MST, FSQ@UR

1BLZP MS@UR, MJRSE, NXTCQL

AGE MS@UR, NXTCPL, FSPUR

$LDACGE MSQUR, !'@RSE, NXTCOL

*Does not include routines where variables are temporarily altered but
restored tefore returning to calling program.
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Table 4.7. Subroutines in Which Variables
in NUTR@N Common are Changed

RSP A PR PV 2]

Subroutine ’ Variables Changed

M@RSE 1G¢, USLD, V@LD, W@LD, SLDWT, X4LD, Y@LD, Z¢LD,

IBLZ@, MED@LD, MLDAGE

MS@UR all except WTBC

S@URCE WATE, IG

(TESTW) (WATE, @LDWT)*

NXTCPL . WIBC, ACE, (XPLD, Y@LD, 2ZALD, IBLZ¢, MEDPLD, @LDAGE),
(WATE)

GETETA (WATE)

GPMST X, Y, Z, NAED, NREG, IBLZN

(ALBD®) u, vV, W

COLISN 16, U, V, W, WATE

(GTIQUT) VATE

*Indicates possible change or call.
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Tableba,a, Definitions of Variables
in Random Walk Blank Common

Mnemonic
‘Variable
Name Definiticn

ENER(IG) Upper energy boundary of group 1G (in eV).

VEL(1G) Velocity corresponding to the mean energy for neutron groups
and the speed of light for gamma-ray groups (in cm/sec).

FS(I1G) Unbiased source spectrum - unnormalized fraction of source
particles in each energy group - transformed to c.d.f. by
SPRIN,

BFS(IG) Biased source spectrum - relative importance of each energy
group - transformed to biased c.d.f. by S@RIN.

WTHI(IG, Weight above which splitting is performed (vs. group and

NREG)
region).

WILS( 1, Weight below which Russian roulette is performed (vs.

NREG)
group and region).

WTAV(IG, Weight to te assigned Russian roulette survivors (vs.

NREG)
group and region).

:ggg;IG’ Exponential transform parameters {vs. group and region).

NSPL(1G, . .

NREG) Sp;itt1ng counter (vs. group and region).

WSPL(1G,

NREG) Weight equivalent to NSPL.

N@SP(1G, Counter for full bank when splitting was requested (vs.

NREG) o UL T TR S NS
group and region).

WN@S (IG, . . o

NREG) Weight equivalent to N@#SP,

PO

TN HESERpRRR IS
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Table 4.8 (Cont'd.) . -

Mnemonic
Variable :
Name Definition

;:g?;lc’ Russian roulette death ccunter (vs. group and region). :

WRKL(IG,
NREG)

Weight equivalent to RRKL.

RRSU(1G, s . . . ;
NREG) Russian roulette survival counter (vs. group and region). ;

WRSU(IG, . ) .
NREC) We}ght equivalent to RRSU.
INIWHI .

(1G,nRgc) ~ [nitial values of WTHI array.

INIWL®

(1G,NREG) Initial values of WTL$ array.

W ;
i?é gXEG) Initial values of WTAV array. ;
’ : :

FWLP(NREG) Weights to b= assigned to fission daughters (vs. region).

INIFLO A
(NREG) Initial values of FWL@.
CWLB (1C, Weights to be assigned to secondary particles (vs. group :
NREG) ;
and region).
i
EFRB(IG, Relative importance of energy groups after scattering (vs. }
NREG) , . , :
group and region). Present only if IEBIAS > 0. !
1 . ?7
§SCT(IG’ Number of real scatterings (vs. group and region). !
NREG) : i :
WSCT(IG, : : '
NREG) Weight equ1v§1ent to NSCT.
:ﬁ;gglc’ Number of albedo scatterings (vs. group.and region). : o
}
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Table 4.8 (Cont'd.)
Mnemonic
Variable o
Name Definition
WALB(IG, ) ala .
NREG) Weight equivalent to NALB.
NF1z2(1G, . P o
NREG) Number of fissions (vs. group and region).
WFIZ(IG .
’ ' NF12Z.
NREG) Weight equivalent to NF1Z \
|1
6 . !
NGAM(IG, Number of secondary productions (vs. group and region). 4
NREG) ‘ }
i
WGAM(IG, sort . P
NREG) Weight equivalent to NGAM. d
NSCA(IMED) Scattering counter (vs. cross-~secticn medium).
FISH(1G, Probability of generating fission neutron (vs. group
IMED)
atd medium).
FSE(IG, Source spectrum for fission-induced neutrons 1or each
IMED)
group - input as frequency of group IG.
GMGN(IG,
IMED)

Probability of generating secondary particle {(vs. group
and medium).
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Table 4.9. Indexing of Random Walk Blank Common Arrays

Mnemonic _
Variable Location of Array in Blank Common
Name BC(I) or NC(I1))
ENER(IG) . BC(I); I = 1G
VEL(IG) 1 = NMTG + 1IG
FS(1G) I = 2%NMTG + IG
BFS(IG) I = 3xNMTG + IG
; WTHI(IG,NREG) BC(I); 1 = LACWTS + (NREG-1)sMAXGP + IG
: WTLG(IG,NREG) h ‘ I = LACWTS + MGPREG + (NREG-1)4iMAXGP + 1IG
; WTAV(IC,NREG) I = LPCWTS + ZxMGPREG + (NREG-1)aMAXGP + IC
g PATH(IG,NREG) I = LBCWTS + 3*MGPREG + (NREG-1)#MAXGP + 1G
£ NSPL{IG,NREG) NC(I); I = L@CWTS + 4xMGPREG + (NREG~1)xMAXGP + IG
2 : WSPL(IG,NREG) I = LOCWTS + 5sMGPREG + (NREG-1)*MAXNGP + 1G
i NASP(1G,NREG) I = LOCWTS + 6xMGPREG + (NREG-1)xMAXGP + IG
;‘ Z WN¢IS (1G, NREG) I = LPCWTS + 34#MGPREG + (NREG-1)*MAXGP + IC
5 RRKL (IG,NREG) I = LPCWTS + 6*MGPREG + (NREG-1)*MAXGP + IG
g‘ WRKL(IG,NREG) I = LACWTS + 9*MGPREGC + (NREG-1)*MAXGD? + IG
! RRSU(IG,NREG) I = LPCWTS + 10*MGPREC + (NREG-1)*MAXGP + IG
ﬁ WRSU (1G,NREG) I = LOCWTS + 11*MGPREG + (NREG-1)*MAXGP + 1G
' INIWHI(IG,NREG) BC(I); I = LOCWTS + 2*MGPREC + (NREG-1)*MAXGP + IG
INIWLB(IG,NREG) I = LOACWTS + 13*MGPREG + (NREG-1)*MAXGP + IG
INIWAV(IG,NREG) I = LPCWTS + 14*MGPREG + (NREG-1)*MAXGP + IG
FWLA(NREG) BC(I); I = LBCFWL + NREG
INIFLG (NREG) 1= L¢CFWL + MXREG + NREG
GWLB(1G,NREG) I = LBCFWL + 2*MXREG + (NREG-1)*NMTG + IG
EPRB(1IG,NREG) BC(I); I = LOCEPR + (NREG-1)*NMTG + IC

VAR T I UE SR NI N, S o6 e S PPRORT (RECINEIE DTt ST GRS N7 TR AR SRR ILV 72 SV RED TPV Y SRR Y. XTSI RINCIR SR EPRS  AIE CUP AT RIS Ly RIS SR ] SONPRFS TP SV ER RIS e SRR IR S IR VAEESANNHERIPR S I s AR L

© - . . b




Table 4.9 (Cont'd.)
Mnemonic
Variable Location of Array in Blank Common
Name (BC(I) or NC(I))
NSCT(IG,NREG) NC(1); I = L@CNSC + (NREG-1)*NMTG + IG
WSCT (IG,NREG) BC(1); I = LPCNSC + NMTG*MXREG + (NREG-1)*NMTIG + IG
NALB{IG,NREG) NC{1); I = LACNSC + 2*NMTG*MXREG + (NREG-1)*NMTG + IG
WALB(IG,NREG) BC(I); I = LACNSC + 3*NMTG*MXREG + (NREG-1)*NMIG + IG
NF1Z NC(I); I = LOCNSC + 4*NMTG*MXREG + (NREG-1)*NMTG + 1IG
Wriz BC(I); I = L@CNSC + S*NMTGAMXREG + (NREG-1)*NMTG + I
NGAM NC(I); I = LOCNSC + 6*NMTG*MXREG + (NREG-1)*NMIG + IC
WGAM BC(I); I = LOCNSC + 7*NMTG*MXREG + (NREG-1)*NMTIG + IG
NSCA(IMED) NC(I); I = LACNSC + IMED + S*NMTG*MXREG
or I = LOCFSN - MEDTIA + IMED
FISH(IG, IMED) BC(1); I = LOCFSN + (IMED-1)*XMTG + .3
FSE(IG,IMED) I = LPCFSN + NMTG*MEDIA 4+ (IMED-1)*NMTG + IG
GMGN(IG,IMED) I = LYCFSH + 2%IMTGAMEDLIA + (IMED-1)*NMIG + IC
et P b P et TR A S R RS S 2o L A ¥ Lo 0t et s rer Tt 8 U STk Ny T it s 47 R Bt i T 103 05 T e e s ke R s e
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. Table 4.10. Layout of Particle Bank in Blank Common
Location Variable Comments
- NN@ = NSIGL 1G On IBM-360 this is a 2-byte word
‘ stored in last half of word.
U
- v
. W
X
Variables are from RUTRON
Y common, see Table
definitions
z
WATE
AGE
BLZNT
NAME } On IBM~360 these are 2-byte words
L NAMEX stored as one 4-byte word

NMED
NREG
NNO + 14

NN@ + 14*NM@ST = NLAST
NFISBN if MFISTP

]

On IBM-360 these are
stored as one 4-byte

2-byte words
word

On IBM-360 this is NN@+12

Repeat for Particle 2

On IBM-360 this is NNGH1 24 NMPST

>0

o R ol D L eniin iy
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4.4.2, Main Program

The main program performs the follbwing functions:

1. Sets the maximum allowed size of blank common (all other
routines using blank common use a dummy dimension of 1);

2. Ensdfeé that certain labelled commons are loaded in a spacified
order (which must agree with the order of these commons in the
diagnostic routines using the LAC function);*

3. Loads éhe junk word into blank common on all machines and into
all labelled commons present in this routine on the IBM-360.
The junk word is (4848684816) on the IBM~360, (474747474747
on the UNIVAC, and 30007777770000000000B on the CDC-6600;

g

4. Sets the two variables used for input and output logical units;
and »
5. Calls MPRSE for the actual administration of the job. (The
size of blank common is transferred to M@RSE as an argument.)
Subroutines called: M@RSE
Functions required: L@C (library function at Oak Ridge National
Laboratory - output is the absolute address (in
8-bit bytes) of the cell given as the argument).
At most installations other than ORNL, user nust
set NLFT to the dimension in biank common and not
use L@cC.
Variables required: JUNK
Variables changed: IT@UT (IO in most other routines).
ITIN (I1 in most other routines).
Commons required: Blank, APPLL$, FISBNK, NUTR@N, L@CSIG, MFANS, MPMENT,
QAL, RESULT, CE¢MC, NPRMAL, PDPET, USER, DIRDMY.
Helpful Hints:
1. Note that if a new cross section, geometrv, or analysis package
is used, the labelled'éommong here may have to be modified corres-

pondingly.

*This does not apply to non IBM-360 versions.
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- 2. The junk word is the bit pattern that comes closest to being
output identically as either a fixed or floating number. It
is also recognized by subroutine HELPER that the cell has not
been used by the code.

3. The L#C function returns an absolute address of a variable in
byteé, requiring division by 4 to obtain the number of 4-byte
(32 bit) words.T ‘

4. To change the size 6f blank common only the statement defining
the common: needs to be changed at ORNL since the L@C functicn
is used to obtain this value to be transferred to MPRSE; however,
NLFT must also be changed at most other installations.

5. It is recommended that this routine always be compiled and that.
‘it be the first routine cdmpiled. This insures that it is loaded
first and that the commons it specifies are loaded first.

6. The program size, in bytes, is usually on the order of 155,000 +
4x(blank common size in words). Note: this does not include

library routines.

tSee Section 4.9 for a descriptidn of all library routines used in

M@RSE.
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4.4,3. Subroutines
Subroutine MPRSE (NLFT)

MPRSE is the executive routine for the walk process and controls
the succession of events which comprise the Monte Carlo precess. The
problem is assumed to consist of NQUIT runs, each consisting of NITS
batches, and starting out with NSTRT particles in each batch. Thus the
functions of M@RSE are logically broken down into nested loops with the
inner loép consisting of the execution of the walk process for each par-
ticle. The next loop is for each batch of particles and the outer loop
is for each run. Several problems may be run in succession by stacking

input data.

There is no significant part of the walk process performed in M@RSE
except for the termination of histories.‘ The bookkeeping of before-
collision parameters, the determination of history terminations, and
the ordering of the subroutine calls are the basic functions. The
option of terminating a problem by ar execation time limit is provided;
this ~ntion 1wy only be executed ar the end of a batch and the normal
termination of a problem eccurs in that all end-of-run processes are

completed.

Called from: Maiu program.

Subroutines called: INPUT, TisMER, BANKR(-1), 3ANKR(-2), MSOUR, @UTPT(1),
GETNT, TESTW, NXTC@L, BaNKR(10)T. ALBD@, BANKR(6),
GTMED, FPR@B, GPR@B, C@LISN, BANKR(5), BANKR(9)T,
BANKR(-3), @UTPT(2), BANK(-4), @UTPT(3), ICL@CK,
RNDSUT

Commons required: Blank, AP@PLL@A, NUTR@N, FISBNK.

Variables required: NLFT, NKILL, NSPLT, NGPQIN,
WGPQTG, NITS, NQUIT, NSTRT,
NFISH, ITSTR, NMEM, MAXTIM, TCUT

from common AP@LL@
{see page 4.4-4)

NALB - index indicating that an albedo collision

‘ “has ceecurred. ‘

MFISTP - index indicating that fissions are allowed
if > 0.

11f user wishes to implement these calls, he must insert them.
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Variables changed:
NDEAD(I), DEADWT(I) - counters

I =

1 - Russian roulétte kill
2 - particle escaped the system
3 - particle reached energy cutoff

4 - particle reached age limit - it was retired.

NPSCL(I) - counters

I=

S - number of real collisions
6 - number of albedo collisions
9 - number of energy deaths

10 - number of age terminationms.




s
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Subroutine DATE (A,NW) IBM-260 Version?t

Given an array A, DATE inserts-a hollerith string with the day of
the week, the month, the day of the month, and the year. It will use as
many as 32 bytes, so A must be dimensioned at 8 for single precision.
NW, on return, is the number of 4-byte words which must be output.
Typical calling sequence for IBM~360 version:

DIMENSI@N ARRAY (8)

CALL DATE ( ARRAY, NUM)

PRINT 1, (ARRAY(I),I=1,NUM)

1 FORMAT ('TODAY IS ',8A4)
producing, if called on May 30, 1970:
*T@DAY 1S SATURDAY, MAY 30, 1970'.
Calied from: INPUT1
Routines called:
IWEEK
INTPBC (library function at QOak Ridge National Laboratory, converts
a 4-byte integer to an EECDIC stiing),
INTBCD - same as INTOBC except #l1s0 returns the nuumber of bytes in
the EBCDIC string.
Commons: DATDAT which contains arrays of ERCDIC characters for months and
weekdays, arrays of numbers of EBCDIC characters and starting,
points. It is loaded in a Block Data routine with the follewing

values:

+The CDC-6600 version is a dﬁmmy. The UNIVAC-1108 version is described
on page 4.4-24 of this section.
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. COMMPN /DATDAT/ XM@NTH(11l), WEKE(6), DAY(1l), IM@ANTH(12), NM@NTH(12),

IWEKE(8), IWEEK(8)

XMPNTH WEKE DAY
Index (REAL*8) (REAL*3) (REAL*8) IMPNTH NMONTH IWEKE IWEEK

1 JANUARY D * HUH?SUINQ® DAY, D 195@ O 7 4
2 FEBRUARY MgN (D TUES 8 8 3
3 MARCH (B WEDNES 16 5 3
4 APRIL ) THURS ©® 24 5 12 4
5 MAY @ JUNE  FRI O 32 3 16 6
6 JULYAUCU SATUR () 36 4 24 5
7 ST @ SZPT 40 4 32 3
e EMBER ® 44 6 40 5
9 @cTPBER O 52 9

10 N@VEMBER 64 7

11 DECEMBER 72 8

12 80 8

*(@® cenotes N blanks.

Subroutine DATE (I0) - UNIVAC~1108 Version

This routine generates a line of print containing the month, day,

year and time that the case begins.

Called from: INPUTL
Routines called:

ERTRAN - library routine that determines the date and time.

Variables required:

I0 - logical unit rumber of st ndard output tape.
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Function DIREC (Dummy)

This function must be provided by the user whenever the path-length
stretching option is exercised. DIREC usually provides the cosine of
the angle between the flight direction and the most important direction.
It is used to vary the amount of path-length biasing depending on
whether the particle is traveling in an important direction or not. = The
version that is distributed with the MPRSE code merely sets DIREC=l,
which produces maximum path-length stretching when used in the calling
routine GETETA.
Called from: GETETA
Variab.:s changed:

DIREC - the function value.
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Subroutine EUCLID (MRK, X1, Y1, Z1, X2, Y2, 22, P1P2, 1C, ARG, NID,

MEDIUM, IBLZ, NREGN)

This routine is provided for the user to determine the number of

" mean free paths between two points in the system. It will either return

the total number of mean free paths or will return the first boundary

intersection point and the number of mean free paths to that point.

Total cross sections are determined by calling NSICTA and distances to

next interfaces are calculated by calling Gl.

Calléed from: GETETA and user routines like RELCAL and SDATA.

Subroutines called: Gl, NSIGTA.

Functions used: DSQRT or SQRT depending on precision of geometry
(library).

Commons required: G@ML@C, PAREM, $RGI, APQLLQ.

Variables required:

MRK -VSec tc 1 upon calling. If NTD is non-zero, MRK should
be 0 on successive calls for the same trajecfory, so
that new trajectory parameters are not initialized.
This will be handled automatically if the calling
routine does not change MRK.

X1, Y1, Z1 - Coordinates ~f start.ng point.

X2, Y2, Z2 - Coordinates of end point.

P1P2 - Distance between starting and end peints.
IG - Energy group index.
NTD = 0 for totai mean freas paths,
# 0 for intersection points and mean free paths between,
MEDIUM - Media in which X1, Y1, Z1 is locateqd.
IBLZ - Zone (IR) in which X1, Y1, Z1 is located.
NREGN - Region in which X1, Y1, 21 is located.

Variables changed:

MRK = 1 for a flight reaching the erd point,
=0 for a flight croésing a medium boundary (NTD # b only),
= -1 for a flight escaping the system,
= -2 for a flight encountering an internal void (NTD # 0
only). o '
X1, Y1, Z1 = Returns boundary intersection point if NTD # 0.

N
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ARG Zvlt-‘Négétive of number of mean free paths.
MEDIUM - Medium number of end point.

‘Significant internal variables:

MARK - Fiag,set (returned as MRK - defined above).
ETA - Distance remaining to end point in cm.
* ETAUSD ~ Distance traveled on last call to Gl.

iR
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SubrouLine FBANK

Fission neutrons are banked in two different ways depending on the
value of NS@UR. If NSPUR =.1; FBANK banks fission neutrons in the fission
" bank forvthe next batch. I1f RSPUR = O, however, fission neutrons are
- banked in the source bank in a manner similar to secondary gamma-ray
production. No neutrons are placed in the fission bank. NPSCL{4) {is
incremented with each fission and BANKR(4) i{s called for analysis of the
neutrons produced by fission. In either case, beware if you use BANKR(3) -
it may not have the appropriate information in NUTR@N cbmmon. Seven
parameters can be stored for NM#ST neutrons (see Table 4.11). If the
bank is full, no particle is generated; and NPSCL(13) is incremented.

An error message '"Warning - no room in bank for secondaries" is printed
fhe first 10 times it happens. |

Called from: FPR¢B.

Subrvoutines called: GTMED, GTIS@, ST@RNT, BANKR(4), FLTRNF

Commons required: Blank, NUTR#N, AP@LLG, FISBNK

Variables required:

NS@UR ~ see discussion above.

NFISBN - location of cell zero of the fission bank in blank common.
NFISH -~ number of neutrons in fission bank.

NM@ST ~ maximum number of particles allowed im bank.

WATEF - weight of fission neutron to be banked.

FWATE - total weight of banked fission neutrons.

AGE, IG, NAMEX, X, Y, Z (from NUTR®N common, see page4.4-10).

Variables changed:

NFISH - incremented after banking.
FWATE - incremented by WATEF after banking.
NPSCL(4) - incremented if fissionvparticle is banked.

NPSCL(13) - incremen;éd'upon each call when bank is full.

142 o et A
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" Table 4.11. Layéd: of Fission Bank in Blank Common

Locatfon : . Variable

NFISBN | _ X

WATEF : .
AGE
IG
NAMEX
NFISBN + 7

Repeat for particle 2

NFISBN + 7ANM@ST = NLAST
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Table 4.12. Definitions of Variables in Common FISENK

Variable : Definition

MFISTP Index to indicate that fissions are to be treated
if > C.

NFISBM Location in bhlank common of cell zero of the fission
bang.

NFISH Number of f{issions produced in the previous batch

{generation).

FT@TL Total fission weight from all collisions in this batch
(gcneration).

FWATE Tetal weight of fission neutrons stored in bank in
‘this batch (generation).

WATEF Weight of fission neutron stored in bank.
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Random Number Package

The random number package is essentially the ¢5R6 package as modi-
fied for the IBM-360 computers. Six-byte (48 bit) arithmetic is used
with a generator (constant multiplier) equal to 1AFD498D16 (= 32772646158).
If no starting number is given (a value of zero input) the routine uses
35FA931A16 which is twice the generator. The trailing zero bit restricts
the significance of the arithmetic to 47 bits so that the pseudo-rzndom
sequence generated by the CDC-1604 péckage may be duplicated. (The CDC-
1604 package must use 3277244615g as the generator and starting number to
give the same sequence.) The CDC~-6600 version starts with a built-in

generator of 00006472261267317161B.

The following subprograms are available in the package:

FORTRAN Calling Statement Random Number Generated

R = FLTRNF (0) ‘ Uniformly distributed on the interval (0,1).

R = SFLRAF (0) Uniformly distributed on the ipn-erval (-1,1).

K = EXPRNF (V) Exponentially distributed: P(R) dR = e-RdR
0<R<w.

CALL AZIRN (SIN,C@S) The sine and cosine of ¢ where ¢ is uniformly

distributed on the interval (0,27). A random
azimuthal angle.

CALL PPLRN (SIN,C@S) The sine and cosine of 8 where cosf is uniforrly
distributed on the interval (-1,1). A random
polar angle. '

CALL CTIS® (X,Y,Z) .An isotropic unit vector. X = cos9, Y = cos¢
sinf, Z = sin¢ sin® where § is a random polar
angle and ¢ is a random azimuthal angle.

R = RNMAXF(T) Maxwellian energy:

/2
P(R)dR = <—“——) R1/2 oRIT 4p.
. v T3TT
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FPRTRAN Calling Statement

Random Number Generated

R = FISRNF (0)

CALL RNDIN(R) or (I)

CALL RNDPUT(R) or (I)

A neutron speed squared from the Watt fission

spectrum P(R) dR = e‘-RlT sinh (2\/§:E;/T),
where T = 0.965 x 1.913220092 x 1018 and

E; = 0.533 x 1.913220092 x 1018.%

The IBM-360 version loads R into RANDGM(I),

I =2,43if R#0. R is read with a Z12 for-
mat and must be dcuble precision (8 bytes).
The UNIVAC-1108 and CDC-6600 versions read
with ¥ formats and load I into NRANDM.

Loads RANDPM(J), I = 2, 4 into R on IBM-360

or loads NRAKDM into I on the other two systems.

NOTE:

the routines.

The arguments of FLTRNF, SFLRAF, EXPRNF, FISENF are not used by

+L. Cranberg, et al., ?hys. Rev. 103, 662 (1956).

!
H
i
¢
H
1
i
;
i
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Subroutine FPR{@B

FPROB calculates the expected weight of fission neutrons at a colli-
sion point and then splits or plays Russian roulette so as to produce the
correct average number of fissions, all of weight FWLY (specified in
problem input for each rggion}. FBANK 4is called for each neutron produced,
to be stored for processing in the next generation. FPR@B calls FISGEN
for forward fission problems. For adjoint problems, Sfflit is selected
from the FISH array in blsnk common.
Called from: M@RSE.
Subroutines called: FISGEN, GTMED, BANKR(3), FBANK, FLTRNF, HELP, ERR¢R,

SIGN (library). v

Commons required: Blank, NUTR@N, AP@LL®, FISBNK.
Variables required:

NMED, WATE, NREG, IG {from NUTR@N common, see page 4.4-10)

IADIM - =1 if adjoint problem;

=0 if forward problem.

L@CFSN - location in blank common of cell zero of array of

fission cross sections.

L@CNSC - location in blank common of cell zero of scattering

counter arrays.

IMED ~ cross-section medium of collision point.

MXREG ~ maximum regicn number.

NMTG - total number of energy grouns.

FT@TL - total of fission weights from all collisions.

LACFWL - location in blank common of cell zero of array FWL®W.
NPSCL(3) - fission counter.

Variables changed:

WATEF -~ fission weight transferred to FBANK. .

NF1Z -~ actual number of fissions per group and region.
WFIZ - wéight equivalent to NFIZ.
FT@TL '
NPSCL(3)
Significant internalbvariaﬁlesz
FWL ~current value from array FWL@.
ISCT - location in blank common of (IG,NREG) cell of scattering

counter array NFIZ (and later WFIZ).
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Subroutine FS@UR

This routine is called by the source executive routine, MS@UR, when

the source for the present batch is to be taken from the previous batch

fissions. Its function is to transfer the neutron parameters from the

fission bank to the neutron bank. If there were no fissions in the

previous batch, it sets a flag, prints a message, and returns.

Called from:

MSQUR

Subroutines called:

STPRNT(N) - loads parameters in common NUTR¢N into the Nth location

in the neutron bank.

Commons requirved: Blark, NUTR@N, FISBNK, AP@LL®.

Variables required:

NFISH
NMEM
NITS
ITERS
NFISBN

- number of fissions produced in the previous batch.
- set equal to NFISH.

- number of batches requested for the run.

- batch counter.

~ location in blank commopn of ceis zero of the fission bank.

Variables changed:

NITS
ITERS

NAME
NMED
NREG
U, V, W
BLZNT

X. Y, 2
YATE
AGE

iT
NAMEX

- set to number of batches completed if NFISH = 0.

- set to zero if NFISH = 0.

Set to zero (in NUTR@N common, see page 4.4-10).

Set to values found in fission bank {in NUTR@N common,
see page 4.4-10).
NOTE: 1G is group index of neutron causing fission.
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Subroutine GETETA

The subroutine GETETA selects ETA, the number of mean-free-paths
for the next flight, from an appropriate exponential distribution.
Path-length stretching based on the exponential transformlo_l2 is included,
as well as an option to select from a modified distribution which does not

permit a particle to escape from the system.

The unbiased flight path distribution function is given by

Po(n) = e

where n is the distance traveled in mean-free paths. Selection of a
particular flight path ETA from Pg{n) is dcne by the functica EXPRNF
(in random number package, see page 4.4-31).

If an external boundary occurs at some distance, ARG mean-free paths
from the starting point along the flight direction, then the probability
of escape is e-ARG. 1f it is required that no particle escape, then tae
distribution function e.-n is normalized over the interval (0,ARG), and

the flight path is selected from the mudified distribution

P, (") e
n I e ———
1 (1 - oARGy

and the particle’s weight is adjusted by the factor

Pl (1 - ARGy
P, (n) )
Path-length stretching, which is a form of biasing (or importance
sampling), can be accomplished‘by selecting from the modified distribution

1 -n/BIAS
BTIAS ’

which produces values of ETA a factor of BIAS times those produced by the

?Z(n).=

unbiased distribution Po(n). Therefcre, values of BIAS greater than unity

will stretch the path length and values less than unity will shrink the

path length. The actual selection is accomplished in terms of the distri-
bution function for n' = n/BIAS,
dn -n'
¥ = —_— =
Pz(n ) Pz(n)ldnl e .
A selection is made from Pz(n') which yields values of ETA' and then

ETA = BIAS%ETA'.
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If path-length biasing is used, then the particle's weight must be ad-
justed by the factor
PO(ETA)

0 - -[1 - (1/BIAS) J*ETA
PZ(ETA) .

= BIAS e

For the combination of path-length stretching and no escape, the

modified distribution is given by

o~N/BIAS
P.(n) = : .
3 BLASK(L - o~ ARG/BIAS,
with the actual selection of ETA' being made from the modified distribution
—r]'
vdn e

P.(n') = P.(W {5l = ~—
3 3 dn a-e ARG/BIAS)

where n = BIASxn'. The path-length ETA is then given by

ETA = BIAS%ETA',

and the particle's weight multiplied by the factor

P, (ETA) i A _
o B LETA(L = 1/BIAS) (| -ARG/BIAS)

The form for the factor BIAS used in this version of GETETA is based

on the cxponential transform and can be expressed as

1
(1 - PATH%DIREC)

BIAS =

where
DIREC is the cosine of the angle between the flight direction and
the most important direction (calculated by the user function
DIREC), _
PATH is a measure of the maximum amount -of path-length stretching

to be applied. A value of zero corresponds to BIAS = 1.0, and
no biasing is accomplished. ‘Larger values of PATH (but less
than unity) yield valves of BIAS > 1.0 when DIREC > 0, and the
particle's path length is stretched accordingly. Conversely,
when DIREC < 0 (the particle is traveling away from the impor-
tant directicn) BIAS < 1.0 and the track is shortened.

Calied from: NXTC@L.

Subroutines called: EUCLID.
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Function used: DIREC. EXPRNF, AM@D(library), EXP(library)
Commcns required: Blank, NUTRGN, AP@LL@.
Variables required:
16, X, Y, Z, U, V, W, WATE, NREG (from NUTRSN common, see page 4.4-10).

MAXGP - number of energy groups for weight standards and/or
path~length stretching parameters PATH.
NOLEAK - an index for nonleakage biasing. . ;
RAD - the largest overali dimension in the system. :
PATH - path-length stretching parameters (in blank common).
Variables changed:
ETA -~ the number of mean-free paths to the next collision.
WATE - the particle's weight corrected for the biasing
employed during the pfesent flight selection.
Significant internal variabloes:
ARG - the distance in mean-free paths from the last collision
site to an external boundary along the present flight

direction.
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Subroutine GEINT(N)

Three entry points are used in this routine.t Entry SETNT saves

the address (in words) of the first cell available for the neutror bank

in blank common and returns the address of the last celi it will use.

Entry ST@RNT(N) stores values from common NUTR#N into the Nth set of

locations in the neutron bank and entry GETNT(N) does the reverse; it

picks up variables from the bank and puts them in common NUTR$N.

Called from: INPUT2 (SETNT), M@RSE (GETNT), MSPUR (STPRNT), FSPUR(STGRNT),

@UTPT (GETNT).

Commons required: Blank, NUTR@PN. The area of blank common used for the
neutron bank is shown in Table 4.10. Notice that IG,
NAME, NAMEX,vNMED, and NREG are stored in 2-byte words
(and are therefore limited to < 65535) on the IBM-360,
but are full words on the UNIVAC-1108 and CDC-5600.

Var:ables required:
SETNT: NLAST
NMAST
GETNT: N
STPRNT: N, NAME, NAMEX, NMED, NREG, I5, U, V, W, X, Y, Z, WATE,
BLZNT, AGE (from NUTR®N cormon, see page 4.4-10).
Variables changed:
SETNT: NLAST
GETNT : variables in common NUTR@N required by SEINT above.
STARNT: 12 locations in blank common.

Significant internal variables:
NN@ - location in blank common of start of neutron bank.

+0n the CDC-6600 3 separate subroutines exist.

VAR TR R LAY G T

EINETE R NI




Subroutine GPMST (TSIG, MARK)

P Y

7

A

Any boundary crossings between the present and next collision sites
are determined by calling the combinatorial geometry routine Gl. Before
the Gl call, combinatorial geometry variables in common PAKEM are initial-
izéd; and after the call, NUTR$N variables are updated. If an albedo
medium is encoantered, the flag NALB is set to the albedo medium number,
and then N@RML is called to determine the normal to the surface encoun-

tered. MARK is set to -1 for an external void.

Called from: NXTCOL.

Subroutines called: él, N@RML, PR.
Commons required: APPLL$, NUTRON, GPMLAC, PRGI, PAREH.

Variables required:
X, Y, Z, NMED, U, V, W, NREG} from NUIRPN common, see page
IBLZN - value of IR from last track or from LOOKZ.
ETATH ~ distance to be traveled (in cm) if the flight remains

in the starting medium.

MARK ~ initial value of flag irndicating type of trajectory.
TSIG ~ total cross section of starting point medium.
DIST ~ present distance from XB(3). »
Variables changed:
LY, 2 ~ end point of flight.
NALB ~ albedo flag (= MEDALB or 0).
MARK ~ flag indicating type of termination of flight,

0 - normal boundary crossing,
1 - flight within one medium,
-1 - particle'estaped,

" =2 - particle entered internal void.

NMED - medium of end point.

NREG - region of end point.

ETAUSD - actual flight distance (in m.f.p.).

BLZNT - combinatorial geométry region of end point.
ETATH - actual flight distaﬁce (in cm).

DIST@® - distance from X§(3) to>rext collision site.

LA




|

{"”w’f"’-” B e i o o it ST

- C 4.,4-40

Subroutine GPKJB
This subroutine is the executive routine for the 7reneration and

storage of secondary gamma rays {or neutrons for an adjcint, coupled
problem). The version of GPR@B which is found tc be most useful uses

GWL as the probability of generating a gamma ray. Thus, a random number

is compared with GWL, and if greater, no gamma ray is generated; if
less than or equal, then a gamma ray with weight = WATE#4PGEN/GWL is
stored. . This procedure produces gamma rays of varying weights, but the
number of gamma rays may be cortrolled easily. This version is the one

distributed to users.

Another version of GPR@B which has been implemented in som: cases
uses GWL as a desired gamma weight. The probability of generating a
gamma ray is determined and the resulting gamma-ray weight, WATEG, is
compared with input values of the desired gamma-ray weight, GWL. Russian
roulette and splitting are used to produce gamma rays of weight GWL. That
is, if the gamma-ray weight is less than the input values, then the gamma
ray is killed with probability (CGWL-|WATEG!)/GWL and stored witk prob-
ability (}WATEG])/GWL. If the gamma-ray weight is greater than the input

value, then there are J = WATEG/GWL gamma rays stored with weight GWL with

Russian roulette played with the remaining gamma ray of weight WATEG - J&GWL.

Called from: M@RSE.
Subroutines called: GAMGEN, GSTORE, FLTRNF.
Commons required: Blank, NUTR@N, AP@GLL{.

Variables required:

IG - primary particle energy group.

NMED - geometry medium.

WATE - primary particle weight.

GWL - input weight values for gamma rays.

NREG - geometry region.

NMTG - total numter of particle BTOupS.

MXREG - number of regions for which there are weight standards.

Significant internal variables:
WATEG - gamma-ray weight,
PGEN - gamma-ray generation probability.

i
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Subroutine SSTPRE (W8G, IGG)
This subroniine checks to see if there is room in the bank, and 3f

so stores the significant variables for the generated gamma ray (or neutron
in an adjoint coupled problem). Since the information in NU1R@N common
ie stored, the current neutron parameters must be saved temporzrily and

then restored. It is assumed that the gamma ray is emitted uniformly

in direction. An optinn for analyzing the generated gamma ray is orovided
through the BANKR interface.

Called from: GPR{B.

Subroutines called: CTIS@ (U, V, W), STPRNT (NMEM), RANKR (4).

Commons required: NUTREY, APPLL@.

Variables required:

W8G ~ gamma-ray weight.
1GG - gamma-ray energy group.
LOCNSC - location in Slank common of cell zerc of scattering

counter arrays.

NMEM - last location in bank that has beenr usnd.
NM@ST -~ maximum number of particles allowed Ir the bank.
NMTG - tocal number of energy groups.
MXREG - maximum region number.
IG
NREG
WATE (from NUTRPN common, see page 4&4.4-1().
NAME
u,v,w

Variables changed:
NMEM -- last location in bank that has been us2d.
NEWNM - the gamma-ray name. .

Significant internal variables:
U, V, ¥ - direction cosines of gamma ray.

Limitations: Isotropic gamma-ray emission.
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Subrcutine INPUT

4.4-42

The basic functions of subroutine INPUT* are to be read, from cards,

the basic problem descrintion, and to print out this information, to

initialize parameters, to
problem data, and to call

similar initializations.

perform some initial transformations on basic
other more specialized routines that perform

As an example, several group indices must be

G S A

set differently depending on whether the problem is & neutron only,
gamma only, or combiued neutron and gamma. If an adioint problem is
being done, many quantities must be stored differently since all values
are ingut a5 though a forward calculation was being done.

Called from: M@RSE.

Subroutines called: INPUT1 and INPUT2.

*This routine has been split into two routines INPUT1 and INPUT2 to

allow for a more efficient overlay structure.
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Subroutine INPUTI

This routine reads the random walk input and calls routines to read
the source spectra and the geometry data.
Called from: INPUT
Subroutines called:

DATE - provided EBCDIC string containing day of week and data.

SPRIN - reads cards E, source spectra and relative importance

of source groups, if biasing is desired.

RNDIN - stores initial random number.
RNDGUT - retrieves current random number.
JPMIN - reads geometry data.

Functions called:

ICAMPA (A,B,N)T (library function at Oak Ridge National Laboratory -
compares, bit by bit, N bytes of locations A and B; returns
zero if A and B are idertical).

M@DELtT (library function at Qak Ridge National Laboratory which
determines the model of the computer).

Commons fequired: Blank, GE@MC, BANK, USER, BNKNMC, NUTR¢N, AP@LL®,
FISBNK, N@RMAL.
Variables Input: (s=e definitions of variables in common AP@LL®H, NUTRPN,
USER, pages 4.4-4,4.4-10,4.6-7)
A more detailed listing of input is given in Section 4.3.)
CARD A (20A4)

Title

(Any character other than a blank of alphameric in column one will

terminate the jcb.)

CARD B (1015, F5.0, 215)
NSTRT, NM@ST, NITS, NQUIT, NGPQIN, NGPQTG, NMGF, NMTG, NC@LTP, LADJM,
AXTIM, MEDIA, MEDALB

CARD C (4I5,5E10.5)

/ ISPUR, NGPFS, ISDIAS, (unused), WISTRT, EB@IN, EB#TG, TCUT, VELTH

CARD D (7E10.4)
XSTRT, YSTRT, 7STRT, AGSTRT, UINP, VINP, WINP

. tNot used in versions other than IBM-360.




CARDS E1 (7E10.4) (skipped if IS@UR > O or IS@PUR
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it

¢ and NGPFS = 0)

(read by S@RIN)

FS(1),

1 = 1, NGPFS

CARDS E2 (7E10.4) (skipped if IS@UR > 0 or IS(GUR = 0 and NGPFS = 0)
(skipped if ISBIAS < 0) (read by S¢RIN)
BFS(I), I = 1, NGPFS
CARDS F (7E10.4)
ENER(I), I = 1, NMIG
CARD G (215,5%,3611,5X,1311)
NHISTR, NHISMX, (NBIND(J),J=1,36),(NCALLS(J),J=1,13)
CARD H (212)

RAND@M

CARD 1 (14I5)

NSPLT,

NKILL, NPAST, N$LEAK, IEBIAS, MXREG, MAXGP

CARDS J (615,4E10.5)
NGP1, NDG, NGP2, NRGl, NTRG, NRGZ, WTHIH], WIL®W1, WTAVEl, PATH
(read until NGPl < 0)

CARDS K (7E10.4) (skipped if TEBIAS < Q)
((EPROB(1G,NREC) , IG=1,NMI3) ,NREG=1,:XREG)

CARD L (1415)

NS@UR,

MFISTP, NKCALC, K@RMF

CARDS M (7E10.4) (skipped if MFISTP < 0)
(FWLO(I),1=1,MXREG)

CARDS N (7E10.4) (skipped if MFISTP < 0)
(FSE(IG,IMED),IG=1,NMTG) , IMED=1,MEDIA)

CARDS O (7E10.4) (skipped if NGPQIN or NGPOTG = 0)

((GWLO(IG,NREG) ,I1G=1, NMGP or NMIG-NMGP), NREG=1, MXREG)

J@PMIN called for geometry data

Variables changed:

All in
All in
All in
All in
All in

common USER ~ set for use by analysis routines.

common N@RMAL - zeroed.

‘common GE@MC - zeroed.

coumon NUTRGN - filled with junk word (see page 4.4-19),
common APPLLS - except 11, I0, ITIME, NLAST are filled

with junk word.




DFF

NGPQT1
NGPQT2
NGPQT3
NWPCHL
NCALPR

RANDGM
MAXGP
MXREG
MGPREG

L@CWTS
LOCFWL
LBCEPR
1LOCNSC
LBCFSN
NGEM
NLAST
NSIGL
NFISBN

;

o MAXTIM l

NGPQTQ s

e —— O

4,445

for definitions, see common APPLL®, page 4.4-4, and

Fig. 4.3, the diagram of energy group structure.

set to internal number by RNDIN if zero is read in.

set to 1 if 0 is read in.
set to 1 if 0 is read in.
MAXGP*MXREG.

for definitions, see common APPLL®, page

4.4k |




Subroutine INPUT2
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This routine calls routines to read cross section data and analysis
data. It also does some initializations and calls a routine to set up the
neutron bank.

Called from:

INPUT

Subroutines called:

XSEC
SETNT
EXIT
SCORIN
GAMGEN
FISGEN
NSICTA

Commons required:

Varicbles input:

reads cross-section data.
sets up neutron bank.
library.
user routine for reading analysis data.
provides gamma-generation probabilities.
provides fission-generation probabilities.
picks up cross section.

Blank, USER, AP@LL®$, FISBNK

all the cross section and analysis data.

Variables changed:

NLAST
NSIGL
NFISBN

} for definitions see common APOLL(®, page 4.4-4.
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Function IWEEK (M@NTH, IDAT, IYEAR) ~ IBM-360 Version*
This routine will look up the date for ycu if you don't know it and
£ill in integer values for MPNTH, IDAT, and IYEAR (requested with M@NTH

< 0). It also returns, as the function value, an integer from 1 to 7
representing thevday of the week. If it is given a positive value of
M@NTH, it assumes ycu have given it a month, day of month, and vear and
will not disturb these but will simply determine the day of the week.
If you stump it (by specifying a year before 1901 or after 209%) IWEEK
is returned as zero.
Called by: DATE
Routines called: v
IDAY - library routine at ORNL; the output is two 4-byte words
containing 8 EBCDIC characters representing the number
of the month, a hyphen, the day of the menth, a hyrhen,
and the last two digits cof the year. That is, on May
36, 1970, the argument for IDAY will return containing
the EBCDIC represeuntation of 05-30-70.
Variables required:
M@NTH < 0 - flag to calculate M@NTH, IDAT, and IYFAR.
> 0 - flag to leave arguments alone.

Variables modified:

M@NTH - intcger representing month.
IDAT - integer representing day of month.
IYEAR - integer representing year.
IWEEK -~ integer representing day of week.

*This routine is a dummy routine ia the CDC-6600 and UNIVAC-1108 versions.

o
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Subroutine MS@UR

MSPUR is the executive routine for the generation and storage of the
source parameters at the starting of each batch. The source parameters
may be read into INPUT on cards, generated by subroutine S@URCE or ob-
tained from the fission bank for a multiplying system. For either type
of problem the calculations by subroutine S@URCE override the fission
bank input or the values read from cards. 1If the direction cosines are
all input as zero, an isotropic source directicn is generated. The
group rumber obtaired from the fission bank is the group causing fission
and may be used in the selection of the scurce group for the fission
neutrons. FSE in blank common contains the group distribution for each
medivm.

Called from: M@RSE
Subroutines called: FS@#LE, CETNT,’S¢URCE, CTIS®, STORNT, BANKR(1), LA@KZ
Commons required: NUTR¢N, FISBNK, AP@LL@, GOMLOC, #RGI
Variables required:
ITSTR - an index which determines If the source should be obtained
from the previous batch fissions (ITSTR # 0) or generated
by SBURCE or from input data (ITSTR = Q).

IS¢UR - an index which ceterwines the cptions for the energy

NMEM

distribution of the scarce.
energies are all generarted
ISPUR < 0, or if ISPUR = ©
INPUTi calls S@RIN and the

- the number of particles to

If ISPUR > 0 the source
in energy group IS@UR. 1If
and NGPFS # 0, subroutine
energy is selected by S@PURCE.

be generated for the batch,

£

= NSTART for non-fissioning systems and NFISH for mul-
tiplving systems. v
XSTRT, YSTRT, ZSTRT
WTSTRT, AGSTRT
UINP, VINP, ZINP

starting parameters input from cards,

from common AP¢LL@, see page 4.4-4 .

Variables changed:
U#LD, VLD, WPLD, ETATH, X¢LD, YLD, :¢LD, IBLZP, ETA, 1G9,
MEDYLD, @LDAGE - previous collision parameters are zevoed ror
the source. ' |

@LDWT ~ previous collision weight set equal to WISTRT.

-
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X, Y, Z, WATE, AGE, NAMEX, parameters set for each particle

; IBLZN, NREG, NMED, NAME, generated, put in NUTR@N common,
f U, v, W, IG see page 4.4-10.
! NPSCL(1) =~ counter for number of sources.
NEWNM = - set to name of last particle generated.
1 FTOTL
' FWATE zeroed for the next batch.
' NFISH
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Subroutine NXTC@L

This subroutine is called by the main program to determine the

spatial coordinates, the:block and zone number, particle’s age, and non-
absorption probability at the next collision site and at every boundary
crossing encountered along the way. The total number of boundary cross-
ings is recorded as is the number of «scapes. If a particle escapes,
its weight is set equal tb zero and the history will be terminated by the
main program. '
Called from: M@RSE
Subroutines called: GETETA, NSIGTA, GPMST, BANKR(7), BANKR(S8)
Commons required: Blank, NUTR¢N, APPLL®
Variables required:
AGE -~ chronoloygical age of the particle at the previous
collision site.
TBLZN - an intejer specifving the zone number at the previous
collis.on site.
NMED - the redium number at the previous collision site.
X@LD, YPLD, 2QLL - spatial coordinates at the previous collision
site.
UPLT., VYLD, WPLD - the particle’s precollision direction cosines.
TSIG - total cross section.
Variables changeac:
AGE -~ chronological age at new collision site.
IBLZN - an integer contzining the zone number at the new
collision site.
NMED -~ end-of-flight medium.
NPSCL(7j - total number of boundary crossings.
NPSCL(8) -~ number of escapes. .
X, Y, Z -~ end-of-flight spatiél coordinates.
WATE - weight of’particle>undergoing flight to the new collision
site. ‘
Significant internal variables:
MARK - an index‘which identifies the type of‘event at (X,Y,2);
MARK = OQInormal boundary crossing; MARK = 1, flight
ended within the medium; MARK = -1, particle escaped;

MARK = -2, particle entered an interior void.

b eortoesin s e et s *.\_«4&2
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ETA - mean-free paths of flight remaining after a boundary
crossing.
ETATH -~ total distance that a particle would travel if the

medium at the starting point was extended indefinitely.
ETAUSD - mean-free paths of flight consumed while traversing a

given medium.
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Subroutine QUTPT (KEY)

This routine controls the calculation and output of the average values

of the source parameters (beginning of the batch, KEY = 1) and the colli-

sion counters at the end of each batch (KEY = 2). At the end of the run

(KEY = 3), results for the number of scatterings, the ways in which the

particles were terminated, and the counters for splitting and Russian

rculette are printed.

‘For k calculatiorns, the estimate of k at the end of each batch is

output, with the final value of k and its standard deviation output at

the end of the run.

In addition, the c.p.u. time used is output for each batch.

Called from: M@RSE
Subroutines called: TIMER, GETNT, @UTPT2
Commons required: Blank, NUTR@N, AP@PLL@, FISBNK

Variables required: (nearly all variables from NUTR@N common, see

page 4.4-10 for definition).
NITS, ITERS, NMEM
NPSCL(I)

N@RMF, NFISH, NKCALC, NSPLT, NKILL (from common APPLLS, see

page 4.4-4),

Significant iaternal variables:

FNKFW ~ a running count of the total number of particles starting.
SWATE - the sum of the source particle weights.
FKSUM - running sum of the k values weighted by the number of
particles starting the batch. v
VARK - running sum of the square of the k values weighted by
the number of particles starting the batch.
NITSK - number of batches used for k calculation.

Bk ek 0
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Subroutine @UTPT2 (NI, WNI, MAXGP, MXREG, I@)

This subroutiné’is'used to output the number (NI) and weight (WNI)

counters indicating the results of Russian roulette, splitting, and

scatterings for the complete problem. The output arrays depend on region

and energy group.
. Called from:

@UTPT

Variabies required:

NI
WNI
MAXGP

MXREG
19

-

e i Ly . s Y L e

the two-dimensional array to be oﬁtput.

the two-dimensional array to he output.

the largest group for which Russian roulette and
splitting were considered.

‘the number of regions‘for weight standards.

the logical output tape number.
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Subroutine S@RIN (DFF, NGPFS)

The source energy spectrum (in group form) and, if needed for
biasing, the relative importance of source groups, are input and trans-
formed to cumulative distribution functions (c.d.f.) by this routine.

(Note that the biased spectrum is not input but rather calculated by

SPRIN.) Forward and adjoint cases are handled automatically. If an
adjoint problem is being done, the c.d.f.'s start at 1.0 and decrease
with group so they will be in the correct order after INPUTZ2 reverses
the arrays. NGPFS values of the natural spectrum (referred to as the
array FS) and, if requested, the relative importance (referred to as
the array BFS) are input into blank common. After FS is input, the
summations DDF over groups 1 to NGPFS, and DFF over all groups actually

being used up to NGPFS are formed. DDF is replaced by (DFF/DDF) *WTSTRT

for use, in SPHURCE, as a weight correction when less than NGPFS groups
are being used in the problem. DFF is transferred to common USER for
use by the analysis as a normalization in adjoiut prohlems. It shouid
be noted that the array FS, as input, is treated as fractions of par- 3
ticles to be emitted in the natural distributions, but, for the adjoint ' é
case, should consist cf averages over the group width, not integrals. E
Calied from: INPUTL

Functions used: ARS, MAXO (library)

Conmons required: APPLLY

Variables required:

NGPFS - number of values «f FS (and BFS) tc be read. ;
NMTG - total number of groups in cross sections. ] z :
NGPQTN - number of neutron groups. % ;
NGPQTG - number of gamma-ray groups; é
NMGP - npmber of primary particle groups in cross sections. %
WISTRT - starting particle weight,.as input. ;
IADM -~ positive for adjoint‘prbbleﬁ, § 0 for forward. é'
ISBIAS ~ source bias éwitch,-biésing”dsed if > 0. :

Variables input:
FS(I), I=1, NGPFS, and
if ISBIAS > O, format (7E10.4)
BFS(I), I=1, NGPFS €

i st et
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Variables changed:
DFF - summation of FS over groups being used in problem.
DDF -~ ratio of DFF to summation of FS over NGPFS groups,
times starting weight.
Significant internal variables:
NGPQT - set to NGPQTN if neutron only or combined problem,
set to NGPQTG if gamma only problem.
NGl ~ set to the largest of NGPFS, NGPQTN, NGPQTG for single
particle problem, set to NMGP+l for combined problem.
NG2 - set to NMGP+NGPQIG for combined problem, irrelevant
for single particle type pruolem.
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Subroutine SQURCE (IG, U, V, W, X, Y, Z, WATE, MED, AG, IS@UB4/TTSTR,
NGPQf3, DDF, ISBIAS, NMTG) _

This subroutine determines the initial parameters for all primary

.particles. If the variables which are input to MJRSE are not altered by
S@PURCE then those input parameters are used for every particle. If a
fission problem is being considered, the particle group at the time S@URCE
is called is the group causing the fission event and the source energy
group for the new particle must be reset. The version of SPURCE discussed
here merely selects from an input energy spectruim. An option to select
from a biased energy distribution is provided. The weight corvrcction for
selecting from the modified distribution is given by the ratic of the
natural probability to the biased prnbability at the selected energy
group.

Called from: MSPUR
Commons required: Blank
Variables required:

ISPUR - a switch whicn deterrines the type of source -~ see

“INPUTL.
ITSTR - a swit:h which indicates whether fission is an original

source particle or a daughter.
NGPQT3 - total number of groups over which the problem is defined.
DDF - starting weight corrected for source being defined over
different number of groups than actually being used in
the problen.

switch indicating if biased sampling is used for source

ISBIAS -
energy. h

NMTC - total number of groups.
Variables changed: ‘ .
WATE - particl¢<source Qeight,
IG -~ particle energy‘grouﬁ.v
Significant internal variables: » . _
NWT - location of group zero source probability (either biased
or unbiasad).
Limitations: This version only selects an energy gfoup. If a user
requires selection of other parameters, he must supply an

appropriate SPURCE routine.
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Subroutine TESTW
TESTW is called after a particle is withdrawn from the bank and then

after each collision. A test is first performed to determine if the

Russian roule:te and splitting options have been specified. Then a com-
parison of the particle’s weight is made with the Russian roulette
weight standard WTL@R to determine if the particle will experience
Russian roulette. If the particle is killed, its weight is set equal to
zero, and if it survives it assumes a new weight, WTAVE, which ié desig-
nated by the user. 4

If Russian roulette is not performed, a comparison of the particle's
weight is made with the splitting weight standard WTHIR to determine if
If the particle is split, each of the two
particles will assume a weight which is half that of the original particle.
One of the pair is given a name not in current use, and then placed in
the bank. The splitting process is repeated on the remaining particle
until the particle's weight falls below the splitting standard WTHIR.
Called from: M@RSE
BANKR(11)+, BANKR(12)7, ST@RNT, BANKR(2)t.

Blank, NUTR@N, APQLL®

Suvbroutines called:

Commons required:

Variables input:
IG, MAXGP, NMKILL, NSPLT,
NM@ST, NMEM, NEWNM

from common APPLLY, see page 4.4-4

WTHIR - weight standard for splitting.
WTIL@R ~ weight standard for Russian roulette.
WTAVE - weight assigned to particle which survives Russian

roulette.

Variables changed:

WATE - the weight of theé particle after splitting or Russian
roulette and jﬁst before its next collision.

NMEM -~ the new number of particles in the bank.

NEWNM ~ the names of the daughter particles created by splitting.

4+The CALL statements for these routines are comment cards; the user
who desires to use them must change this so the statements are executable.

R ST R SR R AR T e
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Subroutine TIMER (L,A). IBM-360 Version*

Upon entry to this routine, L is an index having values c¢f -2, -1,

0, or 1, which specify one of the following options:

L_ Option
A Initialize local and global clocks.

-1 ~ Read global clock.
Read and reset local clock.
1 Read local clock.
For all except L = -2, the appropriate clock reading is converted to an

EBCDIC string of up to 39 bytes. If the number of hours is zero, only
minutes and seconds are provided. If both the number of hours and minutes
are zero, only the number of seconds is provided. 1f all three are zero,
the string is 'LESS THAN ONE SECOND'. The number of 4-byte words necessary
to contain the string ‘is returned in L.
Typical Usage of IB!I-360 Version:
DIMENSI@N ARRAY (10)
CALL TIMER (-2, ARRAY)
D¢ 11 =1, 10
LENGTH 0
CALL TIMER (LENGTH, ARRAY)
1 PRINT 2, I, (ARRAY(J), J = 1, LENGTH)
2 FPRMAT ('TIME REQUIRED F@R THE' ,14,' TIME THRU THIS L@OP WAS ',1044)
LENGTH = -1
CALL TIMER (LENGTH, ARRAY)
PRINT 3, (ARRAY(I), I = 1, LENGTH)
3 FORMAT ('T@TAL TIME F@R THIS CALC. WAS ',1044)
Called by: M@RSE, @QUTPT
Routines called: )
I1CL@CK - library functicn atnOak‘Ridge National Laboratory;

[}

E}

returns reading of computer timer {c.p.u. time) in . .

hundredths of ‘seconds.

*The CDC-6600 and UNIVAC-1103 versions are described on page 4.4-59

w of this secticn. . »
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INTBCD - library subroutine at ORNL; converts a 4-byte integer
to an EBCDIC string; also returns the length of the
string.

INSERT - library subroutine at ORNL; irserts a string of given
length at a specified point in another string.

Variables required:

L - see above.

Variables modified:

A - see above.

Subrod%ine TIMER - UNIVAC-1108 and CDC-6600 Version

This routine returns time in microseconds. The UNIVAC-1108 version
calls a subroutine CPUTIM whichzusesfa function routine TICKER. CPUTIM
assumes that the time is retufnéd,in units of microseconds. The CbC-6600
version callé CPUTIM which in this case uses a function routine SEC@ND.
Called from: INPUTL | o |
Subroutines called: -CPUTIM which calls TICKER (1108 version) or

SEC¢ND (6600 version)

R Cr EC
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4.4.4.  Energy Indexing in MPRSE

For most problems the user does not need to worry about the enevgy-
indexing scheme used in the MPRSE Monte Carlo code. The energies corres-
ponding to the group boundaries in the forward group structure are input
and the code takes care of.the rest. The analysis package performs the
proper bookkeeping for labeling. However, in using the energies in other
user routines, some clarification of the indexing scheme for several
types of problems is advantageous. This clarification can perhaps best
be made through the use of examples. Consider a few-group coupled neutron-

gamma-ray problem with the following description:

Group Energy (eV) : with NMGP = 3, NMTG = 5
1 15(+6) NGPQIN = 3, NGPQTG = 2
2 5(+6)
3 1(+6)

EB@TN 3(+3)
4 10(+6)
5 2(+6)

EB@TG 4(+5)

There are several options which might be considered; namely (1) &
forward coupled problem, (2) a forward neutron-only problem, (3) a
icrward gamma-ray-only problem, (4) an adjoint coupled problem, (5) an
adjoint neutron-only problem, and (6) an adjoint gamma-ray-only prcblem.
Table 4.13 gives the energies as they ar2 indexed during a M@RSE run.
Table 4.14 gives the values of variables NQT1l, NQTZ2, and NQT3 -as they

appear in USER common for the same six problems.

B P e e e e T T




Table 4.13. Numerical Examples for Various Options Corresponding Energies for Each Case

Group N+ vy N Y ¥ +y N Y
Index Forward Forward Forward - Adjoint Adjoint Adjoint
1 15(+6) 15(+6) 10(+6) 2(+6) 1.0(+6) 2(+6)
2 5(+6) 5(+6) 2(+6)  10(+6) 5(+6) 10(+6)
3 1(+6) 1(+6) -- 1(+6) 15(+6) -
4 10(+6) - - S(+6) - --
5 2(+5) -~ - 150+46) -- -
EB@TN . 3(+3) 3(+3) -- 3(+3) 3(+3) --
EBJTG 4(45) - 4(+5) 4(+5) - 4(+5)
NMGP 3 3 z 3 3 2
NMTG 5 3 2 5 3 2
NGPQIN* 3 2% 2 0 0 3 2 3 2 0 o
NGPQTG* S | 0 0 2 1 2 1 6 0 2 1
NGPQT1 3 2 35 2 Z i 2 2 6 ¢ 2 2
NGPQT2 3 3 3 0 0 ¢ 3 0 1 0 1
NGPQT3 5 4 3 2 2 1 5 3 3 2 2
*Note: A value of NGPQTN = O signals a gamma-ray-ouly problem in the random walk
module. A value of NGP = 0 signals a gamma-ray-only problem in the cross-
section module and NGPQTG = 0 indicates a neutron-only problem in MPRSE.
tValues are glven for two cases with different values of NGPQTK and NGPQIT.

19-%"Y
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Table 4.14.
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Values of NGPQT1l, NGPQT2, and NGP’QT3 for Several Cases

Cases NGPQT1= NGPQT2= NGPQT3=
Forward

Combined NGPQTN NMGP NMGP 4 NGPQTG

N Only NGPQTN NMGP NGPQTN = NGPQT1

Y Only NGPQTG NMGP* NGPQTG = NGPQT1
Adjoint

Combined NMTG ~ NMGP NMTG ~ NGPQTN NMTG

N Only WMTG ~ NMGP NMTG ~ NGPQTN NMTG

Y Only NMTG - NMGP*_ NMTG ~ NGPQTG NMTG

*NMGP is 0 here, but was > 0 on INPUT.




n
£
£
5

&

=5 i

4.5-1

4.5. MULTIGROUP CPROSS-SECTION MODULE

4.5.1. Introduction
The function of this module in the multigroup Monte Carlo code is

2
cross sections for media or elements, mix several

to read ANISN-type
elements together to obtain media cross sections, determine group-to-
group transfer probabilities and determine the probabilities and angles
of scattering for each group-to-group transfer. All variables are flex-

ibly dimensioned and are part of blank common.

Various types of cress sections can be processed by ghe cross-section
module. Neutron c¢nly, gamma ray only, neutron gamma-ray coupled, or gamma
rays from coupled neuytron gamma-ray cross sections can be processed for
either a forward or an adjoint problem with or without fission. The

Legendre coefficients are stored if a next-event estimator is to be used.

The cross sectirns are read for one coefficient and cne element into
a buffer area. Then thesc cross sections are decomposed into total,
fission, and downscatter matrix and stored in temporary arrays so that
they may be mixred to form media cross sections. The total and fission
cross sections are stored only once for an element, but the downscatter
matrix is stoered for each coefficient. The cross sections are transpesed

as stored if an adjoint problem is being solvad.

After all cross sections are stored, the contribution cf each element
to the cross section for the media is determined. also at this time the
sum of the downscatter vector fcr each group is determined for the future
calculation of the nonabsorption probability: the gamma-production cross
section is also determined by summing the transfers to the gamma groups.
After the cross sections for the medium have heen determined, the non-
absorption probability, fission probability, and gamma-production prob-
abilities are formed by dividing by the total cross section. The down-
sca“ter matrix is converted to a probability.tablé by dividing by the
scattering cross section. '

The Legendre coéffigients for.each group-to-group transfer are con-

verted to angles and pfdbabiiities of scattering at those angles by the

use of a generalized Gaussian quadrature using the angular distribution

3
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as a weight function. That is,
+1 _' n
/f(u)w(u)dfz o)y,
-1 . i=1

where
f(1) is any polynomial of order 2n-1 or less,
w(p) is the angular distribution for 1, the cosine of the scattering
angle,
Uy is a set of discrete cosines,
wy is the probability of the corresponding cosine.
Thus, a set of ui's and wi's that satisfy the equaticn mest be found. %o
do this, a set of polynomials, Qi’ which is orthogonal with respect to

the angular distribution, is defined such that
+1

f Qi(u)QJ.(u)u(u)du = 5ijNi’
-1

where Ni is a normalization constant.

The moments of the angular distributicn Mi,-i=1, 2n-1, determine
the orthogenal polvnomials, Qi’ i=1l, n. The desired cosines, by, are

given by the roots of Qn,

Q,(vy) =0,
and the corresponding probabilities are
n-1 2, -1
o oS &
i Ni
k=1 ‘

In the process of deriving the orthogonal polynomials, some restric-
tions on the moments of the angular distribﬁtion are obtained. These
restrictions arise if both the original distribution and the derived pnint
distribution are to be everywhere non—négative. The restrictions are:

1) N; >0 for i=1, n. _

This restriction may be written in terms of the determinant

of the moments:
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2) The roots of Qi(u) must all lie in the interval
-1 g < 1.

It must be emphasized that the restrictioa arising from the original
distribution being everywhere positive (or zero)} does not restrict the
truncated expansion of the distribution to be everywhere peositive. That
is, moments from a truncated distribution that is not necessarily every-
where positive are used to derive a discrete distribution with positive

probabilities.

Other characteristics of this representation are that the informa-
tion is compact, the angles are clustered where the angular distribution
is peaked, and because of the restrictions, cross sections that have
blunders in them are rejected because they produce angles outside the

range of -1 to +1.

An option on input makes it possible to write a tape containing
ltﬁe processed cross sections and all variables from Common L@CSIG needed
/during the random walk process. In starting a new case, the normal
cross-section input, except for the cross sections and the mixing cards,
is required. Both the informaticon from input and from tape are printed
for compatibility checks. Note that if an adjoint problem is being
solved, the input information and the information for tape will not be

identical.

One of the more important options provided for in this package is
the ability teo treat'upscattering., Thus, multigroup cross sections with
many thermal groups m?y be utiliéed.i (in‘a crude way photoneutron pro-
s duction may be treated as an upscattér proéess from a gamma-ray grqup‘to

« s a neutron gtoup.) Also, the capability of using cross sections with

s e R R

partial downscatter is presenrt.
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The downscatter array made it possible to have a feature that is

helpful in reducing cross-section storage requirements for neutron prob-

lems involving materfals other than hydrogen when a cross-section tape is
used. For non-hydrogeneous media there is very seldom complete downscatter

to thermal energy, so a routine was added to search the PO array to deter-

mine the minimum downscattered energy group for any element and for each
group. The zero cross sections for downscatters below this energy group

are not stored, and thus the storage requirements are reduced.

Another important feature of this module is the ability to use a

point cross-section representation for the total, scattering, and fissiorn

cross sections. Either an ¢5R6 or an C56R7’8 (variable supergroup boun-
daries) format tape (C@DE7) may be used over a specified energy range.
(This report describes the routines to be used with an @6R tape.) The
energy of a particle is chosen uniformly within an energy group for the
purpose of selecting the particle track lengths or calculating a non-
absorption probability. For gamma rays or for neutron energies outside
the specified range, the total cross section from the multigroup cross
sect:ons is used. (Point, total, and scattering cross‘sections for the
adjoint case can also be used.) For some applications, detailed non-
absorption probabilities and fission probabilities may also be required.
The legic was included in the new module for the cross-section manipula-
tica required for the use of the point cross sections. Up to 16 point

cross—-section media with up to 100 supergroups are allowed.

One major change in philosophy has been made for the case in which
point cross sections are used. The modular framework of MPRSE is broken
in this case in that Subroutine GTSCT uses the energies corresponding to
the multigroup boundaries in crder to set Qp an arvay of indices. It is
assumed by GTSCT that the energies -exist in the first NTG cells of Blank

Common.

Figure 4.4 shows the hierarchy of thé‘subfoutines in the cross-section
module. Table 4.15 gives the definitions of the.variables in Common L@CSTYG

wnich contains all the variables used to locate cross sections. The loca-

tion of permanent cross-section information in Blank Common is presented

in Table 4.16. Table 4.17 contains the definiticns of variables in Common

Nl et e oAl e v
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GTSCl, a common containing information about the point cross~section
data. Other details of the cross-section module are given with the des-
., cription of the various subroutines. A more detailed description of the

theory for the generalized Gaussian quadrature is given in Section 4.11.

An executive progfam XCHEKR9 may be used in conjunction with this

cross-section module independent of MPRSE for the purpose of checking and

editing multigroup cross sections. Also, this executive program may be
used to generate a processed cross—section tape independent of a M@RSE

calculation.

4.5.2 Blank Common Cross Section Storage Requirements
Total permanent storage is 2*NTG + NMED*ISPPRG + 3*NMIX + IX + LEG + NFT,

where
NTG = NGP + NGG .
ISPPRG = 54NTG + NGP(1 + NGG) + (2%NSCT + 1)NDSNGP + (2%NSCT + 1)NDSNGG
IX = NELEM«NCOEF if IXTAPE > O
=0 otherwise,band

LEG (NDSNGP + NDSNGG) * NMED%(NC@EF-1) if ISTAT > O

f

L}

0 otherwise.
determined by code if IXTAPE > O but less than or equal co

(NDS + NUS + 1){(NDS + NUS)
2

determined by code if IXTAPE > 0 but less than or equal to

(NDSG + NUS + 1) (NDSG + NUS)

2 :

. NMED E

NPT = (IGQPT + 1)}«NMED + E : NBT(L)*(NEGPS -~ 1)#NXPM if I¢6RT > 0

NDSNGP

NDSNGG

=1
= 0 otherwise. : . _ _ b
Temporary storagé, which is storage used only during the mixing, is

in addition to the above. The amount of temporary storage is

NELEM&(NTG*(NTS+2) + (NCGEF—l)*(NDSNGP + NDSNGG))

ra

s ik

where v »
NTS = NDS + NDSG + NUS _
NDSNGP and NDSNGG are as defined above. _ 3

P

Ly
A

Because some overlapping of permanent and temporary storage is allowed
when the size of blank commor. is less than the sun of the two areas, the

total storage used will usually bc less than the sum.




Routines Called During Problem Initialization Routines Called During Random Walk
XSEC
FISGEN* - GTMED
XSCHLP - RESTOR -~ GTNDSK -— —
ALBIN ___4 . _—_——_G‘Aﬁl'{-‘EN* - GTMED
XSTAPE — NSTGTA - GTMED
GISCT — GTIOUT - COLISN - GTMED
JNPUT — —————
| XSCHLP XSCHLP ~ PTHETA - GTMED
XSCHLP ~ READSG ——
.FFREAD *FISGEN and GAMGEN are also called
STORE --—— during MORSE problem initialization.
LEGEND ———
ANGLES ——
, | xschLp
Q—
- GETMUS —
Q - FIND —
MAMENT - BAD'MOM —
Q | ——XSCHLP

Fig. 4.4. H4ierarchy of Subroutines in the MORSEC Module
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Table 4.15.

4.5-?

Definitions of Variables in Common LGCSIG

Variabie

Definition

ISTART

ISCC¢C‘
INABGG
IGABYG
IFPPRG
IFNGP

IFSP@G

IDSGPG
IPRBNG
1PRBGG

ISCANG

ISCAGG

; ISPPRG

starting location
first medium

starting location
the first medium

starting location
medium

starting location

- first medium

starting location
tor for the first

starting location
matrix

starting location

starting location
matrix

starting locaticn
matrix

starting locztion
matrix

starting location

starting location

for the total clross-section vector'for the
fcr the scattering cross~secticn vector for
for the non-absurpticn vector for the firsc
for the gamma-ray production vector for the
for vZf, the fission neutron preduction vec-

medium

for the primary-secondary tranfer probability

of the primary downscatter probability matrix

of the secondary downscatter probability
of the primary scattering angle probability
of the secondary scattering angle probabilicy

of the primary sczttering angle matrix

of the secondary scattering angle matrix

size of storage needed for each medium, not including Legendre

coefficients
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Table 4.15 (Cont'd.)
Variable Definition
ISP@RT* starting location for temporary storage of downscatter matrix
INPBUF starting location for temporary storage of the Py table
ISIGPG starting location for temporary storage of total cross secticn
fur element 1
INFP@C - .zarting location for temporary stoFage of vZf for element 1
IABSY- starting location for temporary storage of downscatter.matrix
for PL coefficients (primary groups, element 1)
ITPTSG* to;al storage vejuired for tamporary storage
RGP the number of primary groups to be treated
NDS number of dcwnscatters for NGP (usually equal to KGP)
NGG number of secondary groups to be treated
NDSG nunber of downscatters for NGG (usually equal to XKGG)
INGP number of groups for which cross sections are to be input
INDS number of downscatters for the INGP groups
NMED number of media for which cross sections are Lo be stored -

should be same as MEDIA as read on Card B of M@RSE input

NELEM number of elements for which cross sections are to be read
NMIX number of elemenis times density operaticns to be performed
NCPEF number of coefficients, including P,

*1f Legendre coefficients are to be restored, then:

INFPPG - redefined by JNPUT -as number of locations required for each
coefficient (both primary and secondary)

ITPTSG ~ redefined by JNPUT,as;total storage required for all coeffi-
cients for each medium’

ISPPRT - redefined by JNPUT as starting location of Pl coefficient
for primary groups for medium 1
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Table 4.15 (Cont'd.,)

Variable ‘ Definition

NSCT number of discrete angles (usually NCﬁEF/zIntegral) (=0 for PO)

NTS number of downscatters for combined primary and secondary
groups (usually equal to NTG)

NIG total number of groups (primary + secondary) = NGP + NGG

NDSNGP the number of locations needed for the downscatter matrix for
the primary particle

NDSNGG the number of locations needed for the downscatter matrix for
the secondary particles

IADJ same as TADJM

NME v indicator for stripping gamma rays from a coupled neutron
gamma-ray cross-section set - set equal to number of neutrons
groups + 1

LgcC same as L@CEPR

INGS starting location of the indices for starting location of the

cdownscatter vecter for each group for primary particles

INSG starting location of the indices for starting location of the
downscatter vector for each group for secondary particles

11, 10 input and output logical unit numbers

KKK a running index of the number ¢f cross sections that have
already been read in (used in checking the element numbers
obtained from tape)

IXTAPE logical tape number of the multigroup cross-section tape if
> 0, or logical tape number of the processed cross-section
tape if < O : ‘ :

IDEL starting location for element identifiers which determine the
element cross sections to be read from tape

ITEML amount of storage for primary and secondary group downscatters
per element .

ITEMG starting location for temporary storage of downscatter matrix
for PL coefficients (secondary groups) for element 1
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Table 4.15 (Cont'd.)

Variable- Definition

IRSG starting location of the mixing parameters

IRDSG switch to print the cross sections and to test the card sequence
as they are read if > 0 (test card sequence oaly if = 0, and
does neither if < 0)

ISTR switch to print cross sections as they are stored if > 0

IPRIN switch to print angles and probabilities if > O

IFMU switch to print intermediate results of u's calculation if > 0

IMPM switch to print moments of angular distribution if > O

IDTF switch to signal that input format is DTF-IV format if > 0O;
otherwise, ANISN format is assumed

ISTAT flag to restore Legendre coefficients for next-flight estimates
if >0

IPUN switch to print results of bad Legendre coefficients if > 0

NUS number of groups of upscatter

NGN not used presently

INT location of ZT in the cross-section table, currently set to
3 in XSEC

INUS starting location for the upscattering vector for the first
medium

INUSN numbar of impossible first.moments found in the cross sections

INGN starting location for the photoneutron production vector for
the first medium (not used at present - same as INUS)

INGNP starting location for the secondarv-primary transfer prob-
ability matrix (not used at present - same as INUS)

INKN starting location fof'the array of the number of downscatter
groups- for each primary group

IGGG starting location for the array of the number of dowﬁscactet

groups for each secondary group
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Table 4.16. Location of Permanent Cross Sections in Blank Commen

Locationt Information Size
IRSG = NLAST List of Mixing 3xNMIX
Table
INGS
Index to NGP
z (Primary)
INSG 3 Y
Index to NGG
z (Secondary)
IDEL B8
List of Element NELEMxNC@EF
I.D. Numbers if IXTAPE > O
INNN
' Number of Down-
scatters for each - NGP
primary group
1GGG
Number of Down-
scatters for each NGG
secondary group
ISTART -
ZT NTG
1SCCHG
Ig NTG
INABGG
t/z NTG
1GABYG s T
/T NGP
IFP@RG Y T
vE /L. NTG
INUS £
L. NTG
INGN &8
ZN/ET Not used NGG
al present
INGNP
ZY*N Not'used NGGxNGP
at present
IFNGP
XN*Y NGPxNGG
IFSPYG N
Z NDSNGP
8 8
IDSGOG
Y, NDSNGG
£ 8

tLocations are for index of zero.
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; Table 4.16 (Cont'd.)
]
i Locationt Information Size
; IPRBNG PN, NDSNGPaNSCT
g8 g
IPRBGG
Pz,+g NDSNGG*NSCT
ISCANG N
’ A, NDSNGPxNSCT
g8
ISCAGG
Ag'*g NDSNGG*NSCT
ISPPRG
+ ISTART Repeat for next ISPPRG
medium
If ISTAT > O
ISPPRT P1 Coefficient NDSNGP
Primary
P1 Coefficient NDSNGG
Secondary

Repeat for PL

Coefficient

Repeat for next
"medium

NLAST or NNIC

NNIC Inde» to point cross
sections for each
multigroup boundary

NXSECT (1)
Point cross total-
sections for
Medium 1 scattering
. 2
NXSECT (J)
Point cross total
sections for —mm——
Medium J scattering
Vig
NLAST ;

INFP@G* (NCBE -2)

INFPPG* (NCPEF~1)

(IGQPT+1) *NMED if
IP6RT > 0; otherwise
zero

NPT (1) * (NEGPS=1) *NXPM

NPT (J) % (NEGPS-1) #NXPM

+Locations are for index of zero.
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Table 4.17. Definitions of Variables in Common GTSC1

Variable B Definition

NPT(16) Number of points per supergroup for each medium. (Only
16 mecdia are allowed.) Redefined at end of GTSCT as the
total storage required for each cross section for each

medium.
NXSECT(17) Starting location of point cross sections for each medium.
NDSGP Total storage required per supergroup for all media.
11, IO Input and output logical unit numbers.
IP6RT Logical tape number cf P6R point cross-section tape.
IGQPT Last MPRSE multigroup for which point cross sections will

be used { < NMGP)

NEGPS Number of supergroup boundaries.

ESPD(100) Ehérgy boundaries (in eV) of the supergroups (only 100
supergroups are allowed).

NNIC " Starting location of the point cross sections.

NXPM Number of cross sections per medium

it

1, if total only
2, if total + scattering
3, if total, scattering, and vkfission

NINC Index for locating point cross sections. Used as flag
in FISGEN to determine if transport process has begun.
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4.5.3 Subroutines

Subroutine ALBD@

This routine is called upon encohntering an albedo scattering sur~

face and provides the outgoing neutron parameters for the albedo collision.

The sample routine performs specular reflection at the albedo scatter-
ing surface. The requirements of specular reflection may be written as
I.N = -R*N,
and
I xN=Rx N?
where I is the incoming neutron direction vector,
R is the reflectad neution direction vector, and
N is the outward normal to the surface (I-N < Q).
Manipulation of the above two equations results in
R=1- 2(I-N)N. i
Called from: M@RSE
Commons required: NUTRON, N¢RMAL
Variables required: U, V, W (from cormon NUTR$N, see page 4.4-10)

UNPRM, VN¢JRM, WNPRM - components of unit vector normal teo boundary.

Variables changed: U, V, W
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Subroutine ANGLES (IGl, JG1, MX)

This is the main executive routine for the generalized Gaussian

quadrature. - First it calls GETMUS which uses the moments of the angular
distribution to determine the recurrence relations which generate the
orthogonal polynemials, In so doing GETMUS performs the check for Ni > 0,
which is one of the requirements on the moments. Next ANGLES calls FIND

in an iterative fashion in order to czlculate the roots of the orthogonal
polynomials. FIND checks the roots to determine if the second restriction
on the moments, namely that the roots must lie in the interval (-1, +1),

is satisfied. Next ANGLES calculates the weight factors associated with
each root in the Gaussian quadrature. Finally the angles and probabilities
which have been calculated are rearranged so that they appear in order of
decreasing probability. If the giver moments do not satisfy the two re-
quirements, then it is not possible to determine as many angles and weights
as initially requested. However, ANGLES determines as many as it car from
the data given. All cross sectiong with impossible first Legendre coeffi-
cients are found befure termination of the problems. _NOTE: If 2n+]
moments are given (and all are acceptable), then a discrete distriburion
with n+l scattering angles may be determined. 1If only 2n moments are
given, then there is a certain amount of freedom in choosing a 2n+l-st
moment to complete the calculation. Ia these cases ANGLES will compute
(and hence of M

a value of ) which is ir the mniddle of the allowed

Mo+l 2n+l
range for Mol and, using this value cf un+1, complete the calculation
of a (n+l)-angle distribution.

Called from: JINPUT

Subroutines called: GETMUS, FIND, Q, EXIT, BADM¢M, XSCHLP

Commons required: MEAN, RESULT, M@MENT, L@CSIG

Variables required:

jzi indices of group-to-zroup transfer being calculated.
NM@M - number of momeﬁts given.
XMPMNT(I) = M, i=1, NM@M. -
IMPM > 0, print moments,
< 0, do not .print moments,
MX - medium number.

AT 1 8

-
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< 0, do not print error messages,
> 0, print error messages.
-~ output unit number.

-~ number of scattering angles expected.

Variables changed:
POINT(I) = X, = cosine of scattering angle for I=1, NV+l.

WEIGHT(I)
NM
NV

= wi = probability of scattering angle for I=1, NV+l.

~ number of | values accepted.

~ number of 02 values accepted.

Significant internal variables:

XMU(T)

VAR(I)

XN@RML ()
R¢¢T(1,J)
NP = NW1

1
Q
N

1
b

Ith root of QJ(X).

number of angles in discrete distribution.

NACC = NMNV = pumber of moments accepled.

OQutput:
XMPMNT(I)

= Mi’ I=1, NM@M.

Indices of group, number of moments acceptedw(oﬁly if numbei accepted

is less than number given).

RO T T S SOy |
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Subroutine BADM@M
In the event that a moment has been rejected because it implied

negativity in the angular distribution, BADM@M is called to provide a
printout to the user giving the value of the quantity rejected, W, or Oi;
of the moment rejected, and of the Legendre coefficient which was rejected.

In addition, the allowed limits on these quantities are also printed out.

See mathematical description for formulas used.
Called from: ANGLES
Subroutines called: MAMENT
Functions used: €
Commbns‘required: MZMENT, MEANS, QAL, L@CSIG

Variables required:

N - number of o2's accepted.
NN - number of p's accepted.
R . . . . , 2 ..
(NOTE: N=NN implies Mp1 rejected; N < NN implies Unel rejected.)

MOMENT(I) - M,
MU(T) - Wy

2
VAR(I) - Ui
N@RM(I) - N,
A(1,K) - a5

(NOTE: I = i, but K = k+1.)
Significant internal variables:
NM = N+NN = number of moments accepted.

NBAD = NM+1 = index of moment rejected.

NP1 - N+1
NM1 - N-1
Output: »

MUT - ymax
MUB _ umin
VART - (o%)max
VARB - (GZ)minb
MMT - ymax

g? M@MB - Miin

L FT - gmax

S e s s e s e
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Subroutine CPLISN (IG, U, V, W, WATE, IMED, NREG) VMJ

The subroutine is called at each cellision and the incoming group
number, direction cosines, and particle weight are converted into post-
collision parameters. The outgoing group is selected from the downscatter
matrix (the vector corresponding to the incoming group). After determin-
ing the outgoing group, the cosine of the angle of scattering is determined
from the set of probabilities and angles for the particular group-to-
group transfer. The outgoing direction cosines in the laboratory coordin-
ate system are determined from the incoming directions and the angle of
scéttering and a uniformly selected azimuthal angle. These cosines are
normalized to 1.C. The particle's weight is altered by the non-absorption

probability in lieu of absorption.

As an importance sampling scheme, the outgoing group probability
distribution may be altered and selection of the outgoing group is made
from this biased distribution. If this option is chosen, L@CEPR > 0, and
subroutine GTIGUT is called.

Called from: M@RSE

Subroutines called: GTIMED, GTI¢UT, GTIS@, AZIRN ’
Functions used: FLTRNF, SQRT (library)

Commons required: Blank, LACSIG

Variables required:

iG -~ the precollision energy group.
u,v,w -~ the precollision direction cosines.
WATE ~ precollision particle weight.
IMED ~ geometry medium of collision.

NREG - geometry region of collision.
(Various indices from common L@PCSIG, see page <.5-7 .)

Variables changed:

I1G - post-collision group.
U,V,W - post-collision dire@tion cosines.
WATE - post=collision weight.
Significant internal variables:
PNAB - non-absorption probability.
IH - group number = IG for‘prihary paiticle,

= IG ~ NGP for secondary particle.

s WO oy sk
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NADDPG - number of locations between starting location of
o scattering angle probabilities for primary and

‘,secondary particles.

"R | - random number.
IND © = location of biésing parameters for grbup IG.
&DSK' - numbéf of downscatter groups.
FM -~ cosine of polar angle of scattering.

SINETA
‘ -~ sine and cosine of azimuthal angle of scattering.

C@SETA
Limitations: nwmmber of angles is equal to number of probabilities for

each gfoﬁp (assumed in use of NADDPG).
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Subroutine FFREAD (IN, K, V, NF, N5, N6, IPRTRG)

This routine reads the cross section data in either fixed form or
To

free form.t Unless otherwise specified, it assumes fixed form.
specify free-form place a card centaining (@ ** in columns 1-3 in front
of the data to be read. (A circled number, n, indicates n spaces.)
Although this routine will accept all the usual options (R, 2, 1, T, S,
F, A, E, Q, L, N, M, U, V), the calling routine in M@RSE allows only R
and 2 obtions because programs such as FFPUNl4 which punch cross sections
use only these two options.

Called from: READSG

Variables required.

N5, N6 ~.logical unit numbers of standard I/¢ tapes.
IPRTRG - signal indicating whether or not to prinr the card as
read.

< 0, do not nrint,
> 0, print.

IN, K, V -~ must be dimensioned by 37 in any calling program.

IN(I) ~ the number of repeats cor zeros in a given field, I, if
any; otherwise, zero. IN(37) contains the card number.
K(T) - the type of operation to be performed on the data in

field (1); if rccone, it is blank; otherwise may contain

R for repeat vr Z for zero.

V(1) ~ the actual numerical value in field 1.
NF - the number of fields on the card (< 36).
Significant internal variables:
NY(76) - contains the card image as read from cols. 1-76.
NY(77) ~ contains the card count from columns 77-80.
IFREE - signal indicating whether data is in fixed or free form.

= 1, fixed form (default),

= 0, free form.

tSee Ref. 13, Appendix B, pp. 58-65.
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Subroutine FIND (L,NF)

This subroutine determines if the roots of QL(x), the Lth order
orthogonal polynomial, lie within the range (-1,+i). If not, a flag,
NF, is set to 1 and rhe subroutine returns. If the roots lie within the
range (-1,+1), then NF = 0, and the subroutine proceeds to calculate the
roots. The roots, x,, ¥ = 1, L, are stored in REPT(K,L), K= 1, L in
labelled common RESULT. The roots are in increasing order RPFT(1,L) <
RPT(2,L) < . . . < RPHT(L,L).

FIND presumes that the roots of QL_l(x)-have already been calculated
and stored in R@AT(K,L-1), K == 1, L-1. Thus it is necessary to use FIND
in a bootstrapping mamner. First RPPI(1,1) = ¥, the root of Qy{x), is
§tored. Then one sequentially calls FIND{2,NF), FIND(3,NF), etc. It is

also presumed that the roots of QL_l(x) are in the interval (-1,+1).

FIND uses che property of orthogonal polynomials that the roots of

QL and Q _; “interleave". Thus:

1) QL has no roots above +1 if QL—l has no roots uabove +1 and

Q (+1) > 0. (Remember that Q (+°) > 0.)

2) QL has no roots below -1 if Q, (-1) differs in sign from QL
(RPPT(1,L-1)) where R¢PT(1,L-1) is the lowest root of QL_l(x).

3) The Kth root and no other roct of QL lies between the K-1lth
and the Kth roots of QL-l'

Once the root has been 1solated as being between XLYW = REPT(K-1,L-1)
and XUP = R$PT(K,L-1), it is found by a very simple procedure. The in-
terval (XL@W,XUP) is bisected by XTRY = (XL¢W + XUP)/2. Then the sub-
interval containing the root is determined by the fact that the sign of
QL must change in passing over ﬁhe root. Thus the root lies in (XL@W,XTRY)
if sign [QL(XL¢W)] # sign [Q (XTRY)] and it lies in (¥TRY,XUP) otherwise.
XTRY replaces the appropriate limit, XUP ot XL¢W, and the process is re-
peated. Each :.teration reduces the size of the boundary interval by 2,
or, in other worde, increases the accuracy to which the root is knowa by
one binary bit. Obviously, after as ﬁany,itefa;iohé as the computer word
has bits, XTRY will be ac close to the root as can be calculated by the

computer.
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Called f£rom: ANGLES
Subroutines called: (

Commons required: RESULT . ISBCSIG

Variables required:

L ~ the ornixe-of the polynomial whose roots are desired.

ROPT(K,L-1), K=l L~~~ the foots of QL—l(x) in increasing order.
IPUN ; < 0, dw.ver print error message, '

> 0, przt: error message.
Variables changed:

NF g = 0, tins cowts of QL(x) lie in the interval (-1,+1),

‘ = 1, tin:oonurs of QL(x) do not lie in the interval (-1,+1).
If NF =0
RAPT(¥, L), K=1, L - =& 'rooté of QL(x), in increasing order.
Significant internal varuabies:

VAL ({K) = QL(RQQ’Z(}'«;\#»--;.‘)), K=1, L-1.

M =L - 1.

NEP - number of itwwuiims taken in root-finding procedure.
Limitations: L < l4.
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Subroutine FISGEN (1G, IMED, PNUF)

is subroutine looks up the value of vZf/ZT for the current neutron

energy and geometry medium.
‘Called from: INPUT2
GTMED
Blank, L@CSIG
ISP@RG, IFP@PRG
‘ IG, MED
Variables changed: BNUF

Subroutines called:
Common; required:

Variables required:

(from common L@CSIG, page 4.5-7 )
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Subroutine GAMGEN (IG, IMED, PGEN, IGG)

This subroutine provides the function of determining the cenergy of
the secondary particle to be generated and its probability of generation.
For a forward neutron gamma-ray problem, a neutron of energy IG upon
suffering a collision in medium IMED may generate a secondary gamma ray
of energy IGG. For aﬁ adjoint gamma~ray neutron problem, a gamma ray of
energy IG generates a neutron of energy IGG. Only secondary source gamma-
ray groups of higher energy than the lowest gamma-ray group of interest
may be chosen.

Called from: GPR@B, INPUT2

Subroutines called: GIMED

Functions used:  FLTRNF

Commons required: Blank, L$CSIG, USER

Variables required: ISPPRG, IFNGP, NGG, IGAB(#G, IADJ (from common L@CSIG,
see pzge 4.5-7 ),
IG - inceming energy group.
IMED - medium of collision site as provided by the

geometry module.

NGPQT1, NGPQT2, NGPQT3, NGPQTZ (from common USER,
see page 4.6-7 ).

Variables changed: PGEN, IGG




4.5-25

Subroutine GETMUS

This subroutine calculates the quantities Uy and 0? used in the
recurrencc relation for the orthogonal polynomials, Qi(x). it uses as
input the moments, Mi’ of the distribution f(x). GETMUS also checks to

2 )

determine if oy > 0. 1If not, a flag is set to indicate this.

Let us assume that NM@M moments are given initially. Then NMgM =
NM + NV where NV = NM@M/2 is the number of Oi quantities to be calculated
and NM is the number of My quantities to be calculated. NM = NV or NM =
NV + 1, depending on whether NM@M is even or odd. GETMUS calculates
My o= 1, NM and Oi, i = 1, NV, This is sufficient to determine Qi(x) for
i =0, NM. If it turns out that some value of 02

i
Oﬁ < 0 (this will happen when N? < 0, a violation of the "non-negativity"

is not positive, say

conditiorn on f(x)), then the calculation is terminated, a flag is set,

and GETMUS returns with NV = p - 1 ond NM = p.

The relevant equations are as follows:

The orthogonal polynomials are written

i
_ k... -
Qi(x) = 2: ag X wita a;. = 1
k=0
:(x-—U)Q (X)"‘cz Q ,X)
i7 (i-1 ™ i-1vi-24%0
This leads to
a = (51

ik T 2i-1,k-1 T Mi %i-1,% T Yi-1 fi-2,k0

If we define
i
N, = z; a M s
+
i =0 ik itk

|
"

1 ,
17 ég% SISIL WEER
q; = LN .

Then we have

My = 9435 ~ 94, and

3= NNy

Q
]
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The calculation proceeds as follows:

Step 1: initial values for quaatities for i = 1 and 2 are set up from
explicit formulas from the moments.

Step 2: set i = 3.

Step 3: calculate Li from moments and coefficients for 1 - 1.

Step 4: calculate 9y from Li and Ni—l‘

Step 5 MWy = qy - qy -

2
Step 6: calculate 3’ k=0, i from Hys O 10 and ai-l,k'
Step 7: calculate N, from moments and a; k's.
2 4
Step 8: ¢) = Ni/Ni-l'
Step 9: Test Oi. If Oi < 0, terminate the calculation with n = i-1

and set error flag.

Step 10: i = i+l, return to step 3.

If NM@M is even, the calculation terminates after step 9 when i = NMPM/2,
If NMPM is odd, the calculation te'm'nates at step 5 when i = (NMPM#1/2).
Called from: ANGLES L '
Commons required: M@MENT, MEANS, QAL, L@CSIC
Variables required: M@MENT (k) = Mk, k = 1, NMZM (type real).
IFMU | # 0, print cut all the quantities calculated
by GETMUS,
= 0, do not print out data except in case of
error, (oi < 0).

Variabies changed:

NV — the number of 02'5 calculated.
NM - the number of u's calculated.
MU(I) = Uy, i =1, NM (type real).
SIG(I) = Ui, i =1, NV.

N@RM(I) = Ni’ i = 1, NV (type real).

Also calculated and put in labelled common QAL, although they are not
used elsewhere in the program,

Q(1) = q;, i=1, NM.

A(I,K) = ui,k-l’ i=1, NV;;} K=1, i+l

L(I) = Li’ i=1, NM.
Limitations: NMOM < 27.
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Subroutine GTIGUT (IS, J, NREG, NDSK, IG, WATE, IND)

This subroutine is called when the selection of the group-to~group

transfer is to be biased. Thus, the natural probabilities of scatter
, from group 1 to group J, P(I*J), is to be altered by an importance func-
i tion V(J). Selection of the odtgoing group L is made from P(I>J)V(J)
3 with an associated weight correction of N/[V(L) ] where

NDSK
N = Y VQ)P(I+).

J=1
Called from: C@LISN
Fur.ctions used: FLTRNF
Commons required: Blank

Variables required:

1S ~ one less than index for within-group scattering,
'NREG - geometrical region of the collision,
NDSK - number of possihle downscatter groups.
G .- incoming energy group.
WATE - incoming particle weight.
IND - index for the location of importance of within-group
scattering.

Variables changed:
J - the number of downscattering groups.
WATE - modified to correct for the biasing.
Significant internal variables:

SBSIG is the normalization N of the biased distribution.
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Subroutine GTMED (MDGE@M, MDXSEC)

The stardard version of this routine is actually a dummy routine
because it assumes that the geometry media numbers and the cross sec-
tion media numbers are identical.f If this is not the case, the user
must supply a routine which specifies the relationship between the two.
Called from: CPLISN, FISGEN, GAMGEN, NSIGTA, MPRSE, PTHETA
Variables required:

MDGE@M - the media number of the geometry media.

Variables changed:
' MDXSEC_ - the cross section media number corresponding to the

geometry media MDGE@M.

1‘Note: The need for this routine arose because the O5R type grometries
detected a boundary crossing only if there was a different media ca each
side of the boundary. However, for a homogeneous problem, the transport
needed only one cross secticn media to be stored. Therefore, this routine
was written to allow one to equate the cross sections for two geometric
media. Since the advent of the combinatorial ‘geometry package (CG), the
need for such a routine is virtually non-existent because CG uses a
different technique for determining boundary crossings. With just a mini-
wum of effort the user of MORSE-CG can eliminate the need for this routine
by equivalencing MDGEOM & MDXSEC and removing the calls to this routine.
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Subroutine GTNDSK

This routine determines the maximum number of non-zero downscatters

for each group for all elemepts. The neutron part of the P, table is
searched for each element with the downscatter for each group determined
by the maximum non-zero group~to-group transfer creoss section. The maxi-
mum value found for any element is used for all media. After searching
the Pp table, the input cross-section tape is rewound and read again in
the normal cross-section input. If hydrogen is present, complete down-
scatter will be needed and no advantage is gained in using this routine;
in this case, a dummy routine nay be substitutad.

Called from: XSEC if IXTAPE > O

Subtoﬁtine called: REST@R

Commons required: Blank, L@CSIG

Variables required: All variables in Common L@CSIG

Variables changed: Downscatter index array in Blank Common

Significant internal variables:

INP - starting location in Blank Common for temporarily storing
P0 matrix.

IST ~ starting location in Blank Common of restored cross
secticn. ,

ISP - last location in Blank Commcn used.

N1 - first group to be considered.

N2 - last group to be considered.

L




4.5~30

Subroutine GTSCT (NLAST, NLFT)
The function of Subroutine GTSCT is to read an P6R

7,8 point cross-

section tape, to store the cross sections in Blank Common, and to set up
indices which give the lucétion in Blank Common of the cross sections
corresponding to the energy boundaries in the multigroup structure. -This
routine has been written to process the data from an @$6R tape with
variable supergroup boundaries; the energy limits of the boundaries are
read from the tape. (To process an ¢5R6 tape, the tape read statement
would need to be modified and the supergroup energy boundaries provided

separately.)

A variable number of points per supergroup may be used for each media
for which point cross sections are provided; however, if total scattering
and vxfission cross sections are used, then the number of rpoints for these
individual cross sections must be the same within a medium. In order to
reduce the time required to choose a point cross section for a given
energy, indices corresponding to the multigroup energy boundaries are
calculated and then an index is chosen within a>multigroup. In making
this index calculation, it is assumed that the energy array is the first
array in Blank Common. Then in Subroutine NSIGTA an index is chosen
uniformly between the indices for the multigroup boundaries. This is
equivalent to assuming a uniform flux within a group. Other schemes for
picking an energy within a group can be easily incorporated.

Called from: XSEC
Commons required: Blank, GTSCl, USER

Variables required:

NLAST - the last cell used in Blank Cormon before GTSCT was
called. ‘ ‘

NLFT - the last cell in Blank Common ;hat»can be used.

IP6RT - logical unit for ap'¢6R pbint cross~section fape.

IGQPT - the last multigroup for which point cross sections will
be used. ; ’

There is one card read by GTSCT which contains NXFM, the number of dif-

ferent types of cross sections per medium.
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1, total cross section oaly;
2, total + scattering;

3, total, scattering, and v*Zf.

Additional input information is read from the first record on tape.

These variables are:

ET@PX

EBATX
NSIGX
IDLM(L)

IDSG(L)
NPT(L)

NEGPS
ESPD(I)

the highest energy for which there are point cross
sections.

the lowest energy for which there are point cross sections.
the aumber of cross sections on tape.

the element identification number for the Lth cross
section.

the element type for the Lth cross section.

the number of points per supergroup for the Lth cross
section.

the number of supergroup boundaries.

the energy corresponding tb the upper boundary of the

Ith supergroup.

The point cross sections are read into a temperary storage area and then

reorcered and stored permanently (see Table 4.16 for storage arrangement) .

Variables changed:

NPT(L)

NLAST

redefined as the total storage required for each cross
section for the Lth medium (L < 13).

the last cell of permanent storage used.

NXSECT(L) - starting location in Blank Common of point cross sections

(
for the Lth medium (L < 16).

H
H
3
i
3
3
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Subroutine JNPUT

This subroutine is the executive rouvtine for processing the cross
sections from the ANISN2 or DTF-IV1 formats to the necessary probability
tables. The major function of this routine is to mix the cross sections
stored for each element to form media cross sections and to decompose
these cross sections into the individual probability distributions. The
Legendre coefficients for each gréup—to-group transfer may be restored
in a permanent storage area after the discrete angles and probabilities
have been determired. Output of the cross sections as read (if IRDSG > 0)
and as stored (if IPRIN > 0) and the gamma-production cross sections is
initiated by this routine. ‘If diagnostic printout of cross-section
storage is réquired a call to XSCHLP (1, 4HINPT) will give a decimal
dump of all cross-section storage and commons.

Called from: XSEC

Subroutines called: READSG, ST@RE, LEGEND, ANGLES

Functions used: IABS (library)

Commons required: Blank, L@CSIG, MPMENT, MEANS, RESULT
Variables required: All variables in L@CSIG, see page 4.5-7.
Variables changed: Blank common from ISTART to NMXSEC.

Input read:
MIX RHY times the cross section of the element NEL is added to
NEL the MIX medium cross section. If NEL is negative, the
RH¢ current mixing operation completes the cross section for

that medium, There are NMIX of these cards read.
Significant internal variables:
NDSK is the current number of downscatter groups for starting from

present location.
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" Subroutine LEGEND

" Subroutine LEGEND converts Legencre coefficients to momeﬁts. The

._coefficients'afe given in labelled common M@MENT in the form

o 1. L o " NF .
_ : - _ 20 + 1 -
£, = fl £Qu)P,(W)du & = 1,NF or £(u) = ,LZ S5 R, (0 (F, = D).
1 , =0

The output of LEGEND consists of the isoments,
M =f un f(u)du n = 1,NM@M.
-1 '

Method: If we let

- 2 :
P 1 = ..2__+.._]:. [ unpg(u) dy.

n,% 2
-1
Then by using the fundamental recurrence relation for Legendre polynomials i
we can derive %
1 1 1 1 o 3
-1 _1 n- ;
plmd [ vt s Durea
1 . . ;
1 5
=1 W+ DR G + 2 P, () Jdu
2 - 241 -1
-1 i -
1 1 ;
_2+1 n-1 L n-1 :
= f e TP () du + 2_[ e TPy (w)du o
-1 -1 ;
_f+1 1 2 -1 o
=50 %3 Pn-1,041 Y22 -1 Pao1,0-1e -
Since we have trivially P'_l = § and P—1 = § the coefficients P-l % ;
) (1 0L 1¢ 122 . ni 3

may easily be computed. Then

1

= n :

M -f ue £(u)du

-1

o~ 20 41 | !

m . = 2+ n

~ L 2 fzf w P (u)du d
- 2=0 -1

3
3

. 3
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- 1
‘ -1
= L Pnl fl'
2=0

Called from: JNPUT
Commons required: M@MENT

.Variables required:

NM@M - pumber of moments given.

F(L), L = 1,NM@M (presumably NF > NM@#M, no check is made).
Variables changed: XM@MNT(N), N =1, NMOM.
Significant internal variables:

-1
ﬁ-l,g

P1(R) = P

P2(2) =P 7,
n,hL

P10 = P
P20 = Pn,l

Limitations: NM@M < 24.
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Subroutine MAMENT (NM@)
This routine converts moments to Legendre coefficients. The moments

1
M =f W £(u)dy n = 1,NM@,

n

are given in labelled commor MAMENT. The output of the subroutihe~con—
sists of the same number of Legendre coefficients stored in labelled
common M@MENT. '

A1
Method: f -J . P () f(u)du

L ;
) RS
Z Pl,nfl HE () du

n=0
£
where the Pl,n are‘the coefficients of the Rtﬁ Legendre polynomial,

X
— ”n
Po(w) = > LZIECI

=0

Since PQ(U) =

2' 3
% 2-1 2-2
n_ (22 ~1 ntl _ 2 -1 n
2 Fgn ¥ 7 ( 2 ) Po-1,n ¥ '( 2 )Z Pe-2,n ¥ -
n=0 ’ n=0 =

As this is an identity, we may separately equate the coeff cients of

each power of 1! giving the relatioun

22 -1 2 -1\ '
Pz,n'( q )Pz-l,n—l‘( 9.'}P£-2,n'

Since
Péu) = 1 and Pl(p) = |, we have

PO,n = GOn and Pl,n = Gln'
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Called from: BADM@M

: Commons required: M@MENT
; Variables required: NM@, (XM@MNT(N), N=1,NM@)
: Variables changed: (F(L), L=1,NM@)
2 Significant internal variables:
PO(n) = PQ—Z,n
PL(n) =Py ) o
P2(n) = PRn
; PO =Py,
g PIO =P
£ Limitations: NM@ < 25.
H
'
i
L
é
2
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A

Subroutine NSIGTA (IGA,JMED,TSIG,PNAB)

This subroutine looks up the total cross section and the non-
sbsorption probability for the group IGA. Modifications have been made
to include the use of point, total, and scattering cross sections if

IG6RT is'gteater than zero. For neutron groups greater than 1GQPT and

for gamma-ray groups, the multigroup cross sections are used. Point
cross sections may be used for neutron-only and neutron-gamma-ray coupled
cross sections in either the forward or adjoint solution. Point gamma-

ray cross sections are not allowed.

In determining the energy within a multigroup at which the peint
cross seétion’is determined, an index is chosen randomly between the in-
dices for the corresﬁonding group boundaries. If all supergrcup boun-
daries correspond to some of the multigroup boundaries (with variable
supergroup boundaries, this can always be assured), then this is equiva-
lent to assuming a constant flux within the group. Importance sampling
of energies within the group is straight-forward, but not provided. See
Subroutine GTSCT for description of irndexing scheme.

Called from: EUCLID, NXTCPL, User routines
Subroutine called: GTMED

Commons required: Blank, L@CSIG, CTSC1, USER
Variables required:

ISPPRG, ISTART, INAB@G, IADJ, NTG from Common L@CSIG

I@6RT, NNIC, IGQPT, NXSECT, NXPM from Common GTSCl

NQT1 from Common USER

IGA - energy group.

NMED - geometry medium.

Variables changed:
TSIG - total cross section.

PNAB - noh-absorption'probability.'
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Subroutine PTHETA (IMED,IGPLD,IGQ,THETA,PMU,NMTG)

This routine calculates the probability per steradian of scattering

through an angle whose cosine is THETA for an energy transfer from group
IGPLD to other groups. Use is made of the restored lLegendre coefficients

* with the group-to-group transfer incorporatud. Thus, evaluation

I+J PE»J bv NHgM I-+J.
P™ () = el R :E: (22+l)f£ Pz(e)
=1

where Pi*J is the_probability of scattering from group I to group J,

fi*J is the 2th Legendre coefficient for scattering from group 1

to group J,
Pg(e) is the value of the 2th Legendre polynoamial for an angle
whose cosine is 0.
There are NC@EF-1 coefficients restored by JNPUT; i.e., the PO table
is not restored.
It is assumed that within-group scattering is not zero and is cal-
culated for each entry. An option is provided fer calculating the prob-

ability of scattering to all other groups or to a set number of downscatter

groups.

The following recursion relation is used for calculating the Legeundre

polynomial:
L PL(x) = (2L-1) x ?L—l(k) - (L—l)PL_Z(x).

Called from: User routines only
Subroutines called: GTMED, XSCHLP
Commons required: Blank, L@CSIG

Variables required:

IMED - geometry medium.
IGYLD ~ the incoming energy group.
1G6Q - the limit of the downscatter for which P(B) is calculated.

That is, P(9) is determined for group 1GPLD to 1GQ. If
16Q is zero, full downscatter is assumed and P(8) is de-

termined for IGPLD to NGP.
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THETA - cosine of the scattering angle.

Variables required:
ISTAT, NC@EF, NGP, NTG, NTS, ISPPRG, IDSG@G, INSG, IFSPGG (from
common L@CSIG, see page 4.5-7 )

Variables changed:

PMU - the probability of scattering through an angle whose
cosine is 6; PMU is dimensioned by NMTG.
NMTG - the total number groups to be considered in the probiem.

Significant internal variables:
P(K) ~ Legendre polynomial of order K evaluated at 8.
Limitations: Dimension of 10 for Legendre coefficients. A change in

this dimension will allow higher order of expansions.
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Function Q(ND,X)
This function subprogram generates QND(X) ~ the value at X of the

orthogonal polynomial, Q, of order ND. The recurrence relation for the

Q polynomials is employed to zenerate the function
- 2

Q(x) = (x - 1) Q_;(x) -0y Q_,(®

Q(x) =1

Ql(x) =X - Hln

Called from: ANGLES, FIND, BADM#M

Commons required: MEANS

" Variables required:

ND - the degree of the polynomial desired.

X - the value of the argument desired.
™MU(i) =

VARC) oi

Variables changed:

Hi } in labelled common MEANS.

Q - the value of the function.’

Limitations: ND < 14.
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Subroutine READSG (LEM,C@F)

The purpose of this routine is to read multigroup cross sections and

store them in a buffer region of common. If the flag IDTF is greater than
_ zero, DTF--IV1 format cross sections may be read; otherwise, the ANISN2

format in either fixed or free-form is assumed.

The ANISN cross-section format makes use of the repeat feature and
the zero feature; thus, there is a mixture of Hollerith and numbers on
the card. At present subroutine FFREAD is called to read the data in
the IRM-360 vefsion; a slightly modified version of FFREAD could be im-
plemented for other machines rather than their present methcds. DIF-IV
format does not permit repeats or the zero option, and thus the sibroutine
reads the card numbers directly into the buffer storage region starting

at INPBUF.

If cross sections are read from cards, in the ANISN format, a card
sequence check is performed. Columns 73-76 are essentially ignored.
Columns 77-80 must either be blank or contain an integer sequence number
starting at 1 for each set of cross sections, i.e., for each element angd
each coefficient. If a card is out of order, the card image is printed
and the program continues. This test may be removed by setting IRDSG
negative. (This also removes the option of printing the cross section

as read.)

If all cross sections which appear on the last card for each coeffi-
cient are not needed, a message is printed giving the number of cross

sections actually used, and the job is then terminated.

If IXTAPE > 0, cross sections are read from a standard ANISN binary
cross section tape. An identification record (416,6A8) precedes the
cross section for each coefficient. The element identifier rust be the
fourth integer in the identification reqord; These ‘identification numbers
are required on input card D. Element identifiers do not have to be in
the same order as they appear on the cross section tape.
Called from: JNPUT
Subroutines called: FFREAD, XSCHLP
Commons required: Blank, L@CSIC
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Variables required: INPBUF, INGP, INDS, KKK, IXTAPE, IDTF (from Common
LOCSIG, see page 4.5-7 )

LEM - element number for which cross sections are to be read.
CQF - coefficient number for which cross sections are to be
read.

INPUT; (INGP%(INDS+3)) values of cross sections for each call.

Significant internal variables:

M - number of cross sections for each coefficient.
NP -~ number of repeats or zeros for a particular cross
section.

Limitations: _Card formats must be either ANISN or DTF-IV, or a binary
tape may be ﬁsed. For ANISN-type data on cards, either

fixed or free-form may be used.
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Subroutine RESTPR (INP, ISP)

This routine is a combination of parts of Subroutines READSG and
STPRE. Only the PO matrix is read (from tape) and stored either for a
forward or adjoint problem. These cross sections are stored temporarily
in order to search for maximum number of downscatters.

Called from: GINDSK
Subroutine called: XSCHLP ’
Commons required: Blank, L@CSIG

Variables required:

INP - starting location in Blanx Common of temporary storage.
ISP - starting location in Blank Common for restored cross
sections.

Element ID numbers from Blank Commson.
Variables from Common LPCSIG.
Input: P_ cross seztions are read from [XTAPE for each element.

0
Variables changed: Blaunk Conmon.

| ~eceerseit
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Subroutine STPRE (IE,IC)

The purpose of subroﬁtine STPRE is to pick up the cross sections
for element IE and coefficient IC from the input buffer region and store
the total, fission, and downscatter matrix in the temporary storage.
Only those parts of the input cross sections that are‘to be reused are
stored. That is, the neutrons may be stripped from a couplsd neutron-
gamma set, or the gammas may be stripped from a ccupled neutron-gamma
set. Also, during the restoring the cross rections are transposed if an
adjoint solution is desired.

Called from: JNPUT
Commons required: Blank, L@CSIG
Variables required:

IE - element number.

ic - coefficient mumber.

Cross sections ir blank common from INPBUF to INPBUF+INGP#(INDS+3)

INPBUF, NTG, NTS NC@EF, ISP@RT, INFP@G, ISIGAG, INDS, IADJ,

NME (from common L@CSIG, see page 4.5-7 ) v
Variables changed: cross secticns in bJank common from ISPYRT to IT@TSG
Significant internal variables:

INDX - starting location of downscatter matrix for the IE

element and IC coefficient.

IE1l - number of locations to be skipped in the total cross-

section array for other elements.

e o R S A ke R A |




4,.5-45

Subroutine XSEC (IADJM;L¢CEPR,MEDALB,NEDIA,NLAST,NMGP,NMTG,NLEFT,IG,IN)

Subroutine XSEC is the primary interface of the cross-section module

with the rest of M@RSE.

The function of XSEC is to read the cross-section information de-
fining the number of groups, coefficients, elements, media, etc., and to
set up the storage locations required. All variables in Common L@CSIG
are defined in Subroutine XSEC. (Three variables are redefined in JNPUT
if Legendre coefficients are restored.) After the storage is allocated,
Subroutine JNPUT is called and is the executive routine for manipulating
the cross seciions. 1If point crbss sections are to be used, Subroutine

GTSCT is called for the input andvstorage of these cross sections.

The first medium cross sections are stored from ISTART to ISP@JRG
+ ISTART; each successive medium requires ISPPRG cross sections. The
Legendre coefficients are stored after the media cross sections and the
point cross sections follow.
Called from: INPUT
Subroutines called: JNPUT, ALBIN, XSCHLP, GINDSK, XSTAPE, GTSCT
Commons required: Blank, L@CSIG, GTSCl
Varizbles required:

IADIM - switch indicating that the problem is an adicint

i problem if > Q.

LYCEPR ~ location of energy-biasing parameters; if 0, no energy
biasing will be used.

MEDALB ~ medium number for the albedo scatterer; MEDALB > 0
signals a combinéd albedo and normal transport problem;
= 0 is flag fof normal transport only and ALBIN will’
not be called; < O signals an albedo~only problem,
normal cross sections will not be read, |MEDALB| is

the albedo mediim.

MEDIA ~ number of media for which cross sections are to be read.
NLAST - the last cell»used.in'Blank Common before XSEC was called.
NMGP ~ the number pf'priﬁary particle groups for which there

are cross sections.

NMTG - total number of groups for which there are cross sections.

R Ly .
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NLEFT - dimension of Blank Common. If NLAST > NLEFT, too much
storage has been used.
I16,IN - output and input logical units.
Input: The following four cards are read by Subroutine XSEC*.
First Cardt - comment card.

Second Cardt - NGP, NDS, NGG, MDSG, INGP, ITBL, ISGG, NMED, NELEM,
NMIX, NC@EF, NSCT, ISTAT. For definitions see
Common L@CSIG. ;

Third Cardt -~ IRDSG, ISTR, IFMU, IM@M, IPRIN, IPUN, IDTF, IXTAPE, 3
JXTAPE, I@6RT, IGQPT. For definitions see Commons "
L#CSIG and GTSCL.

Fourth Cardt - (Omitted if IXTAPE < Q) element identifiers of
cross sections to be read from tape.

Variables changed:

MEDALB ~ set to 7777 if there is no albedo surface in problem.

NLAST - the last cell of permanent storage used.

PO g

Significant internal variables:

- NEC - number 2f cross sections to be read from tape. 3

s MR e e [

TSR ENV NN

*A more detailed description is given in Section 4.3.

1If IXTAPE < 0, cards are required but'va;iables-are not used.
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of Blark Common from IRSG to NLAST.

_input data. However, if an adjoint problem was run in writing the pro-

" location in Blank Common.

‘Commons required: Blank, L@CSIG

Variables required:

Subroutine XSTAPE (ISIG, ITAPE, NLAST, TITLE)

. The function of3XSTAPE is to either write or read a processed cross-
section tape. The processed cross-section tape contains the cross-section

title card information, all variables in Common L@#CSIG, and the contents

CIf a processed tépe is‘read; the values of the variables nofmally

input are printed after being read from tape for comparison with the

cessed tape, there will be differences in the two sets of numbers. The

variables in L#CSIG are adjusted to account for a different absolute

Called from: XSEC

ISIG - switch indicating that a tape is to be written if = 2;

: a’tape'is read if # 2.

ITAPE - logical tape unit of processed cross-section tape. 3
‘ ; v . 4
NLAST ~ last location in Blank Common of the cross-section ;
storage. ' E

TITLE ~ information from cross-section title card.
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4.,6. ANALYSIS MODULE

4.6.1. Introduction

SAMB@* is a package of compurer routines which handles most of the
drudgery associatéd with analysis of collisions in a Monte Carlo code.
It was written for use with the MPRSE multigroup Monte Carlo code but
should be readily adaptable to incorporation into other random walk
generating codes. A&n arbitrary number of detectors, energy-dependent
response functions, energy bins, time bins, and angle bins are allowed,
with virtvally no numerical limitations other than the available core
storage. Analysis is divided into (1) uncollided and total respcnse
(fluencet integrated over each response function at each detector;
(2) fluence versus energy and detector; (3) time-dependent response
(time-aependent fluence integrated over each response af each detector);
(4) fluence versus time, energy, and detector; and (5) fluence versus
angle, energy, and detector. Each quantity in the above arrays is out-

prt along with an associated fractional standard deviation.

A simplified flow diagfam of a typical Monte Carlo program, inter-
faced to the SAMB¢ package, ie shown in Fig. 4.5. Input of parameters
and initialization are performed at the beginning of each problem (SC@RIN),
each run (STRUN), and each batch (STBTCH). A batch may either be a2 genera-
tion of particles in multiplying systems or a group of histories treated
together for calculation of variances. A run is a set of batches. Ter=-
minal operations are performed at the end of each batch (NBAUCH) and run
(NR'YN), The above “ive routines, when called at the appropriate point
by the history gener&tion routines, perform most of the necessary book-
keeping functions. Five additional routines are either called by the

primary bookkeeping routines or by estimating routines. INSCPR and ENDRUN

*Stochastic Analy51s Machlne for Bookkeeping, if the reader insists on
an acronym; the derivation was actually 1nsp1red by Samuel Finley
Breese Morse's first and third names. .

tCurrent, COlliSlOn don51ty or other f1 °nce-like,quantity may be .
substituted for fluence at each detector. For example, if current
and fluence at a plane are desired, two’.eparate detectors would be
used. :
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Random Walk Generating Package ' SAMB$ Routines

( start )
READ INPUT ' '
INITIALIZE SC@RIN INSOSR |

BEGIN NEW RUN
< 1 STRUN:]

BEGIN NEW BATCH 1 STBTCH

i

BEGIN NEW
HISTORY
e ————

GENERATE ” ————
SOURCE EVENT | SDATA \-
FLUXST
. BDRYX f///////?
EVENT RELCAL ,/////

OCCURRENCE ESCAPE "
FTC.

TS HISTORY
YES
TS BATCH )
NO . OMPLD\ES NBA]TCH

IS ruN
: S
o~ -
No—( IS PROBLEM
FINISHED?

YES

Fig. 4.5. Flow Diagram of Monte Catlb Pfogram Using the SAMB@ Package
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are dummies called by SCHRIN and NRUN, respectively, to allow insertion
of problem-dependent modifications. VAR2 and VAR3 are called by NRUN

to calculate fractional standard deviations in two~ and three-dimensional
arrays, respectively. TLUXST is the interface between the estimating

and bookkeeping routines and is called by the estimatinz routines to
store estimates in the.appropriate arrays. The bookkeeping section of

the package is described in more detail in Section 4.6.2.

Siﬁce so many types of estimators are possible, no attempf 1s made
to provide all-inclusive estimating routines. In lieu of this, samples
of typical estimating routines are included, from which the user can con-
struct routines with features close to his needs. Section 4.6.3 describes
routines SDATA and BDRYX which implement a surface-crossing estimator of
fluence at concentric spheres. Section 4.6.4 includes descriptions of

an estimating technique for fluence at a point detector.

4.6.2. Bookkeeping Routines

The interface between the bookkeeping routines in SAMB@ and the
random walk routines consists of one labelled common (USER), a specified
area of blank common, and calls to foor major subroutines. These routines
are: (1) SCPRIN, which reads necessary input parameters and sets up rooam
in a specified area of blank common for the necessary arravs; (2) STBTCH,
which initializes arrays at the start of each batch; (3) NBATCH, which
sums batched estimates and tneir squares at the end of each batch; and
(4) NRUN, which normalirzes and outputs results. Three additional routines
in this part of the package are VAR2 and VAR3, which are called by NRUN
to calculate sample variances based on barch-summed estimates, and STRUN

which is called at the béginﬁing of each run (set of batches).

The coriesponding interface between the bookkeepiny routines in
SAMB@ and the estimating routines consists of subroutine FLUXST. This
routiﬁe is called by the user routines, whbich calculate estimates from
the history paraméters to store estimates in the requested arrays in

blank common.

The parameters defining‘thevsystem being treated (i.e., those param-

eters that do not vary during the walk) by the random walk routines are
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placed in common USER before SCPRIN is called. The meanings of these

variables are summarized in Table 4.18 and defined more thoroughly Lelow.

AGSTRT, WTSTRT, XSTRT, YSTRT, and ZSTRT represent the starting

values of age, statistical weight and position of a discrete sourcs.
If the source is not discrete, the values should represent means. The
ége and position are used to obtain a minimum arrival time (TO) for each
detector which defines the lower edge of the first time bin. That is,

TO = AGSTRT + SQRT((XD-XSTRT)*%2 + (YD-YSTRT)#**2 + (ZD-ZSTRT)**2)/VL
where XD, YD, ZD are the detector position, and VL is the maximum velo-
city (corresponding to group 1 for a neutron only problem; otherwise

the velocity of light).

DFF is a snurce normalization factor to be used, in adjoint problems,
by NRUN to modify all output quantities. It is the factor which normal-
izes the source distribution function (detector response in the forward
problem) so that it is a proper probability demnsity function (p.d.f.).

In essence, DFF saves the units inherent in the forward problém detector
response. Although its precise definition would depend on the particular
code, in most adjoint formulations using point cross sections, DFF would

be given by (considering only energy dependence):

DFF =de P(E),

where ©(E) is the payoff function in the forward problem and E is the
energv variable. This is, of course, the factor needed to alter P(E)
to a p.d.f. suitable for use in selecting source particle energies in
the adjoint problem, 1In a muitigroup code such as M@RSE, where the
scoring function in the forward problem is

P, = f dE P(E)/de.

group 1 group i

DFF is given by _ )

DFF =§ P, .
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EBPTN and EB@TG are the lower energy limits of the last neutron'
group (group NMGP) and the last zamma-ray group (group NMTG), respectively,
for which cross sections, energy bounds, velocities; ete., are available.
These seemingly superfluous pieces of information are supplied by M@RSE
separately from the upper enérgy limits of 311 grcups.‘ {The upper energy
limits are expected tb be in cells 1 to NMIG of blank cémmon, and the
) corrésponding’group velocities are expected to be in cells NMIG + 1 to
2%NMTG.) TCUT, 10, I1, and IADJM are defined adequately in Table 4.18.

NGPQTI; -2, and -3 are defired further in Tables 4.13, 4.14, and
4.19 (for a'combined neutron and gamma-ray problem). NGPQTN and NGPQTG
are the number of neutron and gamma-ray groups, respectively, to be
treated in the problem, whereas NMGP and NMTG are¢ the number of primary
(neutron) groups and the total number of groups for which cross sections

(and some other parameters such as energy limits) are to be provided.

NITS is the initial number of batches requested and NSTRT is the

number of independent source particles in each batch.

NLAST and NLEFT define an area of blank common available to the
package.  Cells NLAST + 1 to NLAST + NLEFT in blank common are assumed

to be available.

Subroutine SCPRIX allocates room in this storage area, after receiv-
ing values for the variables ND, NNE, NE, NT, NA, NRESP, NEX, REXND,
which are the first eight variables ia common PDET described in Table

4.20.

Figure 4.6 is a diagram of this storage area in blank common show-
ing the location of the various arrays. Table 4.2) shows in more detail
how these arrays are located. Indices used in the top part of the table
are defined in the lower Sectibn. ‘For the six sets of three arrays each
that contain the estimated quantities, only the first array of each set

is described in Table 4.21. This first array, in each case, is used to

+'Neutron" and "gamma-ray" are used throughout interchangeably with
"primary”. and "secondary'. This package makes no assumptions about
the type of particles being processed except in the definition of VL
described previously. S
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store estimates summed over a batch of histories. The second array of
each set uses the mnemonic name prefixed with an § and is used to form

the sum over all histories. The third array of each set uses the mnemonic
name prefixed with an S and éuffixed with a 2 and is used to store sums

of squared batch estimates. (See NBATCH, VAR2, and VAR3 writeups for
details.)

Following are detailed descriptions of the bookkeeping routisnes.
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Table 4.18. Definitions of Variables in Common USER

AGSTRT
WISTRT
XSTRT
YSTRT
ZSTRT
DFF
EBOTN

EBATG

TCUT
10

11
IADIM
NGPQT1 l
NGPQT2
NGPQT3§

NGPQTG
NGPQTX

NITS
NLAST

NLEFT

C ORGP

NMTG

NSTRT

Initial chronological age to be assigned to source particles,
Initial weight to be assigned to source particles,

Initial x position to be assigned to source particles,

Initial y position to be assigned to source par:icles,

Initial z position to be assigned to source particles,
Normalization for adjoint problems,

Lower energy béundary (eV) of last neutron group (group NMGP),

Lower energy boundary (eV) of last gamma-ray group (group
NMTG),

Chronological age limit,
Logical unitc for output,
Logical unit for input,

Adjoint switch (>0 for adjoint problem),
Problem-dependent energy group limits (see text),
Group number of lowest energy gamma-ray energy group to be

treated,

Group number of lowest energy neutron energy group to be
treated,

Number of batches to be run,

Last cell in blank common used by random walk package,
Number of cells in blank common available to user,
Number of primary (neutron) energy groups,

Total number of energyfgroups,'

_Number of source particles for each batch.
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Energy Group Limits

Definitions of Problem-Dependent

Forward

NGPQT1

NGPQT2

NGPQT'3

Adjoint
NGPQT1
NGPQT2

NGPQT3

NGPQTN for neutron only or combined problem,
NGPQTG for gamma ray only (NGPQTN = 0),
NMGP

NMGP + NGPQIG for combined problem
{NGPQTN4NGIQTG > 0),

NGPQT1 for neutron only or gamma ray only.

NMTG - NMGP,
NMTG - NGPQIN,

KMTG.
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Definitions of Variables in Common PDET

ND

NNE

NE

NT

NA
NRESP
NEX
NEXND
NEND
NDNR
NTNR
NTNE
NANE
NTNDNR
NTNEND
NANEND
LOCRSP
LACXD
LECIB
L@cco
LOCT
LOCUD
LACSD
LOCQE
L#CQT
L@CQTE
LOCQAE
LMAX
EFIRST
EGTPP

Number of detectors (> 1),

_Number of neutron energy bins,

Total number of energy bins, .

Number
Number
Number
Number
Number
NExND,

of
of
of
£

[e s

of

ND«NRESP,
NT#NRESP,

NT4NE,
NAXNE,

time bins,

angle bins,

énergy response functions (> 1),

extra arrays ¢f length NMTG to be set aside,

extra arrays of length ND to be set aside,

NT#ND#NRESP, -
NT#*NE*ND,
NAxNExND,

Location

Location

Location

Location

Locaticn

Location

Locatien

Location

Location

Location

Location

of cell zero of response functions,
of cell zero of detector positions,
of cell zero of energy bins,

of cell zero of anglér(cosine) bins,
of celi zero of time bins,

of cell zero of array UD,

of cell zero of érray SD,

of cell zero of arrav QE,

of ceil zero of array QT,

of cell zero of array QIE,

of cell zero of array QAE,

Last cell used in blank common;'

Upper energy limit of first.energy bin,

Upper energy limit of first gamma-ray bin.
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Mnemonic

Location
Labels Variable Name length ~
NLAST + 1 LABELS z 20 * NRESP
LOCRSP e
RESP f ~ NRESP * NMTG
L@CXD EXTR f NEX * NMTIG
XD
YD
ZD
%
RAD 6 ND
TO
FACT
LOCIB o EXTR i NEXND * ND
1B -
EP 3 * NE omitted if NE=0
DELE
LACCH) —— TARR f NMTG
LACT cPs i NA
T ’ 2 ¥ ND * NT
LOCUD oo DELT \
uD
: SUD 3 * ND * NRESP
LACSD e SUD2
SD
SSD 3 * ND * NRESP
| .Ssb2 __ _ _ _ __ _
LHCQE — . SUD & SSD Units. | 2 20
QE l
SQE 3 # NE * ND
| _SQE2 j -
QT e e SQE Units % 20
QT
sQT 3 * NT * ND * NRESP
b .SQr2 . _
LACQTE —— SQT Units 2 20
QTE l
SQTE { 3 % NT * NE *# ND
SQTE2  _ _ __ _ _
LOCQAE — SQTE Units % 20
QAE
SQAE 3 % NA * NE * ND
SOAE2 _ _ _ _ _
LMAX —————— SQAE Units $ 20

Fig. 4.6. Layout of SAMBO Analysis Blank Common Storage Area
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Locations of Analysié Arrays in Blank Common

Mnemomic
Variable Location in Blank Common i
Name BC(1) or NC(I) Purpose
LABEL (J,NR) I = NLAST + (NR-1)%20 + J 80-character
J=1, 20 Hollerith label
for each response
function.
RES? (IG,NR) I = LOCRSP + (NR-1) Value of response
*NMTG -+ 1G function.
EXTR (IG,NX) I = LPCRSP + NRESPxNMTG Extra arrays of
+ (NX-1)*NMTG + IG length NMTG.

Xp (ID) 1 = LACXD + ID x-coordinate of
detector 1D.

YD (ID) 1 = LOCXD + ND + ID y-coordinate of
detector ID.

zZh (ID) I = LHCXD + 2%ND + 1D z~-coordinate of
detector 1ID.

RAD (ID) I = LHCXD + 3*%ND + 1D Distance from
source {assumed
to be at XSTRT,
YSTRT, ZSTRT} to
detector.

TO (ID) I = LOCXD + 4%ND + ID Minimum flight
time to detector.

FACT (ID) I = LACXD + 5%ND + ID Detector-dependent
normalization.

EXTR (ID,NXN) I = LPCXD + 6%ND + Extra arravs °f

(NXX-1)%*ND + ID length ND.

IB (IE) I = LYC1B + 1E Energy bin group
number.

EP (IE) I = LOCIB + NE + IE Lower energy of
bin. :

DELE (IE) I = LOCIG + 24NE + IE Widths of bin.

IARR (1E) I = L@PCIB + 3%NE + IE Key to correspon-

dence between
analysis group
numbers and ran-
dom walk group
numbers. '

R .

s i IR RSt e
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Table 4.21 (Cont'd.)

Mnemonic :
Variable Location in Blank Common
Name BC(I) or NC(I) Purpose
coPs (IA) I = LHCCH + IA Cosine of angle
) bin limits.
T (IT,1D) I = LACT + (ID-1)#NT + IT Time bin limits.
DELT (IT,ID) I = L@CT + NDxNT + (ID-1) Widths of time
_ #NT + IT bins.
UD (NR,ID) I = LOCUD + (ID-1)*NRESP + NR Uncollided response.
SD.(NR,ID) I = L#CSD + (ID-1)*NRESP + NR Tctal response.
QE (IE,ID) I = LACQE + (ID-1)*NE + IE Energy-dependent
' fluence.
0T (NR,IT,ID) I = LPHCQT + {(ID-1)*NTNR + Time-dependent
(IT--1)*NRESP + NR response.
QTE (IT,JE,ID) I = LPCQTE + (ID-1)*NTNE Time and energy-
+ (IE~-1)aNT + IT dependent fluence.
QAE (IA,IE,ID) I = LPCQAE + (ID-1)*NAKNE Angle- and energy-
+ (IE-1)%*NA + 1A dependent fluence.
Index Maximur: Value Purpose
NR NRESP ~ Response function.
IG NMTG Energy group.
NX NEX Extra array (length NMTC).
iD ND Detector.
NXN NEXND Extra array (length ND).
1E NE Energy bin (one or more groups).
1A NA _ Angle bin.
IT NT Time bin.

S i 8 T iR N T e T
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W 4.6.2. Bookkeeping Routines

C

' Subrcutine ENDRUN

This routine is a dummy called by NRUN to provide special problem-

dependent output.
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Subroutine ENRGYS (E,IB,EP,DELE,IARR) , ,
This routine is called by SCPRIN with the array of upper limits of
. energy groups, the lower limits of the last primary and secondafy energy

groups, and the array of desired bins for energy amalysis. It then sets

ub arrays of the energies of the bin boundaries and the size of each bin,
and a key to the correépondence between analysis and random walk groups. : k
Called by: SCPRIN ' -
Routines called: None v ’ j
Variables required:
E - NMTG (see page 4.3-1 ) values of the upper energy limits

of each eﬁergy group. (input on CARDS T see page 4.3-4)

NE values of group numbers defining the lower limit of

IB -
_ _ each energy bin (input on CARDS HH, see page 4.3-13).

NE - total number of energy bins. »

NNE -~ number of energy bins for primary particleé. E

NMGP i

NMTG

IADJM ~ for definitioas, see common USER, page 4.6-7 . i

EBQYTG ) R

EB@TN :

Variables modified: 5

EP - NE values of the energies corresponding to lower edges ;
of energy bins.

DELE - NE values of the widths of the energy bins. i

EFIRST ~ upper energy of highest energy primary bin (or :
secondary, if no primaries).

EGT@P - upper energy of highest energy secondary bin, if used.

I1ARR ~ NMTG values of a key to correspondence between analysis :
group numbers and random walk group numbers. %

Commons required: USER, PDET.

T

ek AR A S
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Subroutine FLUXST (I,IG,FLUX,AGE,C@5,5WITCH)

This routine is given FLUX, a fluence or current-like estimate to
be stored. The parameters I, ICG, AGE, and C@S represent the position, ‘
energy, age, and cosine of an 'angle characterizing the estimate. SWITCH
is an integer specifying which arrays are to be stored in. Using IG, AGE,
and C@S the routine determines the apprbpriate energy, time, and angle
bins (indices J, K, and L). These analyses are bypassed if NE, NT, or
NA, respectively, is zero. If IG or C@#S are out of tﬁe allowed range,

an error call results. If AGE is beyond the time bin limits, the last

time bin for that detector is extended to accommodate the score and

cxecution continues.

In theAfluence—like arrays (QE, QTE, and QAE) FLUX is stored directly,
In the résponse arrays (UD, SD, and QT) FLUX*RESP(IG) is stored, where
"RESP(IG) represents each of the response functions for energy group IG,
as input by the uéer. |
Called from: User-estimating routine
Routines called: _

HELP (user-provided dump subroutine; called if IG or C¢S is out

of the possible range).

ERRAR (ibrary subroutine).

Commons: Blank, USER, PDET.

Variables required:

1 ~ detector index.

16 ~ energy group.

FLUX - fluence~like estimate to be. stored.
AGE ~ chronological age.

ces - cosine of angle of interest.

SWITCH - integer switch.

> 0, store in all relevant arrays;

"

0, store in all relevant arrays, except UD;
< 0, store in array UD only.

KMTG - (for definition, see common USER, page 4.6~7).

A Rt

Sk B i




NA
ND
NE
NT
L¢CT
NANE
NTNE
NTNR
Lécco
L#CIB
L@CQE
L@CQT
L@CSD
L@CUD
NRESP
L@CQAE
L@CQIE
LYCRSP

for definitions, see common PDET, page 4.6-9 .

Significant internal variables:

SCPRE (=FLUX*RESP(IG))
Variables modified:

Blank common arrays UD (if SWITCH # O}

SD
QE
QT
QTE
QAE

(if NE > 0)
(if NT > 0)
(4f NE > 0 and NT > 0)
(if NE > 0 and NA > 0)
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Subroutine INSCER

This routine is a dummy called by SCORIN to provide

dependent analysis input.

B 5 A

SN R NN R

special problem-
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Subroutine NBATCH (NS@RC)

This routine is called at the end of each batch to perform the sums
needed for the estimated means and for calculation of batch statistics.
(If the system is multiplying, batches become interpreted as generations,
and statistics are then based on multiple runs.) Provision is made for
batches of differeat sizes through the argument NS@RC. Because of this,
the summation of the square of the accumulated estimate is divided by
NS@RC, the number of particles starting the Latch. (See VAR2 and VAR3
writeups for statistical formulae.)

Called by: 1User at end of batch (or run).
Routines called: None
Variables required:

NS@RC - number of particles beginning the batch (or other statis-

tically-independent grouping).

NA

ND

NE

NT
NANE
NDNR
NEND
NTNE
NTNR
LACQE
L@CQT
LACSD
L@CUD
NRESP
L@CCQAE
LOCQTE
NANEND
NTNDNR
NTNEND

UD
SD
QE
QT
QTE
QAE

for definitions, see common PDET, page 4.6-9 .

T e el e il ¢

Arrays in blank common, see Fig. 4.6 and Table 4.21.




Variables modified:

SuUD, SUD2
SSD, SSD2
SQE, SQE2
SQT, SQT2
SQTE, SQTE2
SQAE, SQAEZ

Commons required:

4.6~19

arrays of sums over all batches and sums of squared

batch estimates, see Fig. 4.6 and related text.

Blank, PDET
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Subroutine NRUN (NBATS, NRUNS)

This routine is called at the end of each run (er the end of a

problem). The calculated quantities are normalized and output, along

with fracticnal standard deviations (f.s.d.). Much of the coding is

complicated because there are no restrictions on the sizes of the scoring

arrays packed in blank common. NRUN must thereforc decide which ~art

of an array to put on each page, etc.

Called by: User upon problem completion.

Routines called:

DATE (A,I) - a subroutine (see Section 4.4, page 23 for detailed

description) which returns a hollerith string in array
A (I 4-byte words long) containing the day of the week
and the date.

EXDRUN - a dumm’ subroutine called as the last step in NRUN which
may be used to provide problem~dependent output not pro-
vided by NRUN. '

HELPERt =~ a subroutine (see Section 4.8, page '3 for detailed
description) used to output a part of an array in deci-
mal form. It is called by NRUN to output, if used, the

extra arrays starting at LOCSD + 6%ND + 1 in blank

common.

INSERTt ~ library subroutine at Oak Ridge National Laboratory;
used to insert a nollerith string in another string.

INTBCDT -~ library subroutine at ORNL; converts a 4-byte integer
to a hollerith string.

Xﬁgg} - calculate f.s.d.'s; see writeup, page 4.6-27-29)

Variables required:

NBATS - number of batches completed. (Note that NITS in common
USER is the reques:éd number of batches, not necessarily
the actual number completed.)

NRUNS - number of runs remaining plus one, or negative of the
number of runs completed when an executioa time kill

occurs.

TNot used by CDC-6600 or UNIVAC-1108 versions of this subroutine.
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I0
DFF
IADIM - for definitions, see common USER, page 4.6.7 .,
NLAST
NSTRT

Essentially all variables in common PDET, page 4.6-9
Variables modified:

SUD
SSD
SQE
SQT
SQTE
SQAE
SUD2
S8p2
SQE2
SQT2 and printed.
SQTE2

SQAE2

Commons requirved: Blank, JSER, PDET.

— these arrays in blank common are normalized and printed.

-~ these arrays in blank common are converted to f.s.d.'s
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Subroutine SC@RIN
This routine is called by INPUT2 to input data necessary to define

the scope of the analysis. Some initialization and problem-dependent
preparation is also performed. As its last step, SCARIN calls INSCYR,
a dummy routine for input of additional problem-dependent data.
Called by: INPUT2
Routines called:
INSCAR - see above.
ENRGYS - given arrays of upper limits of energies of groups (eV)
and the desired bins for analysis, sets up arrays of
limits of bins (eV) and the size of all bins. v
Commons: USER, PDET.
The following data are read from cards by SCPRIN:
CARD AA (20A4)
Title information - will be immediately output.

CARD BB (1ALS)

ND - number of detectors (must be > 1).

NNE - number of primary particle (neutron)} energy bins to be
used. '

NE - total number of energy bins.

NT - number of time bins for each detector, (may be negative,

in which case |NT| values are to be read and used for
every detector).

NA - number of angle bins.

NRESP - number of energy-dependent response functions to be
used (must be > 1).

NEX - number of extra arrays of size NMIG (see common USER
writeup, page 4.6—7_) to be set aside (useful, for

example, as a place to store an array of group-to-group

transfer probabilities - see RELCPL writeup for example).

NEXND - number of extra arrays of size ND to be set aside (use-
ful, for exauwple, as alﬁléce to store detector-dependent
_ counters - see BDRYX writeup for example).
Note that if ND or NRESP < 0 on ihput, they will be set to one. If NA or
NE < 1, they will be set to zero. va NT = + 1, it will be set to zero.
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CARDS CC (3E10.4) (ND cards will be read)

X,Y,Z - detector location. (If other than point detectors are
desired, the point locations must still be input and
can be combined with additional data built in to user
routines to fully define each detector.)

Note that the distance between the above points and the XSTRT. YSTRT,
ZSTRT values and the initial age, AGSTRT {see common USER writeup, page 4.6~

7) will be used to define the lower limit of the first time bin.

CARD DD (20A4)

Units for SUD and SSD array printouts. Will be used in columns 54

through 133 of the title for the print of these arrays.

CARD EE (2044) »

Identification for each recsponse function. Will be used as title

in printout.

CARDS FF (7E10.4)

Response function values., NMTG values will be read in each set of

FF cards. Input order is from energy group 1 to NMIG (order of

decreasing energy).

Note: Cards EE and FF are read in the following order: EE,FFl,...FFN,
EE,FFl,...FFN, etc.

CARD GG (20A4) (omit if NE < 1)

Units for title of SQE array printout.

CARDS HH (14I5) (omit if NE < 1)

Energy group numbers defining lower limit of energy bins (in order

of increasing group number). The NNE (if > 0) entry must equal

NGPQTN; the NR entry must be set to NMGP + NGPQTG for 3 combined

problem, or else NGPQTG or NGPQTN.

CARD II (20A4) (omit if NT < 1)

Units for title of SQT array printout.

CARD JJ (20A4) (omit if NT <1 or NE < 1)

Units for title of SQTE array printout.

CARDS K¥. (7E10.4) (omit if |NT| < 1)

NT values of upper limits of time bins for each detector (in order

of increasing time and detector number). The values for each

detector must start on a new card. INT] values only are read if

NT is negative. They are then used for every detector.

]
7t
4
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CARD LL (20A4) (omit if NA < 1)
Units for title of SQAE array printout.
CARD MM (7E10.4) (omit if NA < 1)

NA values of upper limits of angle bins (actually cosine bins;

NAth value must equal one).

the
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Subroutine STBTCH (NBAT)

The arrays used to accvmulate estimated quantities during a batch

are zeroed by this routine. 1In addition, if NBAT = 0 indicating the
first batch in a run is about to begin, 211 arrays are zeroed which
accumulate estimates and squared estimates over batches.
Called by: USER in BANKR usually.
Routines called: ERRPR (library)
Variables required:

NBAT - batch number less one.

Most of the variables in common PDET, cee page #4.6-G
Variahbles modified:

Arrayé in blank coummon, see Fig. 4.6 and Table 4.21.

Commons required: Blank, PDET.

PR




‘e

4.6-26

Subroutine STRUN

This routine is called at the beginning of each set of NITS batches

and is normally used only for problems like time-dependent fissioning
systems. ‘

i s

TR
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Subroutine VAR2 (SX, SX2, M1, M2, NBAT, NPART)

This routine calculates variances and f.s.d.'s for batch statistics
allowing for unequally weighted batches. The formula for variance of

the mean is:
N
2 1 1
£ 18- | n 2 ngx
_ i=1

Q

2 1
172 2 ngx ’

n

-
where N = number of batches,
n = total number of irdependent histories,

n. = number of independent histories in ith batch,
x. = accumulated estimate in ith batch.

i
Note that:

N
n= 3o

i=1

o |

nj
* T n. 2 *i3
i j=1 =

where xij is the estimate from the jth'history in the ith batch,

—-—_1
X = =
fa}

0 P
3

1

where x is the mean, averaged over n histories.

The fractional standard deviation is

2 —_
f.s.d. = VO...'/X .
X

Note that the routine must be called before the array SX.(=n;) i3 nor-
malized.
Called from: XNRUN
Routines called: SQRT (library function),
ABS (library function).

g 30 vl
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Variables required: N

SX (I,)) <« array of values of nx = ;gi n X,
LA

$X2 (I, J) - array of values of ;;; 0y x;.

M1 - maximum value of I subscript.

M2 - maximum value of J subscript.

NBAT - N.

NPART - n.

Variables modified:

€X2 (I, J) changed to f.s.d.
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Subroutine VAR3 (SX, $X2, M1, M2, M3, NBAT, NPART)

Identical to VAR2 except that SX and SX2 are three-dimensional

with dimensions M1, M2, znd M3, respectively.

oy s T F
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Table -4.22. BANKR Arguments

BANKR
Argument Called From Location of call in walk
-1 M@RSE After call to INPUT - to set parameters
for new problem.
-2 MPRSE At the beginning of each batch of NSTRT
particles.
-3 MPRSE At the end of each batch of NSTRT particles.
~4 MPRSE At the end of each set of NITS batches -
. a new problem is about to begin.
1 MSPUR At a source event.
2 TESTW After a splitting has occurred.
3 FPR@B After a fission has occurred.
4 GSTARE After a secondary particle has been
gencrated.
5 MP@RSE After a real collision has occurred -
post-collision parameters are available.
6 MURSC After an albedo collision has occurred -
post-collision parameters are available.
7 NXTCOL After a voundary crossing occurs (the
track has encountered a new geometry medium
other than the albedo or void media).
8 NXTC@L After an escape occurs (the geometry has
encountered medium 7.ro).
9 M@RSE After the post~collision energy group exceeds
the maximum desired.
10 MPRSE After the maximum chronological age has
been exceeded.
11 TESTW After a Russian roulette kill occurs.
12 TESTW ‘After a Russian roulette survival occurs.
13 GST@RE After a secondary particle has bezen gener-

ated but no room in the bank is available.
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4.6.3. Interface Routines

Subroutine BANKR (NBNKID)

The function of BANKR is to call analysis a 1 diagnostic subroutines
as specified by the user. The particular subroutines called in the
analysis module are determined by the index NBNKID. In most problems:
BANKR (-4) calls NRUN: BANKR (-3) calls NBATCH: BANKR (-2) calls
STBTCH: BANKR (~1) calls STRUN and HELP. Also, if the user is using a
boundary crossing estimator, BANKR (1) calls SDATA: and BANK. (7) calls
BDRYX while any other values of NBNKID result in a return. BANKR may be
called with as many as 17 values of the argument index to direct the
anaiysis. It should Le noted that not all the BANKR calls listed in
Table 4.22 are actually programmed in the code. The user may have to add
these calls for his special purposes. The user also must revisz BANKR
to call the proper routines to analyze the collision types 1 through 13

that he is interested in.

A version of BANKR that writes a collision tape similar to that
written by #5R is also available. There are 36 possible variables that
may be written or the tape for each of the 13 types of eveats. The use

of the tape-writing version of BANKR is not enccuraged but it is provided

for that occasional circumstance where it is advantageous.

Called from: MS@UR, FPR@B, MJRSE, NXTCOL, TESTW, GSTZRE

Subroutines called: STRUN, STBTCH, NBATCH, NRUN, HELP, SDATA, BDRYX,
RELC{L, etc.

Commons vequired:
NBNKID - an index which identifies the type of collision and/or
subroutine called (NBNVID = -4, -3, -2, -1, 1, 2, ... 133
see explanation of common APPLL@ - Table 4.4 to learn

what collision types 1~13 are).

N1TS - number of batches to be run.
ITERS - number of batches which remain to be processed.
NQUIT - number of runs remaining plus one (set to negativc of

the number of runs completed, when an cxecution time

kill occurs).
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NMEM - number of particles which remain to be processed in a
given batch.
Significant internal variables:
NBAT - the batch number less one.
NSAVE - the number of particles starting the current batch.

Ty
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4.6.4.

In many problems, the desired basic quantity is a particle fluence

Surface-Crossing Estimators

averaged over a surface. A common procedure is to score the weight of
the particle divided by the absolute value of the cosine of the angle
The estimate to the

between the particle track and the surface normal.

average fluence is then the sum of the scores divided by the area of the

surface considered.

It is well known that the grazing angles in this procedure result

in an infinite variance. Clark15 showed that these grazing angles pro-

duce higher order effects in variance than in fluence, thereby justifying
an excluded band of angles near grazing along with a nonstochastic esti-
mate of the excluded component. A brief justification of a reasonable

procedure, based on Clark's derivation, follows.

Defining, at a particular point on the surface, n, the normal to
the surface,
¢{w), the fluence per steradian in direction w, and

4 = wen, the cosine of the angle between w and n,

the fluence at this peint
1

¢ = nfsGndu =
0

(1f these quantities vary

the surface to obtain the

i

S
1 1
W U?(U)E'du-
0

over the surface, they must be averaged over

desired quantity.)

Since the particle weights crossing the surface in the Monte Carlo
are samplings from the angular current, u¢(u), it is clear from the above

equation that 1/u is a valid estimator for the fluence.

The variance of the 1/i estimate of fluence is

2 _ /AN _ /L\2
S T \uz/ <u/
1

1 1
f pp ()= du
0 H

i

1
f uo () du
0

1
HeGOT u 2

n :
f ud(u) du
0 _

wi - 92

-
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where

W= 21r_f1 L 4(ydu, and
0 0]

1
j= 2nj. ué(u)du (the total current).
0

Considering a simple linear angular flux,

o) = gg + g1,
and excluding the range 0 < u < € from consideration, one may obtain for

the expected value of the fluence estimate
1-€2
0(e) = 27 [gy1-e) + gy L2
and for the dominant term in the variance,
- 1
w(e) = Zn[golln - + gl(l c)] .
If, in order to estimate the excluded contribution, one assumes a constant

angular flux in the excluded range (go = 1/27m and 8y = 0), then the mean

fluence excluded is
£

1 - -
an o dy = ¢,
0
However, if the constant angular fluence assumption is wrong, and in
actuality has no constant term (g0 =0 and g} = 1/7), the mean fluence

excluded is
€

Y = g2

Zﬂj; po du e”.
Thus, in th’s sample the estimated fluence will tend to 1-e24¢ rather
than 1. iIn most practical cases an error of this magnitude is quite

acceptable and insures a finite variance.

As :a alternate procedure to simply adding € to the estimated
answer to correct for the excluded band, one méy score the expected
value of 1/u for every occurrence of u<e. 1If, again, a constant angular
fluence in 0 < u'< € is assumed, the p.d.f. of arrivals is 2u/€2; The

expected value of 1/u is then
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L fwta-2

This is the technique actually used in the surface-crossing routine,
BDRYX, described below. BDRYX is intended to be called from the rundom
walk module at every entry of a particle track into a different geometry
medium. SDATA 1s to be called for every source event. Both of these
routines interface to the bookkeeping package througn the routine FLUXST,

which stores each estimate in the proper locations.

.
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Subroutine BDRYX
Thié routine is ralled whenever the geometry tracking routines

encounter a change in media. If the source~to-collision distance

corresponds to a detector position, the reciprocal of the cosine of

the angle from the radius vector to the particle direction is used as

a fluence estimate. FLUXST is called to store the estimate in the

appropriate arrays.

Called by: User at mediurm boundary intersections (in Subroutine BANKR
when NBNKID = 7) or in some instances when a particle
escapes (in Subroutine BARKR when NBNKID = 8) .7

Routines called:

ERROK - {library).
ABS - (library function).
HELP ~ a dump subroutine (see Section 4.8, page 11 for

detailed description).

FLUXST
Variables required:
X,Y,Z ~ boundary crossing position.
ND ~ number of detectors.
L@CXD ~ location of cell zero in blenk common of the detecter
positions.
u,vV,wW - particle direction vector.
WATE - current particlc weight.

Significant internal variables:

R21 - - radial distance to boundary crossing.

R2 - 99% of R21.

R22 - 101% of R21.

cés - cosine 6f angle between parti:le direction and radius
vector.

ABC - ABS(CHS) -

CON - fluence estimate.

Commons: Blank, USER, NUTR@N, PDET.

tIn the escape case, WIBC must be used in place of WATE.




Subroutine SDATA

Called from the walk module for each source collision,

calculates uncollided fluence for each detector.
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AT

this routine

The version described

here assumes an infinite medium, but generalization is simple {(identical

to point detector SDATA).

provided for uncollided quantities.

Routines called:
EXP -
NSIGTA
FLUXST

(libraryv function).

- (provides TSIG, given IG and NMED - see below).

Variables required:

16 -
NMED -
TSIG -
ND -
L#CXD -

WATE -

Commons: Blank,

energy group index.

medium number.

macroscopic total cross section provided by NSIGTA.
number of detectcrs..

location of cell zero in blank common of detecter
positions.

neutron weight.

PDET, USER, NUTRON.

FLUXST stores these estimates in the arrays

3
*%
) i

SRR ,,nm'ﬁg i
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4.6.5. Point Detector Estimators

It is frequently desirable to use Monte Carlo techniques to estimate
particle fluence, or a fluence-like quantity, at a point in space. The
basic method described here is the "next-event" estimator which scbres,
from each collision point, the probability of the next event being at

the detector. The theoretical basis of the technique is reviewed briefly.

The random walk process in a Monte Carlo code generates a sequence
of collisions which are samples from the event density p.d.f. E(x) da-

fined Ly

E(x) = S(x) + E(y)K{y,x)dy, : (4.1)

where S(x) is the p.d.f. of particle births, K(y,x) is the conditional
p.d.f. of events at x, given that an event occurred at y, and x and y

are points in phase space.

If S(x) and K(y,x) are given in terms of the cocrdinates of particles
entering an event (collision or bircth), then the flux at a point (r) can

b i b
e given by _z(v')|£:£’|
e

T

o(x) =fdv'fd£' fdvfd.@_E(r',v,Q) p[—';i;—,—[- . _Sl,v]

(4.2)
]r-r']z :

where E(x',v,2)dr'dvdi is the density of particles entering collision

in volume dr' with speed in dv and direction in di, p(u,v) is the prob-
ability per steradian of scatrtering a particle of speed v through an

angle cosﬁlu, v' is the outgoing speed, and IL(v') is the total macroscopic
cross section for speed v'. If more than one medium is present,
Z(v")|r-r'| is replaced by the total number of mean free paths between

' and =.

Since the random walk generates selections from E(x), estimates to
¢(r) may be obtained by evaluating the quantity in brackets at all

collision sites x.

Descriptions of subroutines SDATA and RELCPL, using the next-event
estimator to score from source and-collision events, respectively,

follow.
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Subroutine RELC@L

given by

(THETA) .
Called by:

SQRT

PTHETA
EUCLID
NSIGTA
FLUXST

X.Y,Z
1G3
L@CXD

ND
NMED
NMTG
VATE
AGE
NEX

C';i>

WATE'eARG{p(C¢SSCIl}G¢)

the prebability, per steradian,

and CASSCT is the cosine of the

the line from the collision site to the detector.

User

Routines called:

Commons required:

R2

The fluence estimate, from the normal collisions in RELC@L, is

(4.3)

where WATE is the statistical weight of the particle leaving the collision,
ARG is the negative of the number of mean free paths from collision to
detector, R is the distance from collision to detector, p(C@SSCT,IG@) is
for a particle with energy in the incoming
group Iq¢ scattering to a lower epergy group through angle cos-l(CQSSCT)
angle between the incoming direction and
Note that an array is
generated bvaTHETA which gives the probability, per steradian, of
scattering from group IG¢ to groups IG@ to IGQUIT through an angle cosul

at real collisions {(in Subroutine BANKR when NBNKID = 5).

(library function}.
calculates array p, defined above.
determines ARG.

determines total cross section.

Variables required:

collision site. -

incoming energy group index.

iocation in blank common of cell zero of detector

position.

number of detectcrs.

medium of X,Y,Z.

number of energy groubs.

statistical weighf leaviung X,Y,Z.

chronological.age at X,Y,Z.

must e > 1 since an arréy of this size is

the probabilities calculated Ly PTHETA.
Blank, USER, PDET, NUTR@N.

required for

s et s
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Subroutine SDATA

Estimates of fluence at several point detectors are made for each
source event. The soufce 1s assumed to emit isotropically and is located
at the point X,Y,Z. The contribution is

WATE) eAR¢

' 4“R2
where WATE is the statistical weight of the source particle,

ARG is the negative of the number of mean free paths frow source

to detector,' ,
R is the distance from source to detector.

Called by: User at source events (in Subroutine BANKR when NBRKID = 1,
Routines called: '

EUCLID - Routine which determines ARG.

FLUXST
EXP - (library function).
SQRT

Variables required: o %
ND - number of detectors. é
L@CAD - location of cell zero in blank common cof detector !

positions. é

IG ~ energy group index. %

Commons: Blank, USER, PDET, NUTR@N.

OO
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4.7. CG - THE COMBINATORIAL GEOMETRY MODULE

4.7.1. Body Types
Combinatorial geometry (CG) describes gereral three dimensional

material configurations by considering unions, differences, and inter-
sections of simple bodies such as spheres, boxes, cylinders, etc.

In effect, the geometric description subdivides the problem space into
unique zones.* Eacn zone is the result of combining one or more of the
following geouetric bodies.

1. Rectangular Parallelepiped (RPP)

Box (An RPP fandomly oriented in space)
Sphere

Right Circular Cylinder

Right Elliptical Cylinder

Truncated Right Angle Cone
Ellipsoid

Right Arngle chge .

(I I V. R I

Artitrary Convex Polyhedron of 4, 5, cr 6 sides
Body types 2-9 may be arbitrarily oriented with respect to the x,

y, z coordinate axes used to determine the space. Body l, a special

b A L

body described below, must have sides which are parallel to the coordin-

ate axes.
4.7.2. Introduction |
The pasic technique for the description of the geometry consists of

defining the location and shape of the various zones in terms of the

intersections and unions of the geometric bodies. A special operator
notation involving the symbols (+), (-), and {(@#R) is used to describe
the intersections and unions. These symbols are used by the program to
construct information relating material descriptions to the body defini-

tions.

*To avoid confusion between importance regions and combinatorial geometry
regions, we depart from previous combinatorial geometry descriptions
and use the term zone to indicate a combinatorial gecmetry region which
is designated by the variable IR. The term region is reserved for an
importance region. Thus the zone index is IR.




-

1f a Lody appears in a zone description with a (+) operator, it
means that the zone being described is wholly ventained in the body. If
a budy appears in a zone descr’ption with a (-, operator, it means that
the zone being described is wholly ontside the body. If the body appears

with an (¢R) operater, it means that the zone teing described includes

all points in the body. @R may he considered as a union cperator. In
some instances, a zore may b2 cescribed in terus of subzones lumpeld to-
gether by (@R) utatements. Sibzounes are formed as intersects and then
the zone is formed by a union of these subzones. Wnen (#R) operators

are used there are always two or more of them, and they refer to all body
numbers following them, either (+) or (~). That is, all body numbers
between "@¢R's" or until the end of the zone cards for that zone are -

intersected together before @R's are perfermed.

Techniques for describing a particular geometry are best illustrated
by examples. Consider an cbject composed of a sphere and a cylinder as
shown in Fig. 4.7. To describe the opject, one takes a spherical body
{2) penetrated by a cylindrical body (3) (see Fig. 4.7). 1If the matericls
in the sphere and cylinder are the same, then they can be considered as
one zone, say zone I (Fig. 4.7c). The description of zone I would be

I = @R+ 2¢R + 3.
This means that a point is in zone I if it is either inside body 2 or
inside body 3.

If different materials are used in the sphere and cylinder, then
the sphere with a cylindrical hole in it would be given a different zcne

number (sazy J) froa that of the cylinder (K).

The description of zone J would be (Fig. 4.7d):
J = 42 - 3.
This means that points in zone J are all those points inside body 2

which are not inside body 3.

The description of zone X is simply (Fig. 4.7e):
K = +3.
That is, all points in zone K lie inside body 3.
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Fig. 4.7. txampies of Combinatorial Geometry Method.
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Combinations of more than two bodies and similar zone descriptions
could contain a long string of (+), (~), and (PR) operators. It is im-
portant however to remember that every spatial point in the geometry

must be located in one and only one zone.

As a more complicated example of the use of the (#R) operator,
consider the system shown in Fig. 8 consisting of the shaded zone A and
the unshaded zone B. These zones can be described by the two B@X's,
bodies 1 and 3, and the RCC, body 2. The zone description would be

A=+4+] +2

and

4 B=¢R+3- 1R+ 3 ~2,
Notice that the @R operator refers to all following body numbers until

the next PR operator is reached.

ORNL-DWG 74-6761

Fig. 4.8. Use of @R Operators.

.
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The geometry must be specified by establishing two tables. The
first table describes the type and location of the set of bodies used in
the geometrical description. The second table identifies the physical
zones in terms of these bodies. The input routine processes these tables
to put the data in the form required for ray tracing. Because the ray
tracing routines cannot track across the outermonst body, all of the zones
must be within a surrounding external void so that all escaping particles
are absorbed. Also no point may be in more than one zone. This geometry
package is in double precision on the IBM-360 systcm but remains in single
precision on UNIVAC-1108 and CDC-6600 versions. Because of the change in
precision, variables in commons PAREM and @RGI had to be reordered in the

IBM-360 version.

4.7.3. Description of Bsdv ‘ivpes

The information required to specify each type of body is as
follows:

a. Rectangular Parsllelepiped (RPP)

Specify the minimum and maximum values of the x, v, and 2z

coordinates which bound the paralleclepiped.

ORNL-DWG ?4-6762
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Fig. 4.9. Rectangular Parallelepiped (RPP).
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Sphere (SPH) ‘
Specify the vertex V at the center and the scalar, R,

denoting the radius.

ORNL-DWG 74-6763

Vv

Tig. 4.10, Sphere (SPH).

Right Circular Cylinder (RCC)

Specify the vertex V at the center of one base, a height
vector, H, expressed in terms of its x, y, and z components,

and a scalar, R, denoting the radius.

ORNL-DWG 74-6764

)

‘—-—""*""— HXHy HZ

V (Vg Vy, Vg) —

Fig. 4.11. -Right Circular Cylinder (RCC).
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d. Right Elliptical Cylinder (REC)

Specify coordinates of the center of the base ellipse,

a height vector, and «wo vectors in the plane of the

base defining the wajor and minor axes.

ORNL-DWG 74-6765

V.
Ry =

Fig. 4.12. Right Elliptical Cylinder (REC).

e. Trurncated Right Angle Cone (TRC)

Specify a vertex V at the center of the lower base, the
height vector, H, expressed in terms cf its x, y, z com-

ponents, and two scalars, Ry and Ry, denoting the radii

of the lower and upper basues.

ORNL~ DWG 74-6766

v

Q ‘ Fig. 4.13. Truncated Right Angle Cone (TRC). *
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Ellipsoid (ELL)

Specify two vertices, Vy and V,, denoting the coorc.nates of

the foci and a scalar,-ﬁ, denoting the length of the major

axis. ORNL-DWG 74-6767

Ve

Fig. 4.14. Ellipsoid (ELL).

Wedge (WED) or (RAW)

Specify the vertex V at one of the corners by giving its
(x, ¥, 2) coordinates. Specify a set of three mutually

perpendicular vectors, aji, with aj and as describiug the

two legs of the right triangle of the wedge. That is, the
X, ¥, and z components of the height, width, and length

vectors are given.

ORNL-DWG 74-6768

d2

<

Fig. 4.15. Right Angle Wedge (WED).
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h. Box (BY¥X)
fSpecify the vertex V at one of the curners by giving its
g(x,y,z) coordinates. Specify a set o three mutually

' perpendicular vecters, aj, representing the height, width,

and length Qf the box, réépectively. That is, the x, ¥y,
and z components of the height, width, and length vectors
are given.

ORNL-DWG 74-6769

. o
\/X} \/y ? \/Z

¥ig. 4.16. Box (B@X).

Arbitrary Polyhelron (ARB)

Assign an index (1 to 8) to each vertex. TFor each vertex,
give the x, y, z coordinates. Each of the six faces are
then described by a four-digit number giving the indices
of the four vertex points in that face. For each face
these indices must be entered in either clockwise or

counterclockwise order.
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ORNL-DWG 74-6770

Fig. 4.17. Arbitrary Polyhedron (ARB).

Detailed input instructions are given in Section 4.3.

Bt
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4.7.4. Subroutines

Subroutine Gl (S, MA, FFD, L@CREG, NUMBAD, IR¢R, IR1, IR2)

Gl is the control routine for the éombinatorial geometry. On one
call, it calculates the distance traveled in the present zone, and the
number IR of the next zone to be entered. Essentially, GG is called for
each body adjacent to the present zone, calculating RIN and RGUT, the
distances to entry and exit of the body along the trajectory. The next
zone to be entered is deternined by again calling GG to calculate RIN
and RGUT for each body adjacent tc the next possible zone. These next
possible zones are determined by exanining a list of all the previous
zones cntered on crossing this hody. RIN and RPUT are checked against
the input zone descriptions to determine tha correct zone. If it is not
found in the list of previous zones, all other zcnes are examined in a
similar fashion, and whea the correct zone is found, it is added te the
list >f previous zones for that body, if the stcrage allocated is not
vet axhavsted. If no more storage is available, future calls will search
the list as it was adding no more to it but examining all cther zones
if it doesn't find the correct’ zone irn the existing list. If the new
zone is different fron the Qld, Gl returns; otherwise Gl continues
tracking until a different zone is encountered. One change added to the
M@RSE version of Gl is that if the distance to the next boundary is
greater than the distance to scattering, Gl returns without determining
the next zone past the boundary, setting the flag MARKG in cemmen @RCI.
Calied from: G@MST, EUCLID, MESH
Subroutines called: GG
Commons required: PARZEM, GPMLOC, DBG, @RGI, TAPE

Variables required:

XB(3) - starting cooriinates of present trajectory.
WB(3) - direction cosines of trajectory.

IR - pfesent zone. ‘

DIST - present d.stance from XB(3).

DISTO ~ distance from XB(3) to next scattering point.
NASC - less than zero if this is a ne. trajectory.
KLOOP - trajectory index.

PINF - machine infinity.
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MA, FPD, L@CREG,
NUMB@D, IRSR, - locations in blank common used for variable
IR1, IR2 dimensioning.
Variables changed:
KLO@P - trajecfory index incremented if this is a new
trajectory.
.NASC - next body intersected by trajectory.
LSUKF - surface of body NASC crossed at next intersecticn

(r.egative if leavirg and positive if entering NASC).

DIST - distance from XB(3) to next intersection or collision
site,
MARK ~ scet to 1 if distance to collision {DISTO) is less than

distance to next intersection (ctherwise 0).

S - distance traveled on this call to Gl.
IRPRIM - zone to be entered on boundary crossing.
MA(INEXT) - new zone added to the list of next possible zones for

body NB@.
MA(INEX)

location in MA of next item in the next possible zone
list for body NB¢® (these lists leap-frog through the
end of the MA array).
Significant iaternal variables:

NB@ ~ absolute value is body being considered while a negative
or positive sign indicactes that zone IR or IRP is outside

or inside the body respectively.

ROUT — distance to exit i body NB@ calculated by GG.
RIN - distanze to entry of body NB@ calculated by GG.
LRI - surface of body NB@ entered by trajectory.
LR® - surface of body NB@ trajectory exits.
IRP - zone being considered as next‘ZOne;

Errors: '

If message is "exit being called . . . next region not found"” -
NASC will be next body the ray will intersect (NB®, N, NUM, ITYPE,
SMIN, IRP, L@CAT all apply to maximum bndy number and have no

signifizance). S
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Subroutine ALBERT (F, IERR)

ALBERY is called by subroutine GENI to process the arbitrary poly-
hedron (ARB) body data before storage in the FPD array. The ARB body
data as read by GENI consists of the coordinates of all corners (eight
for a six-sided figure), followed by a packed decimal number for each

side indicating which corner points make up that side. ALBERT processes

" this data, returning a unit normal vector and a minimur distance to origin

for each plane containing a side of the ARB. An ARB can have up to six

sides. These unit vectors and distances then replace the original ARB

. data in the FPD array. The number of sides and a distance that is charac~

teriszic of the ARB's minimum dimension are also stored in the [PD array.
This winimum distance is later used for round-off tests.
Called from: -GENI
Subroutines called: none
Commons required: none
Variables required:
F - FPD array from GENT.
Variables changed:

F ~ FPD array changed to contain unit normals and distances
to origin for each plane. Number of sides and a minimum
distance are also stored.

Significant internal variables:
X(8,3) - coordinates of corner points.
18(6,4) - indicates corners contained in each of the pcssible
) six surfaces.
V(3,4) - edge vectors for a given surface (an inner cross

product then gives the normal vector).
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Subroutine GENI (MA, FPD, LOCREG, NUMB®D, IK$R, MRizZ, MRCZ, U2, MMCZ,

v KR1, KR2, 11, IQUT, IN)
Although subroutine JPMIN is used to read in all of the combinatorial
geometry data except the region volumes, that data is put inte the proper

storage location in blank common by GENI. This is accomplished by having

. JGMIN write the bady and zone data on a mass storage unit, so that GENI

car retrieve that data. OCENI assigns the data to blank common in the
arca set aside by J@MIN. For an arbitrary polyhedron Eody, GENI calls
"LBERT to handle a portion of the data. In addition, GENI outputs the

'input_information concerning the geometry data. GENI computes certain

gecmetry dependent data needed during the random walk.
Called from: J@MIN

Subroutines called: ALBERT

Commons required: Blank, GOMLUC, PAREM

Variables required:

Il - input unit.
1gUT -~ output unit. v
IN - bulk storage logical unit.

Variables input: Geometry data for zones and bodies is retrieved from
mass storage unit IN.
Variables changed: MA(I), FPD(I), L@CREG(I), IRPR(I), MRCZ{I), MICZ(I),
KR2(1) - see Fig. 4.18 layour of combinatorial

geometry storage in blank common.
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Subroutine GG (LBCAT, MA, FPI)

GG is the workhorse of the combinatorial geometry, computing dis-
tances to interseciions for all body types. 1t is called from Gl or
L¢¢KZ to compute distance to entry and distance to exit to a body vhose
location in the MA array is flagged by the argument L@CAT. Each time a
distance to entry, RIN, and a distance to exit, RBUT, are calculated for
a body thev are stored in the MA array together with LRI and LRA, the In-
dices of the entry and exit surfaces of the btodv. Also stored at this
time is KL@@P, the particles trajectory index. On a subsequent call to
GG for that body, KLZ@P is checked against the earlier value, now L@¢P.
If they are the same, the old values of RIN, R@UT, LKI, and LR are re-

trieved so that GG can return immediately.

If it is necessary to compute a new trajectory, a different area of
coding is entered for each body type te calculate RIN, R@UT, LRI and LR@.
Called from: Gl and LAGKZ
Subroutines called: none
Commons required: PAREM, TAPE‘

Variables required:
LUCAT - starting location in the MA array of integer data for

the appropriate body.

KLOGP - trajectory index.

PINF - machine infinity (stored in RIN and PSUT when the
trajectory misses the body).

MA, FPD -~ locations in blank common required for variable
dimensioning.

Variables changed:

RIN ~ distance to entrance.
REUT - distance to exit.
LRI ~ surface of entrance.
LRo - surface of exit.

Significant internal variables:
L - same as LPCAT, starting locatien in MA array of bedy
da;a'for the appropriate body.
K - starting location in TPD array of floating point data

for the appropriate body.

i R e 5 AN T e
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Subroutine GTVLIN (FPD, MRIZ, VNQR, IV3PT, NIR, N1Z, I1, I0)
This routine is called by JBMIN to vread in or to calculate the vclume

of each region in the geometry. The four options available are (1) to

set each volume to 1., (2) to calculate the volumes for concentric spheres,
(3) to calculate the volumes for slabs (not ccded at present), or {4) to
read in the volumes for each region from cards. The volumes are siored

in blank common and are only used Ly the track length and ccllision den-
sity estimztors.

Called from: J@MIN

Subroutines called: none

Commons required: none

Variables required:

FPD - array containing zone description data.

MRIZ ~ array which related MARSE region to input zones.
VN@R - array containing the M@RSE volumes.

1V@PT - options for determining volumes.

NIR - number of regions.

NIZ - nuimber of zones.

11, IO ~ input and output logical units.

Variables changed:

Variables in blank cowmon starvting at KVPL.
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Subroutine JPMIN (NADD, 11, I0)
The input of the geometry data is controlled by the J@MIN subroutine,

which performs the following tasks:
*Reads all geometry input data except the region volumes.

sWrites the body and zone data on a mass storage unit (1@UT=16).

i
i
i
H

*Determines the length of all geometry axrays.

sCalculates the beginning location in blank common of geometry

Lo g s e

arrays.
eInitializes geometry errays.'
+Calls the GTVLIN subroutine wrich returns region volumes.
Since combinatorial geometry input data is dynamically allocated to con-
serve storage area, it is stored temporarily on a mass storage device.
This allows the core storage r:quirements to be determined. Hence, much
cf the coding in J@MIN is sirdlar to GENI, which reads the datauén the
mass storage device and pats it into blank common,
Called from: INPUT1
Subroutines valled: GENI, GTVLIN
Commons required: Elani, GAMLEC, PAREM, TAPE
Variables required:
All va~iables in GAN.@C, I1, IO,
Variables r~hanged:
All vzriables in GMMLYC, IVPPT, INBG, MRIZ(I), MMIZ(I).
Important internal variables:
I¢UT -~ mass storage unit.

; » NAZT - total number of adjacent zones summed over all zones.
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Subroutine L@#KZ (X, Y, Z, MA, FPD, L@CREG, NUMB@D, IRPR, NSOR)

The purpose of this routine is to veturn the combinatorial geometry
zone of point (X, Y, Z) so that tracking can be initialized. The coding
has been borrowed from the second half of subroutine Gl and adapted te
determine the zone of a source particle. For efficifacy LPKZ builds a
list of possible source zones to search on future calls. If the region
is not found on this list, all other zoncs are examined and upon deter-
mining the new source zone, it too is added to the list. Notice that
the starting direction cosines (.8, .6, 0.0) are assumed in LGPKZ, but
may be changed elsewhere.
Routines called: GG .
Commons required: @RGI, PAREM, G@ML{C, and DBG.
Variables required: k

X, Y, Z ~ coordinates for which a zone is desired.

MA, FPD, LACREG, - locations in blank common used for variaole
NUMB@D, 1RPR, NS¢R dimeusioning.

Variables changed:
KLEPP - trajectory index is incremented.
NMED - common @RGI variable set to correct zone number.
NS@R(INEXT) - new zone added to list of pessible source zones.
Significant iuternal variables:
WB(3) - set to .8, .6, 0.0 so that LPUKZ need not be called

with a direction.
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Subroutine NJRML (MA, FPD, LPCREG, NUMB@D}

The purpose of subroutine N@RML is to return a unit vector to a

combinatorial geometry body NASC at point_ii + DIST * ﬁ% which must
be on the surfzce LSURF of body NASC. This unit vector is useful either
for albedo scattering or boundary crossing flux estimates. The sign of
the unit vector is chosen so that ﬁﬁ'ﬁ’is negative meaning that the
unit vector will point against the pa}ticle direction.

Called from: G@MST /

Commons required: N@RMAL, GPMLAC, PAREM

Variables required:

NASC ~ body number particle is on.

LSURF - surface of body NASC.

XB(3)

WB(3) - trajectory parameters.

DIST

MA, FPD,

LACREG, - locations in blank common used for variable dimensioning.
NUMB@D

Variables changed:
UN(3) - direction cosines of unit vector stored in comuon
N@RMAL.
Significant interual variables:

. — —_
set to XB + DIST % WB.

XP(3) -

X(3) -~ usually used to relate the intersection point to a
body centered coordinate system.

H(3) - usually used as a body crientation.

L - body location in MA arrvay.

K - body locaticn in FPD array.
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Subroutine PR (K)

Subroutine PR is called from various locations in the combinatorial
geometry package (GENI, Gl, L@@KZ and NPRML) whenever intermediate or
debugging output is required. The amount of geometry data which is out-
put depends on the value of the argument. If this argument is 1 or 8,
all of the geometry data in blank common is printel, otherwise only
selected variables are cutput. By comparing the argumert value given
in the output with the source listing, the geometry data at a given time
in the execution can be determined. The call to PR is initiated by
setting the IDBG variable to a nonzero value. Because of the large
amount of output geﬁerated, this option should not be used during a
normal execution.

Called from: GENI, Gl, L@¢KZ, NORML
Subroutine called: none
Commons required: blank, PAREM, GAML@C, DBG, TAPE
Variables required:
K - a signal indicating how much data to print
=1 or 8-§rint all gecmetry data in blank common.

Otherwise, print selected variables only.
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Starting
Location Information Size
NGE@M=NADD Length of geometry array 1
KMA
MA
Integer array LTMA
KFPD -
FPD
Floating point array LFPD
KLCR
LOCREG
Indices to correlate MA array
data with code zone data NUMR
XNBD
NUMB@D
Number of bodies for each code
zone NMR
K1#R —
IRPR
Indices to correlate input zone
to code zone NUMR
KR1Z
MR1Z
Indices to correlate MPRSE
region to input zone TRTRU
KRCZ
MRCZ
Indices to correlate M{#RSE
region to code :one NUMR
K1z
NMIZ
Indices to correlate M@PRSE
media to iuput zene IRTRU
KMCZ
NMCZ
Indices to correlate M@RSE
media to code zone NUMR
KKR1
KR1
Indices to correlate first code
zone to input zones IRTRU
KKR2 -
KR2
Indices to correlate last code
zone to input zone IRTRU
KNSR -
NS@R
Indices of code zones in which
source particles have been found NUMR
KVoL
VNOR
Volume of each MPRSE region NIR
NGLAST ' '

Fig. 4.18. Layout of Combinatorial Gedmetry Data in Blank Common.




Position in

Blank Common Information Stored Size Description
KFFD RIN for body 1 1
__________ Path length data for last
. trajectory in body 1.
KFPD + 1 RAUT for body 1 1
KFPD + 2 First 6 words oI real 6 Read from first card of
data for body 1 body 1 card set.
KFPD + 8 Remaining words of Nl N, depends on body type.
real data for body 1 ‘ " See Table 4.3.
£
KFPD + 8 + N RIN for body 2 1 Iy
_________ N
ROUT for body 2 1 Same information as above,
e but for body 2.
Remaining data for body N2
2 (N2 words)
Répeat for NUMB bodies.
NOTE: 8 words are sct aside at the end of the FPD array,

but arec not uscd.

Fig. 4.19. Detailed layout of the FPD Array in Blank Common.




Position in
Blank Common

Information Stored Size

Description

KMA
KMA + 1
KMA + 2

KA + 3

KMA + 5

KA + 6

KMA + 7

KMA + 14

KMA+H(L-1)*7

Body number 1

Beginaing location in
FPD body data

Body number 1 data (each body
requires 7 words of informatlon).

~

Body number 2

Same information and order as
for body number 1.

A

Body number (L) 7

Body number L 1s the last body.

Fig. 4.20. Detailed Layout of the MA Array in Blank Common.
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Position in

wZ-L'y

Blank Common infeormatica Stored Size Description
KMA -+ L*7 Zone number 1 1 Beginning of code zone

information

Number of first body h

in this zone

Location of integer data Beginning of information about

for this body bodies defining code zone 1.

———————————————— 4 Integer data location is given by:

First zone to search upon 7*(Body number) - 6.

exiting this body

Location of next zone to

be searched

e e

Data on second body in ’ 4 The last two words in each set of

this zone body data initiate the "leap frog"

e — e e process by which the code stores
possible zones which can be
entered upon exiting this body
jn that particular zone. These
zones are checked by the code
when the next zone entered is
being determined, If the next

e e s e e e — zane is not located from this

Yata on tast body in the zone 4 stored data, all zones are searched.

Fig. 4.20. Detailed Layout of the MA Array in Blank Common

(continued)




Position in

Blank Coinmon Information Stored Size bescription
Zone number 2 1
Body information Same information as above except
for code zone number 2.
Zone data of last zone Code zone information about the
last zone input on cards.
KMA + LDATA Code search information 2ANAZT Storage set aside for determining

KMA+LTMA-1

the zone to be searched and where
the next zone aumber is located.

Fig. 4.20. Detailed Layout of the MA Array in Blank Common
(continued)
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Table 4.23. Definitions of Variables in Cowmaon GPMLAC

Variable Definition

KMA Starting location for the array MA contairing integer
data for ench code zone.

KFPD Starting location for the array FPD containing real
data for each code zone,

KLCR Starting location for the array iL@¥CREG(!) which con-
tains the starting location in the MA array for the
1th code zone data. :

KNBD Starting location for the array NUMBAD(I) which con-
tains the number of bodies for the 1th code zone.

KIPR Starting location for the array IRGR(L} which contains
the index of the corresponding input zone for the Lth
coilde zonae,

KRIZ Starting location for the avray MIRZ(I) which contains
the index of the MPRSE region corresponding to the 1tn
geometry input zone.

KRCZ Starting location for the arrzy MRCZ(I) which contains
the index of the MPRSE region corresponding to the Ith

hY geometry code zone.

KMIZ Startiag location for the array MMIZ(I) which contains
the index of the MPRSE media corresponding tc the Ith
geometry input zone,

YMCZ Starting location for the array MMCZ(I) which contains
the index of the M$ESE media corresponding to the Ith
code zone.

KKR1 Starting location for the arrq& KR1(L) ceontains the
first code zone which was made from the Lth input zone.

KKR2 Starting location for the array KR2(L) contains the
last code zone which was made from the LtD input zone.

KNSR Starting location for array NSPR which contains the
code zones in which source_particles have been found.

KVOL Starting location for the array YNPR(1) which ccntains

the volume for MPRSE region (I). s

sigigd
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Table 4.23 (Cont'd.)

Variable Definition
NADD Starting location for the geometry data length and
changed in JPMIN to the total number of words }

required for geometry data.

LDATA Length of the integer data in the MA array excluding
) the vords set aside for zone search information.

LTHA Total lengtih of the MA array,

LFPD Length of the FPb array.

NUMR Number of code produced zones.

IRTRU Number of input zones, %
3

NUMB Number of bodies. :

N1R Number of MPRSE geometry regions. :
!
!
¢
i
1
i
|
!
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Table 4.24. Definitions of Variables in Common PAREMT

as Found in Combinatorial Geometry

Variable ' ' Pefinition

XB(3) Coordinates of the starting point of the present path.
Changed in EUCLID, GOMST, and LOOKZ.

WB(3) Direction cosines of particle trajectnry. Egual to U, V,
and W. Changed in EUCLID, GOMST, and LOOKZ.

H?(3) ' Temporary'sccrage of WB(3).
XP(3) Temporary storage of XB(32). <Changed in NORML.
RIN Distance to entry calculated in GG.
RSUT Distance to exit calculated in GG.
PINF Machine infinity. (1.0E + 20)
- DIST Distance from XB(3} to present point.
IR Combinatcrial zone Qf present particle position.
IDBG Set non-zero to initialize a debug printout.
IRPRIM Next region to be entered after a call of CIl.
NASC Body number of last calculatea intersection. Set negative

to indicate source or collision point not on a body surface.

LSURF Surface of body NASC where intersection occurred. Positive
if particle is entering the body and negative when exiting.

N38 Body number and a sign used to define zones. Input in zone
description as positive when zone is contained in body and
as negative if zcue is ourside body.

LRI Entry surface calculated in GG.

tThe order of the variables in PAREM in versions other than IBM-360 is
X8, WB, IR, WP, XP, IDBG, IRPRIM, NASC, LSURF, NB@, LRI, LR®, RIN, RPUT,
KL@@P, L@@P, ITYPE, PINF, N@A, DIST. Because the IBM-360 version is
double precision, it required reordering the wvariables.
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Table 4.24 (Cont'd.)

Variable Definition

LR@ Exit surface calculated in GG.

KLJ@P Trajectory index of present path incremented in Gl.

Lo@P Index of last trajectory calculated for body NBd. If
LEPP is equal to KLO@P, GG returns immediately with cld
values in RIN, R@UT, LRI, and LR@.

ITYPE Body type of body NB@ (indicates B@X, $PH, etc.).

NPA Not used.

e

i o s
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Table 4.25. Definitions of Variablas in Common @RCI*

Variable

Definition

DISTO

MARK

NMEDG

Distance from point XB(3) to next scattering point.
Used in Gl to avoid calculating the next zone if a
scattering event occurs before the intersection.

Set 1 in Gl if trajectory end point is reached before
next intersection. Otherwise set to 0.

Zone number IR from a LOPKZ call.
by MSOUR.

Stored in BLZNT

Note:

Variable names are not the sume in all routines.
nci-1BM=-360 machines, the order of the variables is MAKK,
DISTO, NMEDG Reordering resulted frsm the conversion of the

T .
IBM-350 version to double precision.
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4.8. DIAGNOSTIC MOUULE

4,8.1. Intreduction

Frequently in dehuvgging a problem or in trying to gain further in-
sight into the physics of a problem, it is desirable to dump the contents
of certain labelled commons or parts of blank common. This module of
MPRSE makes it possible to print out in a vecadable format the values of

these variables.

The key routine in the IBM-360 version is subroutine HELPER* which
prints out, in decimal form, any part of a single-precision (4-byte word}
array. This routine, along with two machine-language (IBM-360 series)
routines, decides whether a number is an integer or a fleating point
number and converts to EBCDIC accordingly. It also recognizes the "junk"
word (484848481¢) and outputs the string "N@T USED" in its place. This
feature is included because it is not alwavs feasible to depend on the
core being zeroed or filled with any particular constant. Selected por-
tions of core are therefore filled with this word, which was selected bhe-
cause it is essentially the same numb~r when treated as an integer or as
a floating point number. The features of this routine are not available

on systems other than the IDM-360.

A more inclusive dump may be obtained with subroutine HELP which
outputs, on request, selected portions of blank common and commens

AP@LLY, FISBNK, NUTR@N, and USER.

In addition to these diagnostic aids there are numerous error
messages printed from the routines. These messages are explained in
Tables 4.26 and 4.27.

*HELPER is a slight revision of TDUMI’.16
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Table 4.26. Diagnostic Messages From Input Module in M@RSE

Subroutine
Printing Message Meaning
Message
INPUT2 'YOU CANT WIN THEM ALL' Dimension of blank common is too
small - increase the dimension in
MAIN.
XSEC 'MEDIA IN INPUT = __ Either the number of media or the
NMEP IN XSEC = number of groups is specified
NMGP = _ , NGP = ___ differently in MORSE and in MORSEC
MMIG =___ , NIG = __ input.
XSEC 'TENPORARY CROSS-SECTION Dimension of blank common is too
STORAGE EXCEEDS BLANK small to allow storage of ftemporary
COMMON BY xxx' cross sections. Increase tihe
dimension of blank common in MAIN
by at least xxx.
XSEC & ' PERMANENT CROSS-SECTION = Same as above except this applies
XSTAPE STORAGE EXCEEDS BLANK to permanent cross section storage.
COMMON BY xxx'
JNPUT '%*%%JOB TERMINATED There is scme error in the user's
BECAUSE FIRST MOMENT cross section data.
WAS OUTSIDE RANGE, SEE
PRINTOUT ABOVE FOR
GROUPS**,  RAD-
MOMENTS WERE FOUND' ,
JNPUT Phkkkkkkikkk IN MIXTURE Self-explanatory. Note: To date

, ELEMENT WAS
MIXED IN MEDIUM THE
RESTORED CROSS SECTIONS .

there have been no such occurrences.

DESTROYED THE CROSS SECTIONS

BEING PICKED UP.

REORDER

THE MIXING OPERATIONS OR THE
ORDER OF ELEMENTS AS INPUT
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Table 4.26 (Cont'd.)
Subroutine
Printing Message Meaning
Message
ANGLES 'FIRST MOMENT REJECTED. Error is called. 1IN is the group
M(1) =, IN=__ , doing scattering; @™ (s the group
OUT = ____, MIXTURE = scattered toy; MIY::,. ‘s the media
~___;.' nuaber.
BADMOM ' MOMENT () IS This output results from bad
BAD, OJTPUT FROM BADMOM' moments with the ___ BOT and
'MUBOT = __ MU(___) = __ TCP being the allowable range.
_ MutoP = '
'"VARBOT = __ VAR(___)
= VARTOP = '
'MCHMBOT = __ MOM(____ )
= MOMTIOP =
RANGE = ____ ERROR =
'
'FBOT = F(__ ) =
____FTOP =
RANGE =Aﬁ_~_vERROR =
'
FIND '——~-FIND ROQTS OF Q Printed only if IPUN > 0.
(____JEXTEAD BEYOND +1'
'~—~-FIND ROOTS OF Q
(__ )EXTEND BEYOND -1'
GTINDSK 'NOT ENOUGH.CORE ' Dimension in blanik common is not
ALLOTTED, NEED __ ' large enough as set in MAIN.
GTISCT 'BLANK COMMON EXCEEDED

IN READING 06R CROSS
SECTIONS MORE CELLS
NEEDED'

Same as above.




4.8-4

Table 4.26 (Cont'd.)

Meaning

Subroutine N

Printing Message

Message o
'06R CROSS SECTIONS DO
NOT COVER ENERGY RANGE
REQUIRED BY MORSE GROUP
IGQPT.'

READSG '4%x%x CARD OUT OF ORDER
Fkx ! '
'CARD ___ WAS READ WHEN
CARD __ WAS EXPECTED.

CHECK CROSS SECTION CARD
SEQUENCE IN ELEMENT _
COEFFICLENT __ '

READSG "ONLY __ CROSS SECTIONS
WERE USED FROM THE
FOLLOWING CARD'

READSG "ELEMENT _ CANNOT BE
FOUND'

RESTPR 'ELEMENT ____ CANNOT BE
FOUND'

SCHRIN 'INSUFFICIENT ROOM FOR
DETECTOR ARRAYS.
ND=__,NE= __

NT =, NA=
LMAX = _ , NLAST =
NLFT = ! '

Either IGQPT is specified wrong
or the cross sections cover the

Wwrong energy range.

Cards are not numbered sequentially -

code will continue using them in
the order they‘appeared but wacns

the user to check his card order.

There is a prcbable error iun the
number of ¢ross sections on the
last card for the cress sections
of a given element. Too many
numbers present.

The requested element is not
present on IXTAPE. Check the ID's
on input and on tape.

Same as above.

Dimension in blank commen i not
large enough to hold the analysis
data. Increase dimension of blanx

common in MAIN.
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Tehle 4,26 (Cont'd.)
Subroutine
Printing Message Meaning
Message
‘#% ERROR IN NNE, NE OR Either IB(NNE) does not equal
THE GROUP NUMBERS -- NGPQTIN or IB(NE) does not equal
PRINT IS OF MODLFIED the maximum number of groups. The
VALUES® routine modifies the user's data
to correct this. User should change
his IB array in his input.
JUMIN "TYPE = ___ DOES NOT The body type given does not exist
FOUAL ANY OF THE in the code.
FOLLOWING
GENI 'ITYPE = ____ DOES NOT The body type given does not exist
EQUAL ANY OF THE in the code.
FOLLOWING
ALBERT "ERROR IN SIDE DE- There are less than 3 points that
SCRIPTION ! describe this side — i.e., the
user has defined a point or a line
rather than a surface.
*ERROR IN FACFE DE- The points describing this face
SCRIPTiON __ ' are not coplanar.
GTVLIN Vhkkkkkkkk ERROR IN The number of regions for which

VOLUME CALCULATION

kkkkkikix JF =

NIR = !

volumes were calculated does nat
equal the rumber of regions in

the geometry.




Table 4.27. Diagnostic Messages.From Other Modules of M@RSE

Subroutine
Printing ' Message Meaning
Message
FBANK 'WARNING*%*NO ROOM IN / Maximum number of particles have
BANK FOR SECONDARIES#***' been ;ernerated and the bank is full.
No more fission particles will be
generated.
GSTJRE '"WARNING***NO ROOM IN Maximum number of particles have
BANK FOR SECONDARIES***' been generated and the bank is
full. No more garma rays will be
generated until bank decreases.
FSQUR 'NO FISSIONS CENERATED Prcblem continues for a fixed source
IN LAST BATCH, problem. For a criticality problem
BATCHES COMPLETED' thc.neutron population has died
away .
MPRSE 'NREG = _ MXREG = ___ Self explanatory - change your
MXREG ON CARD I MUST input data.
EE GE TO THE NUMBER OF
REGIONS DESVRIBED IN
GEOMETRY INPUT'
C@PLISN 'IN GRP = ___, OUT All the scattering zngle probabilities
GRP = I = __ are 0 or negative for tnis group.
PROB = __ RAND = __ ' An index is wrong or the data on
the angle of scattering has been
déstréyed.
PTHETA 'ERROR in PTHETA __ “The user has called PTHETA without
ISTAT = __ NCGEF = ___ ' saving Legendre coefficients -

ISTAT must be uon zero.
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Table 4.27 (Cont'd.)

Subroutine
Printing
Message

Message

Meaning

G@MST

EUCLID 'IRPRIM = IN

EUCLID'

L@gKZ

'MA ARRAY'
Entire MA array
printed
'FED ARRAY'
Entire FPD array
printed
T#%%% EXIT BEING CALLED
~ FROM LOOKZ'

An error has been encountered in
the geometry tracking for this
particle., There should be
messages before and after this
giving more infcrmation. Gl will
print a message and PR will be
called here. Particle will be
treated as an escape and calculation
will continue.

An error has occurred in calculating
the number of mean free paths to the
detector. There will be an error
message preceding this which will
come from Gl. Program allows 5

sﬁch errors before termination.
Particle will be treated as an
escape and will make no contribution
to estimate.

Zone has not been found. Check

your zone spacifications.
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Table 4.27 (Cont'd.)

Subrcoutine

Printing Message Meaning

Message

NARML 'INVALID REGION OR BODY NACC isn’t in region IR Check to
IN NORMAL. IR = __ see if IR or NASC has been
NASC = ' overwritten.

GG 'IN GG ITYPE = __ ITYPE is not one of the body types
IR=__ NRO = ' (1 - 9) allowed. User has usually

overstored on MA array.

Gl ~ 'NO VALID DISTANCE IN Gl could not determine the next

Gl, ' body that the ray will intersect.

VhhkRFhARXRAAARARA A KR I A K

GEOMETRY SEAFCH ARRAY
FULL *xaxxkkkkkikhkkk'

‘IR =___XB=__ WB =
___bpisTt=__°
'MA ARRAY'
Entire MA array
printed
'FPD ARRAY'
Entire FPD array

printed

There is a probable error in user's
geometry specifications, or he

may have written over his geometry
data.

In order to save some computer time,
user may want to increase the valuas
of NAZ on his zone specification
cards. Only harm done is increase
in computer time which is often
insignificant.

Gl could not find the next region
that the particle would enter. It
checked all regicns and is saying
that the particle won't enter any

of them.
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Table 4.27 (Cont'd.) ‘

Subroutine
Printing
Message

Message

Meaning

'EXIT BEING CALLED FROM
Gl, NEXT REGION NOT
FOUND. '

Gl

'ROUND-OFF ERROR IN
NORMAL NBO=_
LSURF=_XP= '

NORML

Probable error in zone specifications,
Subroutine PR is called to print

out values from the geometry c¢ommons
GOMLPC, DBG, and PAREM. Among the
variables printed the following
apply to the maximum body number

and therefore have no significance -
NB@, N, NUM, ITYPE, SMIN, IRP and
L@CAT.
NASC which is the number of the

The important variable is

next body that the ray will intersect.

That is, the code can not find what

region this body is in. Check your
Zpne speciiications for this body.
Self-explanatory. Applies only to

ELL and B¢X.
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4.8.2. Subroutines

Subroutine BNKHLP (NAME)* -
This routine outputs (one particle to a line) all of the particle
bank and, if used, all of the fission bank. If identical lines are¢ en-

countered, it prints a message giving the number of identical lines.
The last line is always printed.
Calied from:
HELP - when index IGXBP < O.
Subroutines called: ‘

ICAMPA (A,B,N) (iibrary function at Oak Ridge National Laboratory -
compares, bit by bit, N bytes of locations A and B; returns
zero if A and B are identical.) |

Commons required:
Blank, APGLL®, FISBNK

Variables required:

NSIGL - location in blank couamon of cell zero of the parricle
bank.

NMAST - maximum number of parvicles allowed for in the sank(s).

10 - logical unit for output.

MFISTP - index indicating that fissions are to be considered
if > 0.

NFISBN - location in blank common of cell zerov of the fission
bank.

*This routine is a dummy on machines other than the IBM-360.

and

s bty n
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Subroutine HELP (ICALL, iNUMP. ILABP, IGXBP, IUSRP)
This routine is used to output values of selected variables used
It

by the code, at any desired point in the solution of the probiem.
will provide, with setting of the prcper switch, prints of:
1) blank common from cell one up to the geometry data storage,

2} first and last eight words of geometry and cross~section data

storage areas,
- 3) first and last 12 words of the neutron bank, or the entire

neutron and fission (if used) banks,
4) all the user area in blank common (beyond thre neutron and
fission banks), and
5) labelled commons AP@LL@, FISBNK, NUTR@N, aud USER.
HELP has been found useful to the writers of the code in debugging.
For this purpose, temporary calls are inserted at points of interest.
As the code stands now, calls are made in MPRSE at a2 few points in the

code that ~ill npot be reached unless an error occurs.

Called from: MJRSE, FBANK, FPR@B, GPR¢B
Subroutines called:

HELPER*
BNKHLP* - prints all of the neutron bank and all of the fission

bank if it is being used.

Function used: L{C ‘
Commons required: Blank, NUTRON, FISBNK, AP@LL@, USER

Variables required:
4 EBCDIC characters representing location of call.

ICALL ~

INUMP ~ > 0 for print of blank common.

iLABP - > 0 for print of labelled commons.

IGXB@ - > 0 for print of first and last 8 cells of geometry and

it o

cross-section storage, and the first and last 12 cells

of the bank;

< 0 for above print of geometry and cross section and

also to call BNKHLP for complete print of the neutron

and fission (if used) banks.

*This routine is a dummy except on the 1BM~360 systen.

KA AT S v R 0 & 5 it a0
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IUSRP
NMTG
LACWTS
MGPREG

L@CFWL

MXREG
L@CEPR

LOCNSC
MEDIA
LPCFSN
NGE@M
NSIGL

NLAST
NLEFT
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> 0 for print of user area in blank commoa.

total number of energy groups.

1ocation of cell zero of weight standards arrays.
product of numberlcf groups and regions for weight
standards.

location of cell zero of FWLG array.

number of regions for weight standards.

location of cell zero of energy group bias array,
( = 0 if energy group bias not being used).
location of cell zero of scattering counter arrays.
number of media in cross sectioné.

location of cell zero of FISH array.

location of cell one of geometry data storage.
location of last cell in permanent cross—section
storage.

last cell used by neutron or fission bank.

number of cells available to user Loeyond banks.

&
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Subroutine HELPER (A, INIT, NLAST, NAME, IC)* ‘

HELPER enables the user to output, in decimal form, any part of a

single-precision (4-byte word) array at an: point in the program. The
user need not know whether the numbers are integer or fleating point.
Nlumbers that can be translated as integers in the range 1166(f;b777216)
will be prin<ed as such; floating numbers are handled correctly between
+16764(110776) and #16°%(~1075).  If the junk word (48484843;() 1is en-
countered, "N@T USED" is printed. WNumbers are printed eight to a line
in an E11.5 or Ill format and identical lines are replaced by a '"REPEATING
LINE PATTERN" message (except thar the last line of an arrav output is
always printed),
Called from: HELP, XSCHLP
Subroutines called:

SUBRT

ICEMPA - (librarv function at Oak Ridge Rational Laborator:;

se¢ BNKHLP writeup).

Variables required:

A - first word of array of iurerest.

INIT - first 4-byte word of array A to be outpui.
NLAST - last 4-~bytc word of array to be output.

NAME - 4 hollerith characters to he used as z label.
10 - output unit.

*This routine is a durmmy on machines other than the IBM-360.

-
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Subroutine SUERT (A, N, AL)*

SUBRT is an assembly language routine called by HELPER to perform
conversion of a 4-byte compnter word to a string of hollerith characters.
It tests for unused elements (4848484816) returning the string "N@T
USED", decides whether the number is an integer or floating pointz, con-
verts the number into hollerith if floating point, and calls INTBCD if
integer. INTBCD is called te convert all numbers it receives as integers
into hollerith and pasces control back to SUBRT.

Called from: HELPER
Routines called:
INTBCD - library subroutine at Cak Ridge Natiopul Laboratory;
converts a 4-byte integer to an EBCDIC string.
Variables required:
A - 4-byte word to b2 converted.
N - format size (HELPER calls with N = 11 resulting inm Ill
and 1PE1}l.5 forméts).
Variables changed: v
Al ~ first word of li—bytc array for storage of hollerith

string.

*This routine is not used on machines other than the IBM-360.

A
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Subroutine XSCHLP (IBCDUM, NAME)

This routine outputs in decimal or integer form the contents of
the commons’used in the cross-sectiocn module, as well as the contents
of the various c¢ross-secti.n arrays in blark comron. (See Table 4.16
for layout of the cross-section area.) This subroutire may be called
from any location. Versions other than the IBM-360 print only the
values in L@CSIG common.

Called from: READSG, PTHETA, XSEC, and ANGLE (just before error calls).
Subroutines - called: HELPER (by 1BM-360 version).
Functions used: L¢C (by IBM~360 version).
Commor: required: Blank, LECSIG, MEANS, MQMENT, QAL, FESULT.
Variables required:
» IBCDUM - contents of blank common are printed if > 0.

NaAE - a four-character word to indicate the calling >rogram.
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4.9. HARDWARE AND SOFTWARE REQUIREMENTS

4.9.1. Hardware Requirements

Three versions of M¢RSE are available; one each for the IBM-360
system, the CDC-6600 system, and the UNIVAC-1108 system. It has been
run on the IBM-360/75,/91 and /195, on the CDC-6600 and on the UNIVAC-
1108. As previously mentioned in Section 4.4 the main memory storage
requirement in bytes is of the order of 155,000+4x(blank common size
in words) not including system library routines. The combinatorial
geometry input routines use temporary storage on logical unit 16 which
should preferably be a disk. The amount of storage needed on the disk
depends on the number of bodies and zones in the system since the actual.
geometry input data is written out on unit 16. The standard input and
output unit numbers are specified by the user in the main program. No
other tapes or disk space are required unless the usar has his cross
section data on tape or disk or is writing a collision tape in vhich
case he specifies the logical unit numbers in his input data. MIESE

also samples the clock to determine the c.p.u. time used.
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4.9.2. Library Routines and Functions

The library routiues used by the M@RSE system include the standard
/3 routinesband the following mathematical functions:
ABS, IABS, and DABS
EXP
MAXO
M@D and AM@D
SIGN and DSIGN
SQRT and DSQRT

In addition to these routines, there are certain other subroutincs
and functions used which are library routines at the particular installa-
tions where the different versions of M@RSE were developed. These

routines whose descriptions follow are not provided with M@RSE.

Subroutine

or Function Called From System Using it
LdC MAIN, XSCHLP, UELP IBM-360
INT@PBC DATE 18M-350
INTBCD DATE, TIMER, SUBRT, NRLN IBM-360
IC@MPA INPUT1, BNKHLP, HELPER IBM-360
MPDEL INPUTL IBM-360
IDAY IWEEK IBM-360
ICLPCK TIMER, MPRSE 1BM-360
INSERT TIMER, NRUN IBM-360
ERTRAN DATE UNIVAC~1138
TICKER CPUTTM UNIVAC-1108
SEC#ND CPUTIN ' CDC-6600

There are several uses of these library subroutines. One is to
provide the time, day of the weck, and year that -the job is being exe-
cuted. A second use, provided by SuBroutine'TIMER, is in determining
the amount of c.p.u. time used per batch and for input and output. To
vbviate several of these library subroutines, dummy.subroutines TIMER
and DATE may be used. A third use is in the'diagncsticimodule. The
absolute location of variables in commons, the determination of a re-

peating array, a ''not used" feature, and an integer or floa:ing point
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output are the features of the diagnostic module that require these
special routines. If similir routines are not available, other user-

written routines can be supplied for XSCHLP?, BNKHLP, and HELP.

Several other uses of these routines are made, but they are rela-
tively unimportant. MODEL is used to scale MAXTIM on the IBM-360 system,
depending on the machine on which the job is being executed. IC@MIA is
used by INPUTl to terminate a job when a non-blank or alphanumeric

character appears in the first column of Card A. While none of these

- features are necessary to the operation of M@RSE, they have proven to

be quite useful.
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Function ICLHCK

This function is used in the following manner:
I = ICLACK (0)
The function returns the reading of the computer timer with the value,
in hundredths (.01) of seconds, to be stored in an integerx4 variable.
For compatibility with older systems, the function may be called by
the name ICL$CKF. For examplé: I = ICLOCKF (0). The argument of the
function is not used, so 0 is suggested for use.
The difference between two successive calls of ICLGCK is the time
in hundredths of seconds betweed the two calls.
Example:
I = ICLOCK ‘0)
computation portiou of program which takes 42.75 seconds of CPU time
J = (ICL¢CK (0)-I)/100
PRINT 1, J
1 FORMAT (8H_TIME = ,I15,20H SECONDS_OF_ CPU TIME)
TIME = 42 SECONDS Ot CPU TIME would be printed out.
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Function - ICAMPA

This fuaction is used in the following manner:
1 = ICAMPA (ARGL, ARG2, N) '
The result of the function, stored in the integerx4 variable I, is -1,
0, or 1. The fuﬁction compares ARGl and ARG2. The number of bytes to
be compared i; specified by the integerx4 value N where N may be 1
through 256. 1If, for example, N is 1 then the first byte of ARGl is
compared with the first byte of ARG2. If N is 4 then the first four
bytes of ARGl are compared with the first 4 bytes of ARG2.

This function is particularly useful in comparing alphanumeric
characters. This avoids any overflow or underflow interrupts which
night occur in the arithmetic subtraction of two variables containing
alphanumeric data. -Also this function allows only the number of char-
acters of interest to be compared which eliminates the need for blank

filling of alphanumeric data in some instances.

Comparison starts ac the locations specified by ARGl and ARG2 and
proceeds from left to right, bit by bit. The result returned by the
function will be 0 if the specified number of bytes of ARGl are the
same as those of ARG2; the result, 1, will be returned if, going from
left to right, a bit iﬁ ARGl is 1 and the correspending bit in ARG2 is
0; the result, -1, will be returned if, gcing from left to right, a

bit in ARGl is O and the corresponding bit in ARG2 is 1.

1f N is less than or equal to 0, the value returned by the function

is 0. If N is greaier than 256, the result will be meaningless. The
function, ICPMPA, is also available on the library under the name
ICAMPARE, thus T = IC@MPARE (ARGl, ARG2, N).
Example: Test the first two characters of Q to see if they are the
letters AB. If they are, branch to statement 20.

READ 1, Q

1 F@RMAT (A4)

IF(ICOMPA (Q, 2HAB, 2) .EQ. 0) G Td 20

Example: Test the 27th character on a card to see if it is the letter

X. If it is, branch to statement 40.
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LOGICAL*1 Q(8u)

READ 1,

Q

1 FPRMAT (80Al) :
IF(ICSMPA (Q(27) , 'X', 1) .EQ. 0) G§ T¢ 40

‘Example: Ten input cards with identifying characters punched in column

1 and 2 and

data in columns 3 through 4 are to be read into the compu-

ter and sorted in ascending order o7 the identifying characters.

REAL*8

A(10), TEMP

" READ 1, A
1 F@RMAT (A8)

2D0O3I

=1, 9

IF(ICUMPA (A(I), A(I+1), 2) .LE. 0) G§ 13 3

TEMP =
A(D) =
A(I+1)

Ga 1O 2

A1)
A(I+1)
= TEMP

3 CONTINUE

END
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Subroutine IDAY
This subroutine is called in the following manner:
CALL IDAY (WHEN)

The subroutine returns the date as 8 EBCDIC characters consisting

of the month, day and year separated by minus signs, for example,
05-~29-55. The eight byte date will be placed in the location designated
by the aryument. The argument may be one word of type realx8 or a dimen-
sloned variable of at least two words of type real%d or integer*4. The
k date may then be printed using an A8 format (with a real*8 argument)
or a 2Al{ format (with two real%4 or integerx4 words).
Example: Program run on May 20, 1968.
REAL*8 T@DAY
CALL 1DAY (T@DAY)
PRINT 2, T@DAY _
2 F@RMAT (10H_T@DAY IS ,AR)
TODAY IS 05-20-68 would be prin:ed.
Example: Prog-am run on May 20, 1968.
INTEGER%4 NPW(2)
CALL IDAY (NW)
PRINT 3, N¢¥ or PRINT 3, N@PW(1l), N@W(2)
3 FORMAT (14H_THIS_DATE IS , 2A4)
THIS DATE IS 05-20-68 would be printed,
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Function L@C
This function is used in the following manner:
I = LgC (X)
The result stored in the integers4 location I is the core address of
the argument X. This function can be useful in certain situvations

where storage of variables is not used in a straightforward manner.

Function M@DEL

This integerx4 function is used in the following manner:
M = MPDEL (0)
The function returns either the valua 75 or the value 91 as the
result depending on whether the computer the program is running on
is the 360/75 cor the 360/91. The argument of the function is not
used, so 0 is suggested for use.
Example:
M = M@DEL (O)
PRINT 100, M
100 FPRMAT('18H_C@MPUTER IS MUDEL, I3)
C@MPUTER IS MADEL 75 would be printed out.
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Masking Functions

It can be convenient to have a method for operating with one or

- more bits in a series of bits. For example, data from experiments
usually have to be manipulated in order to test or compute with them.
That is, experimental devices might write on tape 300 bits‘of informa-
tion with each successive 15 bits containing one "piece of djata".
Ménipulating or extracting these bits can be quite clumsy in F@RTRAN

and many programmers prefer to write machine language subroutines to
operate on the data to produce "System/360 meaningful" numbers. A
halfway point between FPRTRAN coding and machine language coding is
provided by the group of functicns described here. They perform “logi-
cal" operations on words which are 32 bits in lengrh (integer*4 or
realx4 words). The four masking functions described may be either of
type realx4 or type integer*4 depending on the name chosen. For example,
there are the two fundtions AND and IAND. The result returned by either
of the functions is identiczl. However, because of the FPRTRAN naming
cenventions, the FORTRAN compiler treats tne function AND as a realxd
functicn and the function lAND as an integerx4 function. Thus:
F=IAND(X,Y) and Z=AND(X,Y) would result in K and Z having identical bit
patters; K=AiID(X,Y) would cause the result returned by the AND function
to be treated as a real*4 value and then converted to an integer*4 valus
before being stored in ¥. This is alwmost always undesirable; hence

the use of two different unames for functions performing the same logical
operation. In all functions described any argurent may be of tyvpe

real*4 or integerx4. No conversion is performed on any argument.
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Functions AND and IAND
A=AND(ARG1,ARG2) or I=IAND(ARC1,ARG2)
These functions return the logical product, bit by bit, of the two

arguments. The product table is:
0x0=0
0x1=0
1x0=0
1x1=1

Functions @R and I@R
A=@R(ARG1,ARG2) or I=I@PR(ARG1,ARG2)
These functions recurn the logical sum, bit by bit, of ARGl and ARG2.

The logical sum table is:
0+0=0
0+1=1
1+0=1
1+1=1

Functions XC@R and IXCOR
A=XCPR(ARG1,ARG2) or I=IXCOR(ARG1,ARG2)

These functions return the exclusive or (modulo-two sum), bit by bit,
cf ARGl and ARG2. The exclusive or table is:

0+0=0

0+1=1

1+0=1

1+1=0

Functions C@MPL and ICOMPL ‘
A=C@MPL(ARGL) or I=IC@MPL(ARGL)

The functions return the cowplement, bit by bit,,of ARGl. The com-

plement of 0 is 1 and the complement of 1 is 0.

Vi R AT o e T
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Assume ARGl and AR5G2 have as the first four bits of their 32 bits

those shown

in the table below. The result of each function is given:

FUNCTIgN AND-IAND 9R-IGR CPMPL-1CPMPL 'XC@R-IXCOR
ARGL 1010 1010 1010 1010
ARG2 1100 1100 - 1100

RESULT

1000 1110 0101 0110
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Charzcter Manipulation Subroutines

In order to facilitate character manipulation using the Fortran
language, a group of subroutines is automatically available for use

from the system library.

A character string is defined as a consecutive group of bytes
stored in menmory. The last byte of any string is a byte having the
value 00. This particular byte is called the terminator and is indi~
cated by the character A4 in the following text. In pariicular, tha
characters »f interest are normally those which can be keypunched.
Tables of the byte representation of each character appear in several
I1BM/360 ranual appendices. One convenient refererce is the "green

card", 1BM System/360 Reference Data, Form X20-1703. The letcer A has

the hexadecimal representation Cl, R 1is D9, 1 15 Fl, 9 is F9, § is 5Xk.
The hexadecimal reprzsentation 00 is reserved for use as the string
termirator. The length of a string is the number of characters pre-
ceding the A. A string can have a length of 0 or any positive value
depending solely on the computer storage set aside by the programmer.

One method for deiining storage for a string is use the type logicaixl

‘for the string variable name. For example, the Fortran statement

LBGLCAL*L X(25) would allow the string designated by X to have z maxi-

mum length of 24 bytes (one byte extra being used for the terminator).

e
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Subroutine INSERT

This subroutine is used as follows:
CALL INSERT (STR, J, N, Q)
This might be "read" as: insert, beginning at the Jth character in the
string STR, the first N characters from Q. If originally STR 1is AB12S4
and Q is R8TA, J=4 and N=2; after the CALL statement, STR would con-
sist of the string ABIRS23A. Q does not necessarily have to be a string.
The following is allowed:
CALL INSERT (STR, J, 2, ZHRS)

and has the same effect as in the first example.

STR may te a variable of any type declaration, for exzuple,
LOGICAL X1 STR(32) or REAL*8 STR{4). The only res*riccion is that the
length of the string stored in STR wmay never be greater than 31 (for
the declarations above). J is an integer*4 variable or a constant.
1f J {s greacer than the length of the string STR, then the characters
from (§ are ianserted at the end of the string STR (immediately preceaing
the terminater). Lf STR i{s AB1284 and J is & or greater then with N=2
and Q being 2HRS, the resulting string in STR wcould be: ABI2$SRSA. 18
J is less than or equal to 0, a string of length N is formed: CALL
INSERT (STR, ¢, 2, 2HRS) would result in STR becoming RSA. If N is
less than or equal to O, no action is taken. 1f N is greater than

the length of ¢, unpredictable results will occur.
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Subroutine INT@BC

This subroutine is used as follows:

CALL INT@BC (INT,STR)

The integerx4 value of INT is converted to EBCDIC and sﬁorea in string
form at STR.. The terminator A is placed after the string. A minus
sign, for negative values of INT, will be the first character of STR.

A plus sign is not used. This subroutine may also be called under

the name INT@BCD: CALL INT@BCD (INT, STR).

INT STR HEX
1 1A F100
-5 ~5A 60F50
0 0A FGOC
1237 12374 F1F2F3F70

A Subroutine INTBCD

This subroutine is used as follows:

 CALL 1INTBCD (INT, SIR, L)

The result of using this subroutine is the same as if the following
two consecutive CALL statements were made:

CALL INT@BC (INT, STR)

CALL LENGTH (STR, L)

Thus, besides converting aa integer to string form at STR, the length
of the resulting string is also returnad in the integer*4 variable L.

This subroutine may also be called under the name INTBCDL, CALL INTBCDL

(INT, SIR, L).
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Subroutine ERTRAN (I, D, T)

This routine generates a string of data containing the month, day,
year and time on the UNIVAC-1108 when it is called. D contains the

month, day and vear, and T contains the time.

Function TICKER (DUM)
This functieon is used in the following manner: M=TICKER(0). The
function returns the realding of the computer timer in sixtieth of

seconds on the UNIVAC-1108.

Subroutine SECENI(T)
This routine is used as follows: CALL SECUND(T).

The result of this call is that the c.p.u. time on the CDC-6600 is

returned in seccends in T.
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4.9.3. Overlay Structure

To ovérlay MPRSE as described in this document the fcllowing

arrangement may be used:

OVERL AY AA

INSERT INPUT1

INSERT SORINeJOH IN¢BNKNMCoGENT.GTVLINSALBERT

OVERLAY AA

INSERT INPUT2

OVERLAY B8

INS ERT ALBIN.JINPUY, XSEC, ANGLE Se BADMOM4FIND oGE T HUS ¢ LEGEND

INS ERT MAMENT,QuR EADSGeSTORE oRE STOR¢G TNDSKeGTSC T XSTAPE oFFREAD
QVERLAY BB

INSERT SCORINe STRUN« IN SCOR ¢ ENRG YS

OV ERLAY AA . , :

INS ERT SOURCE.GPROBs GETETA, EUCLID sFLUXSToALBOO +GSTCRECDIREC, PTHETA
INSERT TESTWeNBATCHe STBTCH.FBANK FPROB oF SOURSSOMST  MSOURLNXTCOL
INSERT COL TSN, GTIOUT GEOM L ODKZ oNORML.50MFLF 431 +GG o PR

INSERT NRUNeVAR2, VAR 3, ENOR UN

A diagram of the overlay structure is given in Fig. 4.21.

User routines called furing the random walk (e.g., SDATA, RELCOL,
BDRYX) should be inserted in the @VERLAY AA which begins with INSERT
S@PURCE, etc.

This overlay arrangement saves approximately 75K bytes out of

155K bvtes.




Fig. 4.21. M@RSE Overlay Structure

RS

MPRSE
AA
INPUTZ
INPUT1 BB l S@PURCE FS@UR
SGRIN ‘ GPRYB CPMST
JPMIN GETETA MS@UR
BNKNMC ALBIN MAMENT ‘ SCHRIN EUCLID NXTCOL
GENI JNPUT Q STRUN FLUXST CPLISN
GTVLIN XSEC READSG | INSCOR ALBD@ GTIPUT
) ALBERT ANGLES FFREAD L—ENRCYS GST@RE GE@GM
BADM@M STPRE — DIREC L@PKZ
FIND REST@R PTHETA N@RML
GETMUS GTNDSK TESTW GPMFLP
LEGEND GTSCT KBATCH ol
XSTAPE STBTCH GG S
FBANK VAR2 ©
FPROB VAR3 A
ENDRUN ~
NRIN
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4.10 Many Integral Forms of the Boltzmann Transport Equation and its Adjoint

The purpcse here is to derive a complete set of forward and adjoint
integral transport equations in energy-grour notation and to relate these

equations to the Monte Carlo procedures used in the M@RSE code.

The Boltzmann Transport Egquation

The derivation begins with the general time-dependent integro-differential
form of the Boltzmann transport egquation, the derivation of which can be
regarded as a bockkeeping process that sets the net storage of particles
within a differential element of phase space (drdEdfl) eocual to the particle
gains minus particle losses in (drded{l) and leads to the following faviliar

and useful form:

1939 - = Setisrm 5 ¢ T T 9]
;;'é'{ Q(T,E,Q,t) + Q‘V’;)(I,E,Q,t) + Zt(xr’E) ¢(Y,E,Q.C)
(1)
= 8{r,E,0,t) + I ]( aE'al’ zs(?,a'-:-zs,ﬁ'»i) e{F,20,00 1)
where

(r,E,0,2) denotes the general seven-dimensionai phase space,

r = rosition variabtle,

E = the particle's kinetic energy,

v = the particle's speed corresponding to its kinetic energy E,

= a unit vector which describes thre varticle's direction of mecuicn,

t = time variable,

¢(;,E,r,t) = the time-dependent angular flux,

¢{r,E,2,t)dEd8 = the number of particles that cross a unit area normzl
to the § direction per unit time at the space point T and tize t

with energies in dE about E and with directions that lie within

the differential solid -angle 4§ about the unit vector &,
1l 2 - = = . . . . R
;-32-¢(r,n,9,t)dad9 = net storage (gains minus losses) prer unit volume
and time at the space point r and time t of rarticles with ener-

gics in dE about E and with directions which lie in af about Z.
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ﬁ'V¢(;,E,§,t)dEd§ = net convective loss per unit volume and time at
the space point'; and time t of particles with energies in dE
about E and directions which lie in ai about &,

Et(;,E) = the total cross section at the space point r for particles
of energy E,

Zt(P,E)¢(;,E,§,t)dEdﬁ = collisicn loss per unit volume and time at the
space point r and time t of particles with energies in dE about
E and directions wnich lie in df abo:t R,

ES(;,E'+E,§'*§)dEd§ = the differential -scattering cross section which
descritbes the probability per unit path that a particle with an
initial energy E' ard an initial direction ' undergoes &
scattering collisicn at ¥ which places it into a direction that

lies in d&i about & with a new energy in dE avout E.

z (F,E-E,B'0) o(7,E',3',t)dE'63" {dEA? = inscattering gain per
s b 2} 3 kd

unit volume and time at the srafe point r and time t of particles

with enérgies in dF abouu E =nd directions wnich lie in é2 about
2,
s(r,E,0,t)dE.0 = source tarticles emitted per unit volune and *ite at

oi

in &E about E and

w

the space point 1 and time t with energle
directions which lie in 48 about Q. A
An effect of interest such as biolcgical dose, energy deposition, or

particle flux {(denoted by A} for a given problem can be expresse.. in terrs

>

of the flux field 6(¥,E,l,t) and an appropriate response function P (¥,E,0

due to a unit angular flux and is given by:

{{ s, - _ .. -~ -
A= h”PV(r,E,ﬂ,t)@(r,z,a,t)drdﬁdadt . (2)

o]

)

wil® be represented in terms of en2rgy groups whicth are defined such that:

Consistent with the MPR3E code,'the energy  dependence of Equation (

Eg = .nergy width of the gth grour,

1 corresgonds to the highest energy group,

m D
1l

= G corresoonds to the lowest energy group,

witl. the obvious constraint that

o

G . [

Z LE = | i€ = Eq, the maximum carticle energy.
o]

A "group” fora of Equation (1) is obtained by integrating each tern
g

" with respect to the energy variable over the erergy interval AE :
: €
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3 I L o(F,E,R,t)aE + TV J ${T,E,Q,t)dE + J Zt(?,EM(?,E,ﬁ,t)dE
v
1
g Mg (3)

Ln AE
£

4
[ [dE'dﬁ“ J zS(F,E'«J,s’z'»n)a?,E',c“z',:)r;s

zgquation {3) provides the formal basis for the following group parameters: ¥

6 (r,0.t)

+ime-dependent group angular fiux,

z b
= I é’(!‘,E,Q,t>’3£ N (*)
L
g
Zf(r) = energy-averaged totzl crcss section for the gin grouv,
T a ™
J Lr(r,:f A(F,E,1 0
LT
z = {9)
( B
[Reline A
; $ {7, E,0,t)cE
AZ
g
v = energy-averzged particle speed for the gth group,
g f
J ¢(r,2,0,0)as
L

- .
& E(7 1) = group g' to ErOUD & scattering cress section,

P(F,EE, TN ¢(F,E 1 1

S
trg

Ar A

i
[Q

E
J‘ $(F,E',O,t)aE"
Agg, ‘ a

s (¢, 8,t) = aistribution of source particles Tor the gth grour,

z J S(r,EQ,t)}dE . (8)
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The group form of the Roltzmann equation expressed in terms of the afore-

defined group parameters is given by

1 3 - = - - = . g = - -
bl wo ¢g(r,n,t) + Qv ¢g(r,ﬂ,u) + Zc(”} ¢g(r,n,n)
(9)
- 1 - g"-vg - -y = - -
= Ss(r.n,t) + ) jdﬂ' £, (7,3'-8) o (F,2'.t)
g|=g Ly 4

where the summation over erergy groups could be expanded over all g* to
1cw for upscattering -- nct usually corcidered important in shielding

problems.

Integral Flux Density Equzation

The transformation of Equation (9) into an integral form 1s now con-

sidered. To azccomplish this, the combination of the corvection and storsage

o

s

terrms are “irst expressed in terms of the spatial variable X widceh ralax

sl
NI

a fixed point in space (¥) to an arvitrary point {F'), as showi Delow.
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The total derivative of tne angular flux with respect to R is given by
4 meopm gy o 2x 30 Ay 20 3z 3¢ 3t 3¢
Szo(TLED) = Y SR Gy T R B2 * 3R 3t

which, according to Fig; A.1 and noting that the particle's speed (v) is

equal to (- dR/dt) can be rewritten as

A4 s pler) = 22 _go & g 3¢ _13¢
IR ¢(r',E,0,¢t") ‘x 9x y 8y z dz v 3t
(10)
- 4
= . 0.7 ¢(T',E.0,8) - 12
v ot
Fquation (10) cen te expressed in group notation as
S, (Faase) =L (F LAt + Tew e (FastT) . (11)
dR "g v, It Tz e : g
Subztitution of Eq. (11) into Eq. (9) with r = »' and t = t' yields
S, (3,3.et) ¢ 25(F) o (FrALt) = 8 (R
—dﬁ'-g-vlyv LL\ ¢ T il -
1 (12)
o 7 [ SRR D e R
g'=g ¢ N ©
S
The integrating facteor
R
-J £8(F - w'ddar’
0
e °
is introduced in the fcllowing manner:
R R
. - J f(r - R'2)aR" - J $(F - RGIR!
d ‘ ("'| = o 6]
Sl (r',0,t') e = - e
dR\¢g : ' J
(13)

d¢
—2 Brzry . v T +9Y) |
x [- Tt Zt‘(. ) e&g(r 7?1,t )] .
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' Using Eq. (13), Eq. (12) can be rewritten as
R

R
- I zf(? - R'@)4R'. - [ 25(? - R'Q)dR'
d -, = 0 : 0
- 3R ¢g(r',9,t') e = e
(1)
- = 1 - g'»g - -y = - -
x Sg(r',Q‘,t') + ] a@' zt o(¥L.atR) s (T8, -
g|=g . &
Multiply Eq. (14) by dR and integrate (R = 0 to R = «); then
- J zf(? - R'Q)ar’
(F.3,8) - ¢ (=,8,¢ e °
@8 Lyl "‘Qg\ ,'-,vme
P
. - I 2¥(r - r'R)er’ ' {15}
0 '( I - 2\
= iR e ‘Sg(r - RG,u,v - 3
O \
23 - g’-r'r - - = - - = \'
+ ) gt I B(r - RI,G'0) @g,(r',s;',z')J
8'=8 iy
Require that
- { £8(r - R'2)ER"
( ;ot
r (,d,t Je O =0, (16
g o
J
and introduce the "optical thickness"
R .
B8 (r,R,Q) = J £8(% - R'2)AR" (71
< N _ _ .
0
and Eq. (15) becomes
T s BRAN
¢g(r,§2,t) = J dRe .58 : Sg(r - RI,%,t - R/V)
0 ' (1%
1 ) T 3\ .
+ ) [ 50 }:2 B(F = R, a0 ¢ (T2t 0.
g'=e 4




"4.10-7

Equation (18) will be referred tc as the "Integrel Fiux Density Equation.”

An effect of interest A in group notation can be expressed &s

>
n

[” PP (F,3,t) ¢ (7,8,t)drafiae (19)
1) 8 &

wvhere .
P:(;,ﬁ,t) = the respoase runction of the effect of interest due to a

unit angular B8rour flux (group g, s &, time ti,

-
—
“l
L]
)
-
ot
v

.
-
B

a
£

A = that porticn of the effect of interest associated with the gth

5

energy Rroup.

The A are so defined thal the total effect of interest X ny Lhe
i

surmabtion

G

N

A= o A i

e £

g° 1
Integral Event Densi+w Zguzticn

- . 1= ~ . . - N - : e PP S P
The “event dznsity” ¢ {r,0,t) describes the density of particles going
B
into a ccllision and is related to the group anfu-ar flux in the ToIlowini
manner:
S . —.-g(' = . s

'J" \rs'sv) = 2-‘ I‘) ¥ (r,-&,z) . (Z

& 9 £
where

wg(;,ﬁ,t)dﬁ = the nuzber cf collisicn events per unit velume and iime
at the space point r and time exreriencad by particles havirg
energies within the sih energy group and directions in 31 about
Tre defining eguation for the event density Iz obiained by multiplying no
sides of Eq. (18) by the group total cross costion £P(F) and identifying

the product Z:(;)¢g(;,§,t) as the event density ¥

e
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]. Coe ] _‘6 (;,ﬁ.ﬁ)
0

l‘ -‘-‘ _‘ g- g e ) : ."'- a
vg(r.ﬂ,t) = | dR tt(r) e 5,(F - R3,2,t - R/v)
. (22)
1 LT B 1. ) N v |
+ 1 I A = . — ¢ (rr,0r,0) 0.
&'=g L » 25 ‘(!") g -

Equation (22) will be referved to as the "Integral EventvDensity Equation.”

The effect of interest Ag can be expressed in terms of the event den-

sity; consider Eq. (19) revritten as

SAERI
-— - - M - S
A= ”j —-5--—-g —— I2(¥) ¢(F,f,tiarafat
& I2(r)
- (23!
+f - b - n 2o~
= JH P‘g’(r,ﬁ.t‘ wg(r,ﬁ,t)araﬂdt s
where
P;(;,?,t) = tle response function of the effect of interest due to a
particle <hich experiences an event st (group g, r, ﬁ, time t),
b ee & o ) PP
PYF,a.0) = PUURG, L /EB (T
g é <
ot
A e - -
PYE G, = R MR R (28)

Define the emergent particle density xg(r,Q,t) as the density of
particles leaving a source or emerging from a real collision with phase

srace coordinates {group &, r, 2, t),

)rg(?.ﬁ,t-" = 5 (F,0,t) + ] @t g2 78 (Far) o (R . (25)
\)A g s .

. :{ 3

Then Eq. {18) ran be written as




R R
x (77,0, . [26)
g _

The "intégra;l.Emefgént Particle D_ehsity Equatioh" is obtained by substi-
_ tuting Eq. (26) into Eq. (23): : , ‘ ;
xs('x'f.ﬁ,’-)

1

L]
v
—
a i)
Lol
-
o+
*

J afir zg g(r Se-lt)
g'5€ Ln

_ 1 ILIER AR D
= Sg(r,sl,t) + 7 [ R
68 4n 2 ()

The effect of interest AF can also he

particle density

ST - - = .
e SRR TR D | (7,5, 8rdidr (o8
)}J & 24 :
The response function ?E(r.ﬁ,t) i3 obtained by consigering a partlcele hich
: =
energes from a collisicn at r with phase space cooréinates lgroup £, o,

time t). This particile i1} experience an event i, 47 about r' o= ¢ o+ E

rei
at time t' = t + R/v with the probability

P
‘gl"' (= e
- I™MF + rO2)aR
n

and the contribution of this event is the recponse runction P

- 8:is .
L3

The sum of all sucnh contributions to the »ffers of interest i3 given by

. - T 28(F + waNER

g 0 T b= \
j aR Et(r'3 e :;\r',R,t') .
0
‘ ) v Yro . .
and should be the sare as a reﬁpcnoe fu._u-o F;(r,u.t) wnich is baseld O
S

emergent particle der ity. This leads to the folloving relztionszhie:

oo
- - £, - ST RO -
=X(F,a,t) = j a8 12(r') e S (G ICAD ool
€ > g
0




Q..)» B , O 4010
uheré
Px(r,ﬁ,t) = the response functiocn {of the efrect ef interest due %0 a

particle which emerges fyom a collision having tne phase space

coordinates (group g, r, &, time t)

R , .
e (7, K, < I tf(? + R'D)ar" . ‘ (35}
)

It is noted that 6'(r ,R.2) differs from the optical thichiness 8 (r R,
s defined by Eq. (1?) in tnat the integration is performed in t“e positive
8 direction and as such n:(r.ﬁ,u)ls the adjoint of B \r.R,"). Pé(r,ﬁ,:)

P4
can also be cxpressed in terms of “z(r, ,t) by subs tat:n £q. (24) into

Eq. (29), yielding

X (TF,0,t) =
[~

Ouerator hotvation and Sunmary of the For resrd Dguatins

Dafine the transport inlegrel coperator
o - -
: : - & _(r.20;
T Arter,i) o= } ap z2{r} e ® . {32}
[ 9
¢
and the collisicn integral operstor
el - o e
1 <& TE(R 50T
C~'¢-(r’:"—.§) = )- }I dg—:)' = v + {33)
£ Te - il -
g'=¢ e

el - - - 3 7', -
- - - 1 _ gzi IR EIGIN Y gs: (r)i
{:”'_'4(:~ ') = Z J AR e — ! = i, (L
[ % 29 ‘€|:: t EE (x.) J {Z: (r)J
= \
where
[ £ g e -y =
£%(F) = § J as z§ TE(RAR) . {35)
s P, s
.;i.\ \
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A
TEr
Ly

. g t -
In Eq. {34}, {Zf 5'*5}/52 (r})] is 2 normslizes probability density

function frcm which the selection of a new energy group and direction can

' b - ' - . . . s
be :._complished apd [Zi (r)/Lf (r)) is the nonabsorption rroability.
Using the transport and collision integral operators, Eq. (22) czn te

rewritten as

v (rit) = Tg(?’-»;,ﬁ)(sg(?,fi,tw + cg..+g(:'-',f?'»ﬁ)'f¢g(?',ﬁ',t')). (3¢)

The term T (r',r,7)8 (¥'.5,t") can be identified =s the "first collision

24 £
. * ~
scurce” and denoted by

Si(r,f,t) : 1’(r'»§,ﬁ)s‘(?',u,:': . {273

o
S

Taings

Yalng

transformed

Firally, the integral orerators are introduced intc Eg. (27) and the

uztion" is

RG]

follewing forn for the "Integral Emergent Particla Density E

x (72,6 =5 (F,0,1) + ¢ (r,3-0) T (Fa7,3") xg,(?',ﬁ‘,t'). (:0)

An examinatien of Zguations (38), (39), ang (%0} would reveal that
either the "Integral Event Density Equation” or the YIntegrel Emergent
& Yy &q £
Particle Dersity Zguation" would provide a reascnable basis for a Momte
Carle random walk. FEguation (40) was selected fov the MZRSE code since
the source particles would be introduced according to the natural distri-
bution rather than the distribution of first collisions, However, it is

is
noted that after the introduction of the source varticle, the subsecuent
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random walk can be regarded in terms of either Eq. (38) or Eq. (L0)
with the particle's weight at a collision site being the weight before

collision (WIBC) or the weight after collisicn (WATE), respectively.

The random walk based on the "Integral Emergent P-riicle Density
Equation"” would irtroduce :: particle into the system according to the
source function. The particle travels to the site of its first collision
as determined by the transport kernel., Its weight is modified by the
non-absorption probability and a new energy aroup and flight direction
are selrcted from the collisicen kernel. The transport and collision
kernels are applied successively deternining the partzc’e s emergent
prase 3nace coordinates corresponding to the second, third, ete., ccllision
sites until the random walk is terminated due to the reduction of the
particle's weight telow some cut-off value or because the particle
from that portion of phase space associated with a particulsr problem
{for exanmple, escape tom the system, slowing down below an energy Cut-

off, or cxceeding some arbitrarily specified age cut-off).

Fandon Walk Proceldure

The actual implenentation of the random wulk procedure is accompiished
by approximating the integryls implied in the collisicn and traznsport
integral operators by the sum

(r,,t)
X, ,

i
e~ 8

<

n - /).
Y (r,7,t) , (L}
5

where
X (r 2,t)80 = the em iergent particle density of vparticies emerging

from its nth collision and having phase space cocrdinates {group

, T, d about £, time t},

g
xO(F,3,t) = 5 (F,0,t),
g g
= = . = 51,3 n-l,~, =,
xg(r,ﬁ,t) = Lg.*g(rs -+ g (r'»r,Q )xg (r',‘Q ,t') .

Thus, the source coordinates \groun g.» T Qo, time t ) are selected

. Bo=y = &2 (r,R,7,)
from S \T,J,u) and a flight distance R is picked £Z9%r)e "Go

L")
to aetermlne the site for the first collisicn rland the rarticl
L o babili ctering is £BO(R) /rfo(s
t3= t_ + R/V; . The probability of scattering is I (rj/29(+
[y Eo R G 4

particles are forced to scatter and their weight is modifiel w

probability. A new group glis selected according to the distribution




end then a new direction & is determined from

r.s \rl,no-sz)
£.7€ _ )
£ ° ()
S i

The process is repeated until the particle history is termi
butions to the guantity of interest are =2stinated atl apoprop

the random walx (boundary crossings, before or after renl collisions, ete. )

- : - . LA \
using the particle's WATE and the estimator P;(r,u,::.
Derivation of the Adioint n Transport Zcuation

Consider a (as yet unspecified) furcticn ¢%(r,Z,0,¢) which exists over
the same phase space and satisfies ihe same kind of boundary conditions

satisfied by the forward angular flux ¢(r.2,%,t). Further, let an operator

O® be defined such thut the following intepgral relutionship is
J‘J ¢*{(r,E,0,t) C o({r,=,0,t)ard¥dqit
K4
I wrE S0 o &05.2,8,0 dranad (Boundary Teres)
= J J {r,E, 2, ¢ &(r,E2,Q,t, drdZdldt + (Boundary Terms; .

The O%* operator will be referred to as the adjoint crerater to tre
corresponding forward crerator O.

Multiply each term of the Boltimann transport eguation, Eg. (2}, by
the function ¢*(r,%,%.t) aid integrate the resultant equation (term by

term) over all phase space:

<l
lo)

Jjjf ¢*(T,E,0,¢)

X 70 &(r,B,G

o

-

o

—

[

=i

£,

te

jor

bl

jo 7

ot

+
————y
. >
;ﬁ

o

*

—

"

t

.

=)

-

o

o~

1

e

~

. . _
x o{%,E,Q,t)d aEaldt = J}%f ¢*(T,E,0,t) S(F,E,3,t)drdrclias

/¢
+ [J J o*(r,E,8,t) JJ L_(T,EE,Q%0) ¢fF,5',0",t) a8 e erardlas

It can be shown that the following adjoint relationships zre true for

the conditions associated with a rarticle transwort problem:

.
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IJIJ o*(r,E,,t)

< e

Leeiudade - - [[[[wrean bk

- - s 13 4
x ¢*(r,2,0,t)draEdliar + jjjj vy ® o¥dreEchdt (143)
Boundary Term
[fr{ - . e W re
J}] ¢*(r,E,Q,t) L, (r,B) ¢(r,E,Rt)draEalat = }J}} ¢{r,E,R,t)
J
(&4}
x zt(E.E) ¢* (T E,0,t)ardEallde ,
r - R - ({{ - .
JJJ % (r,2,02,t) V-0 o(r,E,0.,t)draEqfidt = ~ } ] o(r,2,0,t)
. ) (L3)
x Ve o*(F,E,0 . -)dFaz4dldr + ijf 6 4*0.3rdEdTds
: /44 Boundary Term
.
j({[ v*(r,E,0,t) jt £ AR, 2,000 (7,2 .07 ,1)aE ¢ a¥ardiar
}i) J (LE)

-~ = [ - . - - - . e
= JJ[J e{r,2,0,t) fj I AT, E»E' 0000 ) o*(r,e7,0%,0)dk"d0 " dardEaliat

The boundary terms which occur in Fguations (43} and {45} ... 4,

Nay e nade

to vanish while conforming te the natural characteristics ¢ff L'» gystem
under enulysis. For example, the extent of the time domain can be defined
suck that initial and final values of ¢ andfor ¢* are zers [and the boundary
term of Eq. {43) vanishes]. Also, the surface within which the spatial
domain of phase space is contained can be 55 located that the combination

{6 ¢*) is zero everywhere on that surface [and fhe boundary term of Eq. (k5]
vanishes]. For most Monte Carlo mnalyses, the elimiration of the Loundary

terms in no way restricts the generality of the solution obtained.

Using the adjcint relationships given by Equations (43) through (L&),

and presuming that the boundary térms vanish, Eq.< (L2) can be rewritten as

x V<1 ¢*{r,E,0,t)drdzafdt + jj[] (T,E,0,%) . (F,2) $*(+,E,D,t)dTazalde

' (47)
x.jj I (7,E+E',0-0") ¢*(¥,E",0",£)aE ¢ draEaldt ,
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vhere the adjoint spurce term s*(T,E,{i,t) is defined such that

~’Jjjj ¢(;’E’§’t) s*(F,E,&,t)ardEddat
| (L8)
} {JJJ o%(F,E,0,t) S(F,E,f,t)erazedat .

Noting that the forward flux ¢(7,E,2,t) can de factored from each lerm,

(47) can be rearranged as follows
![ - = 13 - = e um =
| o(T,E,0,t) |- Yy o*(T,E,a,t) - V-4 ¢*(r,E,Q,t)
P

+ Zt(?,E) o* (T, E,0,t) - o*{F,E,,t) - !J b3 (r,n** ,0at)

i A
\ Lu9)
x ¢*(?,E‘,§‘,t)db‘d§'\ ardpafidt = C .-
J
It is required that the forward angular fiux @(;,E‘E,LE corresTont O
nen-trivial physical situvaticns, 1.€., c( ,:,7,t) > O over gt leasht sone
rortion of phase space. The observation is made that ¢*(;,?,Q,t» is still
essentially undefined and that many functions ¢*(;,E,7,*) probaoly catisly
(Lg). At this point, ¢* (T ,E,0,t) is defined to be that functicn wiic
satisfies the following equation:
Fo1 = - . & - - . = ex({T ¢ 8
l— -j\'—g‘{ ¢*{Tr,E, Q,t) - Te0e*(T,E,T,t) + ZJI’,E)lé*(r,L,;;,t) - S*(F,E,0,t)
\
- ” (7 Eo5 BT ¢X(E,EE t)d“u._J -0 .
This condition also satisfies Eq. (L9) exactly and pro orides the foricwing
¢*(T,E,Q,t)-defining integro-differential equation:
i3 * 0.t O o%(7T Q.. (T E) o*(r,ELD
- T ® (¥,5,0,t) - 90 o*(T,E,a,8) + it(r,:) o*¥(T,E,0,t)
' 1503
= 5*(7,E,8,t) + ” I (5,508,000 ¢X(F.E Jv.t)agadt
which is ccmmonly called the "Ad301nt ;nueﬁrOoD1Ff°r9ﬂt 1 Boltzmann Zguaticn.

Kowever, it wilk not be the practice here 1O re;e* to the functicn ‘*\-,E,Q,t)
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as the adjoint flux; consistent terminolcgy will be introduced later in
this section.

At this point, tuo'procedures for defining and calculating group
adjoint fluxes are considered. Gne meﬁhod involves integrating each
term of Eq. (52) over the energy interval AEs, which leads to the following

group equations:

1 3 Sgse= = R P, “Zrey Ceym =
- 57 @2(r,ﬂ,t} - V0 ¢;(r,ﬂ,t) +20(5) eplr, 0,0
€ G {51)
- ~ t - - -— ~ - -—
= s*(F,3,t) + J g 78 (7,000 e (AN,
g g'=g S g
& = 1,&y...G
where
A“( = 1 [ *®{ 5 o > (r
@5 rs[:t) = AR J ¢ \r,E,Jt,t)GL N el
g 7
LE
g
I o*{r,£,%,5)az
LE
& - X - P
‘g ' (53]
[ Lozegae
AR
g
[ £, (r,2) ¢*(x,B,2,t)dE
N AE
Z'{(r) z —= s {5k
J o*(T,5,0,t7az
AE
g
}f- J 23(?,'5»13‘,-5»?2') ¢*(r,E",Q',0)aEan
T L2 AE_, _
tE7E (T, 0") = - ,  (55)
J ¢*'r,E',§',t}dE'
AE ,
=)
R - 1 { I 56)
o r, )t T AE ] S (r,:.,:?,t;dE . () /
“ AR




=
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~ - ’”~ L] - - - -
The Zf(r). Zf*s (r,0-0'), and v, are adjoint weighted group parameters
ané their use in the soluticn of Eq. (51} provides group adjoirt fluxes

\

defined by Fq. (52) where ¢*(r,E,{I,t) reprcsents the scluticn of Eg. (S0).

Another approach for defining zroup adjoint fluxes is to directly
devise the equation which is adjoint to the group form cof the Boltzmann

equaticn [Eq. (9)]. The group agioint ejuation so obtained* is given by

1 o - = x = - = Er - - B
- ;;'53 @g(r,&,tl - V‘Q¢2(r,ﬂ,t\ + Zt(r)¢g(r, §i,t)
!
- = g ( - gee' - = = - =8 oo
= 5*(r,0,t) + } ] aQ' ¢ (7,001 ) 6%, (x,00,t)
5 g'oe s 4

€ = 1,2,...0G.

where Ve Zf(r) are forward weighted group parameters icdentified to those

. Cop . ol A WAL : .
which occur in Egq. (2) and the matrix Ef (r,0') is cimply the transrosi-

tion of the forward weighted group-to-group differential scattering ocross~

Ll

secticon matrix.

The group zdjoint fiuxes &¥{r,7,t) vhich represent the sclution of
[
Eq. {57) are adjoint to the group fluxes ¢g and 4o nct necessarily assure

the same vzlues as the group z2djoint fluxes »*(¥,7,t), i.e.,
&
O*(F,0,0) # —— | e¥(F,5,8,00aE
,t. 9l y AF ryoefi,uidl .
SN
3

This fellows since Zf(?), Zg¢g'(§,§+§’j, and Ve are, in general, different
from the adjoint weighted values. Usually forward weighted group para-
meters, as implied by Eq. {57), are used in MORSE. Howaver, cther weighting
schemes, such ac adjoint or adjoint and forvard, deserve consideration

whern cross-section weighting is & problem. When a suffiziently Fine groun
structure is employed, the group paraneters becbme less sensitivé to the
weighting scheme and the correspondingvgroup adjoint fluxes are nlso

nearly the same.

*

The derivation of Eq. {57) is nct presented here beocause of it
with the previous derivation of Eq. (50); the integrzls over e
simply replaced by arpropriate group summations.

s similarity
nergy are
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Integral Point-Value Equation

Equation (57} is now transformed into an integral form following essen-
tially the same proceiures used with the forward eguations. As shown
below, let ' = ¢ + RQ rather than r' = r - RQ as was the convention with
the forwara equations. The total derivative of @E(;',ﬁ,t) with respect to

R is given by

d % | o -—_1__.3_ ( 5 4 o5 A L)
@ ¢E(r',9,t') = Vg Yy ¢2(r',ﬂ,t') + V-G ¢8(r’,ﬂ,t ) . (58}
z

pnl}

= 4

_

AN

r + R{
t + R/v

AN
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R 3
" - o
- J zf(r + R'3)dR" %
Use of the integrating factor e 0 provides the following
relationship: !
R i
- J r8(F + R'O)aR’ ' v
d - 0 g
= {¢§(r',ﬂ,t') e }
R . ———
- [ 8¢ +« RDar
dﬁ’* 4' t
= =E (70,0 e 0 - 2BE) E R
K R (59)
- { 857+ Ay - szf;' + B O)ar’
o 0
* e = e
(: - 3
x l%:-ct{?',w,z') - sBRry ex(Fr 0,00
or [24 9 & J
Equation (49), together with Eg {58), can Le arranged ¢ give
( 12 #3055 40) E a%(T! S o+t -Jf:("‘v) ®T a.t)
|- 7§*¢g\r siiat - VeQ ¢ilr ReIR AR IS ut.r (pg-!‘ Lit,t
N g -
l\
R R (60)
+ J tE(F + R'A)aR’ - ){ 18 + R'T) 4R
i - - (
=e © 3(‘3?- L’E(r'sq,t') e —

It is noted that Eq. (60) is identically the left-hand side of Eg. (ST)

which can now be rewritten as

- ? t8(r + r'l)ar’ - T £&(F + R'Q)aR"
- -‘(}} TS P =e ©
€ « (61)
- G - ' - - - —
x {s(Fr a,0') + ) J ait $8E (3,3 e (Pt N
g gvzg S g
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Integrate Fq. (61) from R = 0 to R = « and assume that

o«

- I zg(? + R'R)dR"
- 0 _ 4
W;(”,Q,tw)e } =0 v v _ (62) :
then the following integral expression for ¢;(§,§,t) is obtained: i

- E*(r,R,2)
€ {Sg(r + RQ,8,t + R/vg) v

%Gﬁ¢)=jwe
o (63) :

— | - . - g - -
+] J ag’ zg*g (¢ + R3,M0") ¢g,(r',9',t')} .
G . ;

Equation {63} contains the adjoint optical thickness B;(F,R,ﬁ) which was

defined eariier by Eq. (30) as

[PPSRV SRR e RS

p*(r,R,0) =
g

Redefine the source term as
R - -
s¢ (7,3,t) = j Re E S*(F +« B, .0 + RIv) (68)
Tg g g
9]

and Eq. (63} can be rewritten as

- B*(;:Ryﬁ)

- - - - - A\l - - -
¢*(7,0,t) = S* (¥,3,t) + [ 4R e j aiit $8€ (3 3.91)
g Tg J s

g'
- - - K; _ _ ~ ~ B*(7,R,0)
o (FLAT,e0) = sE(F0,0) + j ar s&(7 + BD) o O _3
o o (65) ;

' e g -
Zg’g (I" ,Q—DQ')

o* (¥1.0v,t0)

) J i
g'
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and in terms of the transport and collision operators, Ea. (65) tecomes
#(7,0,t) = s* (r,0,t) + 7 (ror',0 B, T 0%, (TR, . (6
¢g(r,@,t) Tg(r,Q,t) s(r»r ,0) C8+g,(ﬂ* ,r') og.(f ,2',t") (66)

A comparison of Fq. (66) with Equations (38), (39), and (LO) reveals
that the function ¢E(;,§,t) as defined by Eg. (66) is adjoint to the emergent
particle density xg(?,ﬁ,t) as defined by Eq. {L0). Therefore, let ¢;(;,§,t)

be denoted hy y*(T¥,0,t) and Bg. (66) becomes
&
x*(T,q,t) = S%g(?,ﬁ,t) + Tg(?+§',§) Cg*g,(ﬁ*ﬁ“,f') x;,(?',ﬁ',t') . (67)

_ The nature of x;(;,ﬁ,t) will depend on S;g(;,ﬁ,t) -- how or on what

basis should sgg(?,ﬁ,t) be specified? If S*(r,E,I,t) is set equal %o
= - 3 - : . 3 .

P%(F,E,3,t) (the response function of the effect of interest X due %o 2

unit angular fiux), then

{ - - . - . - ~
‘JJJ 5(7,5,0,4) e*(r,2,0,t)drdEalat = J{JJ ¢(7,2,3.%)

‘

—
ON
(@ e
-~

¢ - = - - .
x PY{r E,0,t)drdEdalidt = A
A-cording to Eg. (48), the effect of interest i would also be given by

A= JJJJ¢*(§,E,§,t) s(r,8,{,t)daraEaliat . (69)

The effect of interest as given by Eq. (€2) cen also te expressed in

group notation

A=t j” *(5.3.4)8 (7,3,t)drdRat
g g g
X - = Sy = - =
= . [Jf ¢5(r,9,t)82(r,ﬂ,t)drdﬂdt .
where

¢Z(;,§,t) is the group‘adjoint flux corréspdnding to the adjoint

weighted group parameters,

st samna,

NOTORNSSPIUS—————. NPT S N
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] o#(%,E{,t)S(F,E,Q,t)ar

. AE
S (F,0,t) = £
g

¢;(;,ﬁ,t)

J S*(r,E,2,t)¢(r,E,0,t)dE

- AEg
S;(r,i‘:,t) =

¢g<§,ﬁ,t)

f

] p?(F,E,3,0)0(F,E,3,)dE

AEB e

o (7,3,t) g
&

However, ac noted eariier, usually forward weighted grou aremeters are
2

input to MORSE and the group adloint fluxes Q;(;,ﬁ,t) are calculated.

As & direct conscquence of the derivation of the 0;(?,ﬁ,t) defining

aquation, Eq. (57), the effect of inte-est for tee gln group is also

given by
rer
o= [f'¢*(§,?,t)s (7,7,t)ardldt \ = Lo
e Jlls g . -
A = J"JQ (;’ﬁ’t)s*(;)ﬁgt)d;dﬁdt N = z A o
£ 11 &g g g g
where

¢*(r,0,t) is the group adjoint flux corresponding to the forwira

weighted group parameters,

"

5 (F.B.t) JS(F,E,ﬁ,t)dE .

AE
g

- —
Pg(r,Q,t) .

i}

sz(?,s‘z,t)
“he derivation from this point on will implicitly assume forward

weighted group parameters. However, the results can, with slight modi-

fication, be made to correspond to the adjoint weighted group parcisters.

-




-
»
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Substitution of Eq. (71) into Egq. (6L) yields

- = - R*¥(T Q S, =
s* (%,0,t) = J @R e BHERR) o B
ig g

L]
+

s {72}

end according to Equations (24) and {29), Eg. {72} can be rewritten as

Equations (73) and (74), respectively:

- 82(§,R,§)

* (7 O 8¢
STg(r,Q,t) j ar Et(r ) e

and .
sgg(?,ﬁ,t) = Pﬁ(?,ﬁ,t) .

Substitution of Eq. (73) into Eg. (€7} and Ea. (74)

+he following forms for the "Integral Peint-Value Zg

- - _"\": - = - = - -
(;(r,Q,t) = TPkr*r' Q) {r:(r',ﬂ,t’) + F"g,(r',“*ﬂ') x:,(r',u',i"‘
& Lo &
and
WH(E,3,8) = PYE,E,6) + T (PTL,A) ¢ (R MR (53
124 g ETE EN
Irtegral Tvent-Value Egquation
At tnis peint let us introduce a value Zunction tes=d on the event

density and to relete this quantity to the poin
ering a particle leaving a cellision at T owith
{group g, 2, time t). The value of this particl

is the point-value functicn x*{r,it,t).
&
event in dR about r' = r + R} with *the probabtl

and the value of ibis event (to the effect of intere

t
to as the "event-vslue" and he dencted by W_{r',Q,t'
B &y
! Wﬂ(;',ﬁ,t‘) ig de®incl as tne value {2
g

"event-value'

interest) of having an sveut at r' with an . inconing

‘a

\
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phase space coordinates (group g, 5, time t'). The sum of all such contri-
butions to the effect of interest is given by

-] .- -
g, - - B*(r’R’Q) - -

J dR zo(r') e B LRGN

-0
and, if the event-value function is properly defincd, should egual the

point~value function; that is,

o T _ - 8rERA)
x*(F,0,t) = | dRIB(F1) e B w(F,3,t") (17)
g t g
0
or
xM(r,0,t) =T (ror' Q) ¥ (¥',3,t') . (78)
g € g .

A comparison of Eq. (78) with Eq. (75) would show that W_(r,0,t) can te
g

identified as

wg(?,ﬁ,t) = PU(F,E,0) ¢ € (F,0e00) x*, (7,0, {79)

8 g*g &
and substituticn of Eq. {78) into Eq. {79) yields the defining equation

for the "Event-Value Function"
{r,i,t) + cg»g,(?,ﬁ»ﬁ‘) Tg,(r»?’,ﬁ'} W rr, v,y . (80)

Equation {80) will be referred to as the "Integrzl Event-Value Eguation.
A compariscn of Eq. {80} with Eq. (38) would show that the event-value
v (¥,2,t). Therefore

function W _(r,0,t) is adjoint to the event density
g

the efrect of interest is given by

(81)

"
t

ey m SE(3,,1) W (F,,4) a5

Integral Emergent Adjuncton Density Faquation

The solution of either the point-value equation, Zg. (76}, or the
event-value equation, Eg. (80 ), could be accomplished by Monte Cario
procedures; however, the randon walk would not be the same as that implied

by Eq. (40)*. Consider the following altered form of Eg. (76),

o

Th= desire in MPR3E is to use the same »:
end adjoint calculations.

dom walk lcgic for both forward
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- g*(%,R,0) zf(?')

WEALL) = PREALY) ¢ J ar 5(7) e

' = = { \-%"8. SO0t ]
- Z?g (r' ,ﬂ“’p. ") ’z. “ S (r ,Q ’n )
) J &t " - XAEAE)
' | I, CYgea
g zzfg(ruﬂm.) 29-)

g

The additional weight factor [Zi(;')/}"%(; } arises since Eq. (TC)
and its altered form (Eq. (82), are actually clux-like equations

k]
though xg(;,ﬁ,t) is adjoirt to the emergent particle density x (T,3,t)-

g
In a fzshion analcgous to +ne forward protlem, the following new

quantities are defined:

B (F,3.1) = 13(3) x2(F,0,t) {83)
-5 T S
and
i (7,0.0) = T (Fert L8 GE(I',_,Z') {(BL)
= = “l

Siace xg(r,Q,t) is a flux-like wvzriable, the new variable H (r,0,

o]

2
be regarded as an event density and G~(r,§,ﬁ) lixe an emergent rarticle
g
density. The defining integral egua ion for G (¥,3,t) shouid be the
proper basis for an 2djoint random walk.
The defining equation for the adjoint event 2 :nsity function Hg(r,ﬂ,t)
is obtained by considering the fcllowing altered Torm of 2q. (75}:
_ g - - *(¥,R,{) 0o =
x*(7,Q,t) = | dR iofie') e & [BY(r',2,1")
g v 24
(85)

-

+CQgAFu§@')xéJEU§th,.

Multiply Eq. (85) by Z%(;) and rearrange as [C1i0WS:

_ o ¢ g B¥(T,R,Q) oo
$B(F) x*(r.a2.t) = J aR:S(F) e & R PU(F,0.Y)
t £ t g
{86)

v - - - L. ) - — .
+ Cg’g,(r',ﬂfﬂ') zf (%) XE,(r',Q',t‘)




S

P, AECL LT N st
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where
o : zf(?')
rLPR) z —e— ' L,0ea) . 8
Cg%ﬂr ) 28%§)CK%Jr ) (87)
t

Noting that:
Hg(;)ﬁ’t) = E%(;) X;(;sﬁat) s

- B*(¥,R,2) o
jazgme 8 RYCAR

and
g_. 1 I [,
() PZ(r,Q,t) = p§<r,n,t) ,

Eq. (86) becomes

H(3,3,6) =2 (e, p%F ,8,00) + 0 (B, Bane (F,3,t0)) . (88)
& g £ v g'

g»g'

A comparison of Egq. (8B8) with kq. (8L) reveals that

¢ (7,3,t) = p%(

N R
: x r,a,t) + ng+g,(r,ﬂ*9') H (r,a8',t) , (&89

g

and the subsequent substitution of Eq. (84) into Eq. (89) yields the

following defining equation for the adjoint emergent particle density:

P — - hd - . = - . - - .
cg(r,n,t, = P:(r,ﬂ,t) + Cg+s.(r,ﬂ+ﬂ’) Tg,(r+r’,9') Gg,(r',Q',t';. (90)

Equation (90) is almost identical with Eq. (40) which defines the
forward emergent particle density xg(;,ﬁ,t) and also serves as the formal
basis for the forward random walk. At this point, let us interpret Ig. (90)
in terms of the transport of bseudo-particles called "adjuﬁctons" n the
(P'+P) direction of phase space. This presenis two immediate protlems:

1) The transport of the adjunctons from r' = r + R} to r would be

in a direction opposite to the direction vector {l —- therefore,
he direction vector for the idjunctohighould te q = -8, and

‘=% - R .

+
19
r
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2} The collision kernel should be interpreted as describing the
(E'-E) chénge in phase space experienced by the adjuncion furing

its random walk; therefore, let

' - -
sy 2 (7 )
T,OWR) = r,iahr) = f & - .
Coryg(Th2120) = ¢ (5,101 Z' I a oy (91)
£ Zt {r)

Equation (91) may be rewritten in terms of a norralized collision

kernel and a weight factor:

( f - v \\*
. 1578 (5,30 L] adel® |
c,, (F,ama) =7} J Ay =2 R Pe (92
E7e g' L [ & (T) '
' Zjdﬂ u?”d (r,+17) * /
g

and may asswme values in excess of unity. Therefore, there is no "ennlogue"
scattering for adjunctons and the adjuncten's weight zay increase at scoe

cnllisions.
Equation (90' can be rewritten as

og(?,sz,t) = PZ(E,Q,t) + cs,*g(r’ﬁ'“’@? Tg‘(?»},a') Gp,(;',n',t‘) , (93)

7

which now corresponds tc the transport of adjunctons znd provides the desired
basis for the adjoint randcm walk in the MZRSE code. Hote that the source
of adjunctons is provided by ?i(;,ﬁ,t) which is relzfed to PZ(;,ﬁ,t) as

g

fcllows:

Se= & Shem oy
Plr,a,t) =p(r,-q,t) , . b
g(r ) g ) (9h)

which must be taken into consideration if the response function PZ(;,Q,t
has angular dependence -- however, many physical situsztions permit an

isotropic assumption for the (~dependence.

A Monte Carlo solution of Eq. (93), the "integrzl emergent adjiuncton dens

(2981 89

equation,"will generate data from which the adjuncton flux x;(;,ﬂ) and
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other quantities of interest can be determined. The general use of

x“(r Q) must take into account the reversal of direction between adjunctens
and real particles, i.e., Q = . For example, conbluer‘the various ways
of calculating the answer of interest:

A= g !If PZ(S,ﬁ,t) ¢?(;,§,t}d;d§dt (95)
- PA(r, 0,60 _
T E I{{ T (Tror,R) x (F',73,4' ) drafde
‘i zf(F)

>

"
o
:::2

j RERRIMTCE RSP J J

J
fj (3,0 (F e aRelar (97)

(
A=Z ) ShRe SN (7,8, ) dralar = £
[ §_{r,,t) s (r,8,0) .
o= 5 j{ e ~— 5 (7.9 +)drdfdt = j([—kh———-—-: {v,-0,¢)arandt {94}
g |} Bi7) & J £6(z) & :
t <

e Tuw]
—~
O
N

s {r,2,t) - - _
= g J[J —EL—-—~«—~rg(r'ar,-Q) cg(r',-a,t')didﬁdt .
J ot .

Further, if outward boundary crossings would be scored in the Torward
probler, the corresponding source adjunctons would be introduced in the
inward direction. Likewise, adjunctons would be scored for entering a
volumz from which the source particles in the forward proolem would be
emitted. It should be noted that many scurces and response functions are

isotropic and the problem of direction reversal rneed not be considered.
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Multiplying Svstems

The general integral equations in group notation of the previous sec-
tion are here specizlized to the problem of multiplying systems. In a
fissioning system it will be presumed that the source of neutrons for
the nth generaﬁion comes-from fissions which occur iuring the previous
generation, the {n-1)st generation. In group notaticn and seven-
dimensional phase srace, the source term for the nth generation,

Sg(;,ﬁ,t), is given by

s§<;,§,t>= j s™(F,E,R,¢)4E (100)
i AE
g

where

ne= = = . . D s .
8 {r,E,%,t}JdEAQ = source particles emitted ror the nth generation per
unit volume and time at the spzce point r and time t with energies

in dF about E ard directions which iie in &3 about @,

- - ‘ { - , - N~ - = o
s™(7,E,0,t) = f£f= }J dE'ad vi (r.E")e” 1(r,E',Q',t) (101
L !

s
T(E)AE = sracticn of fission neutrons emitted having erergies in dE

about E,

n—l"' - s
¢ ~{r.B,,t) = angular neutron flux for the {n-1)st generation,
vZf(r,E' = fission neutrcen yield x macroscopic fission cross section.

Substituticn of Eq. {101) into Eq. (100) and expressing the energzy integra-
tion as a summation over energy groups ylelds

a f

Sh(F,,t) =

“ [

- S - - g — Loed ‘
[ agt vZ? (r)_¢2,l(r,n',t) ] (102)
g

In

el ad

G

* .
The terms generation and batch will be used interchangeably in this section

and will refer to the batches of neutrons processed in the MZ3SE Monte
Carlo calculation.
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where
fg = J r(E)QE (103)
AE : '
g .
f vzf(F,EM(F,E,ﬁ,t)dE
AE :
ved (7) = —Br——— (101)
J o(F,E,,L)aE
AE
g

Equation {102) can also be expressed in terms of the emergent particle

density:

o -

' - —
vZ? (r) , _ -8 (F,R,2') | 5
g dﬁ'—————-J dR zf (Fle & ¥g (r',00)(10%)

& b N 8"z -
g'=G Iy {r) 5
where - _ _
o ( -8 (T,R,2") _
¢g,(1‘,f2',t) = J’iP e & Xg,(;','d',t') s (2c6)
5 v

. Gis o . . - . .
so that for a given Sé(r,ﬁ,tkthe exergent particle density distribution for
tha nth generation can pe ealculated using the rcllowing modified Torm cl

Eq. (27):
BE,G,8) = Sh(F.E,t)
Xg( g

1 (s 8 TB(F, -0 T IPREE: J ¢ (A )
P T B A R (r)e 6 LS TR
g|=gJ Ig (; J t g
Ln t 0

= s™F,a,0) + ¢, (F@na) T (FT,EY) X0 (B (107)
€ g'~>e g *g

Equations (105) ard (107) cean be combined and written as an eigenvalue equation

in seven-dimensional phase space
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' -
111;& ] vif () gt TBATRE
x (r ) == ai! ——dr I} (r) e x (r',a,t")
k bm g"G zg (r) 1 &
2 t
(103)
Yoo - - @ -
1 _ ):2 &y T-0) [ R e ,(¥,R,0")
+ ) j A ar ° (1) e (rr,a',t").
[ s - .
88 iy z“ w) 0

The usual objective in a reactor calculation is to find the eizen-
functions x (r Q ,t), and the eigenvalue k. In MORSF this is acccmpliished
1terat1ve1y, each batch being one iteration. The source for the first
pateh is unknown and must be assumed. From this source an estimate cf the
resulting emergent particle densltlcq,yi, are calculated from Eq. (107;. The
source for the next vatch, S is ottained from Eq. {105) and then estimz.es
of the Xz are obtained from Eq. {107). After the source has converged
(usually after a few brtches), the XZ are presuned to be a valid estimatc
of the eigenfuncticn XP in Ej. (1087 ' and an estimate of the multiplication

factor can be ottained for each of the succeeding batches

The muitiplication rector corresponding to the nth gereration (or ateh)
is defined as the ratio or the total production of sigsicn neutrons durinz
the nth generation tc the total number of source neutrons intreoduced intc

the nth generatiocn

vif'(F) LB (EREY
“ 4rd$"dt-——-——-—' aR I () e € x'g,(r',ﬂ',t')
g‘-G J X% (r) ] -

k = -~ - (1C9>
r 1 . .
n L.
Z”J s, arafat
g' =G €

which can 2lso be expressed as the ratic of successive sources

n+l - =
JJJ Sgl (r,Q Jd Idpd
g'=G

ko= - , (110)

1
) jjj % (7,5, )arafat.
=G g

1 t~3

g




4.10-32

The multipiication factor is calculated mrt the end of each batch and the
eigenvelu=:, k, is taken as the mean value of the kn averaged over all the

batches calculated after cunvergence of the eigenfunctions was achieved.

Equation (107) is solved by MPRSE in the same manner as it would be
for non-fissioning systems. The fission even:t is treated as an absorption
and the peutron's weight is medified accordingly, i.e., fissions that cccur
do not introduce new neutrons irto the present generation. The multiplica~-
tion factor, k , is estimated by summing the contributicn vi%(?)/i%(;).

Wb at every collision (Wb, the reutron's weight before collision, is an
estimate of the collisicn density). At the end of the tatch, kn is divides

by i, the total starting weight of the batch.

The source for the next batch is not cbtained directiy from the indi-
- . . 7 . - 3
vidual contribucicns (vI%eW ). Rather, Russian roulette and splitting are
T b
used to discretize these contributions into ones of equal value. The splitting

ané Russian rculet’e pareneters used zre deteruined by the input parametor,

FWLEW, the desired value of z single contritution. To kee2 the number cf

neutrons from rultiplying or decreasing indefinitely, FWLZ is modifijed from
batch te batch such that the number of source neutrons for each bateh rezains
nearly -onstant. The value cf Fwi@W for the (n+l)st batch is calculated at

e
the completion of the nth bateh as 1cilows:

d during *=e nth batch .
arin e nth batch) (131)

FWLE = FULP % .(fission neutrons‘nrodfce » _ = ‘
n+l n “n {source neutrcns introiuced into tre first batch)

where kp is an accumulative estimate of k thr-ugh n batches. The k nodifying

i

3

factor is required since the FWLZ calculated arter th: nth batch affects

the number of source neutrons in the (n+2)nd batch.

The adjoint problem for the fissioning system is solved by MIRSE in terms
of the random walx of "adjurnctons” as descrited by the integral emergert
adjuncton density egquaticn, Zq. {93}, that can be rewritten in batch note-
tion as

- - - - n ,=, a
(F,5,6) 10 + c_, (F,090) Tg,(r'+r,§') S (Fhat,e), (12)

n - : —
Gg(r,fz,t) = [p 2'g

o et 4701 A NSl « S e s+ e 2 i
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with the source of adjunctons being provided by the respcnse function
vased on flux density, P:. The eflect of interest for the nth generation,
x“, is the production of fission neutrons dqe to fissions in gfoup g that
appear at the fission site in the next generation according to the group

fission spectrum, fg, and is given bty ) _ i

n-1
g

A1 JII[P¢(?,§,tﬂn¢n-1(;,§,t)d?d§dt
>4 g

1 f ., « } o -
- JJJ in(r) ) aq’ Ef‘ COHE R $7H(F, 8,0 ) arafdt
g'=G {_ J

where
*
n,- s R . .
xg (r,Q,t) = the value to the effect of interest in the nth generation
of an emergent neuiron with phase space coordinates (group g,

r, f,t).

From Eq. (112), the sourze of zdjunctons for the rn+n generation 1is

identified as

[pg(;,ﬁ,z>1“ S )

Noting that according to Equations (83) and {84)

*N(T 3 - == 3 ~N(Fr O+ 4
TR, = — T _(r'*r,0; S (rt,0,t'} , (125)
& Z%(r) &
Eq. (114) can be rewritten zs T
o= = n g, = % =, fp' DS T R
[Pé(r,n,t)}‘ = vE;\r) ) aq Z——~277:T Tg'< '*r.?')Gg. (Fr,Bret)
g'=G 1, n 2f (F) &
- . 1116
vif(t) 1 ) = _e (F.RAY 116)
8'C iy 0 )
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Noting that the fission process is independent of the inecident neutron’s ' ;

st

direction and that the fission-neutrons are emitted isotropically ;

bl et s ""i“”'"é.i“"‘“";’f"“.‘;‘::.’ X

[p4(F.8,6)1" = Ipz(“f,fz,mn , (117)

and Eq. (116) can be used in conjunction with Eq. (112}, i.e., & replaced
by Q.

Equation (116; can be rewritten as

o - Pad
ore L VISR 1 . - B, (7R, g
{7 = T ' as :
(Pg\r,ﬂ,t)] T *——T;Y -Z aq [fg' VI, (r) J an e B
T g'=G 0 o1
Nl = (118)
x G, {r',Qv,t") , L
where 1 ! g
vi (F) = ) vZ%(;), , (119) ;
g=C
v&(¥) :
f - ;
GE_T¥7'= energy distrivution of adjunctons en serging from an adjoint :
£ :
fission, .

[fg,vif(;)]= the g'th group cross seciicn fer adjeint fission. .

It is noted that the integral emergent particle density equation,

(1.CT), is identical in form with the integral emergant adjuncton
density equation, Eg. {112), so that essentially® the same random walk
procedures can apply to the sclution of the forward and adfoint 71 issioning
systems. The adjoint source, Eq. (118), differs {rocr: .the forwari source,

(105), only in that the fission cross secticn and the group fission
spectrum have changed their roles. The adjoint-fissicn grovp cross .
section is [f evE \r)] and the energy distribution of the adjunctons :

emerging from an adJOlnt fission is ng(r)/vL (r).

* .
The seme differences will exist between the forwerd £nd adjoint collision
kernels here as was the case for non-fissioning systezs.
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The adjoint solution is started vy assuming scme arbitrary initisl
source, [Pé(F,?it)]{and calculating the Gl(f,fit)uSing Ba.(112}). A new source
term,‘[Pg(?,ﬁ)]g is then calculated from Egq. (118) and tne next estimate,
Gi(;,ﬂ) is calculated using Eq. (112). This procedure centinues until, as
in the forward case, the scurce has converged and the Gg's are presumed to
be an estimate of the eigenfunctions Gg. Then for each succeeding batch,
the following estimate is made for the eigenvalue k@

- e (F,R,O
' f}jdfdé'dt{fg'vzi'(;)lj dR o EE'(r’R’Q )Gg,(F',ﬁ'.t')
v = B=C 0 » (120

n
1 A - A -
) fJJ (P” (%,8,t) 1Morandt
g'=G (=3

[ e (2]

and the eigenvalue, k, is taren ass the mean value of the ¥ &veraged over

11 the batches calculated zfter convergence of the eigenfuncticns vas

1

achieved -~ exacily the same procedure used in the forward calculation.

X, e ot o, i

Thtrdetri wmin
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4.11 Generalized Gaussian Quadraturs

Ceneral Stat

R

mest, of the Problem and Its Solution
Given w{x!, a < x < b, such that w(x) > 0 (Restricticn ).

Problem: find !xi,wi} for 1 = 1l,n so that:

b
n

J f(x) w(ix) ax = z f(xi).ui (Restriciion II)
i=1

a

nelds for 1l i) where £(x) is a polynomial of degree 2n-1 or less.

Soluticn: Letermine a set of polynomials %i(x) (i=1,n) or:hogonal with

respect to wizj. That is

b
j Qi(x) Q. (x) wlx) dn=6_, B,

where 4 ie tro Yronecker delta and . is o nermulization constant.

wre given by the roots of Qn(x}, Qq(xi) = G, =rd

n-1
\ -
y 2 . 1
w, = Z Q.(X.)/h. .
i TR | i
li=1 J
: : , . 2n-1 . .
Note: Since the functions 1,X,X ,-...,% are indeperdent ané form a
basis for the spzce of all volyncmials of degres 2n-1 or less, it is

equivalent to “estriction IT to require that
b
\ n v
o= | x wix) dx = ] x *w, for v = 0,2n-1 .
s -
u =
Tn other words, +he problem is that of finding a discrete distrivuticn.

w*(x) =

N~

w. 6(x - x,)
i

i=1
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2n-1

having its first 2n menments, {Mv}v’o identical to those of tlre original

distribution wix).

It is then possible to relax the non-negativity restrietion, w(x) >0,
and in fact to state that w{x) need not be completely specified but only

its first 2n moments be given. Restriction I then becomes two restrictions
on the moments:

I,: lcil -G i=1, n-1

where ICil is the Gram determinant

[ M MM M, MMM, e M [

01 e e “ P 'u—¢‘

lc.| = l . lc. ] = MMM e = MM, o ;
1 lMJMZ A » 153

_ ]“2.3 ) ) !

!

. |

M |7 N X i

n-1n "‘-—/;

and

I.) The rocts of Q (x) lie inside the interval la,b}, i.e., a < %, < b
b n ’ - -

whenever Q (x.) = 0.
n 1

Equivalernce of Moments and Legendre Coefficients

We shall use the folliowing form for the Legendre expansion of au

angular distribution:
T 25+
tu) = § EZLe b (). (1)

From this it follows that

1 .
= it 1 and =1 . ’2
f, J () P () du 0 (2)
-1
The moments of the distribution are defined by
1
n
Moo= J o f(u) dw . (3)

-1




-

4,11-3
If the Legendre polynomials are written

P, ¥ s

p(u) =
x n=0

f O~
o]
—
e
~

{the 's may be derived easily from the recurrence relaticn for P (w)].
pg‘n X

- DPhen it follows simply from Equation (2) that

% 1 R 2
= Tau= ) p, M - ()
£, )} 19 J fu) u du IRITRY 5)
n=90 : n=0
-1
Likewise
1 1
’ . o 2;‘ + l { r
Moo= W o) aw = g2 Lu rlu) e .
{ £=0 " -t
From the orthogonality property ve know that Pgic) is orthregoral to any
polynomial of degree less +nan L. lience
r - .
u Pﬁ(u) dgp=0 for & >n .
-1
Then
n
20 + 1 -1 -
Moo= ] £ P (6)
2
n 0=0 £ nl
whore

L s . . n .
are the coefficients for a Legendre expansion of u , that is,

n
n %o2e+d Flpog
W=l > 1 PE\L) .

£=0

[The Legendre polynomial recurrence relaticn mev also be used to derive

-
recurrence relations. for the pnz.]
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Equations (5) and (6) show that the first n moments of an angular
distribution may be derived from the first n Legendre ccefficients and

vice versa.

Generation of Polyncmials Or:ihogonal With Respect to wixj

Let us row presume that we are given the first 2n moments, MO’Ml'

coay M , of an arbitrary function w(x) and are given no additional
en-1

information about w{x). We shall attempt to derive a set of polynomials

which are orthogonal with respect to w(x). If we define the notaticn
b
B(rx)] = [ 1) ula ax
a

then what we wish is to determine QO’Ql’ ey Qn such that

&, X (1)

e
-~

Qi(x) = Lo

with the normalization condition a,, = 1, anéd tha
ii

E[Qi(x) Qj(x)] = 5ij N (8)

Note ithat
b
\ - ‘? - 2
Ny o= E[Qi(x)] = I Qi(x) w(x) dx .
a

Since w(x) > O, ther it follows that¥

N.>0. (9)
i
From the properties of orthogcenal polynomials we knew that an arbi-
trary polynomial cf order i, Si(x), may be expanded in terms of the Q

rolynomials,

¥ ' o
Since we wish to relax the non-negativity restriction slightly but not
compietely, we will retain Eq. (9) 2s a reasonable requirement for a "well-
behaved" w(x). This requirement is essential to allow full use of the
properties of orthogonai polynomials. It is also essential to the
. eventual use of this development as a Monte Carlo selection technigue

since it is needed tc ensure that the "probabilities," W be positive.
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LN | Si(x) = kzo sika(x; .

It follovs that
E[Si(x) Qj(x)] =0 fori«<y.

Let us presume that we have obtained tae first i polynomials and are

attempting to derive Qi+l(X)' Due to our normalization condition (ai; = 1)

we have
Qi+l(x) =t Ri(X) , {10)
wvhere
R, {x) kio ai+l,k xk
Q (%) = xext R, (x)

= ol Y- R T4 ®R (%}
2ol () (9] ;)

= X Qi(X) + [Ri(x) - x P, . {x)i .

30

The term &, {x) - x R, ,{x) is a polyncmisl of order i and may Te expanded

L i-2
in terms of the Q's. Thus
.\i_
= ) + . 1 \
Qi+l(X) x Qi(x‘ L S Qk(x) {11}

For j < i-2 we can use the orthogonality relation
J

3 elq {x} Q x) ]
ay ElG0x) 2, (0)]

fl

[l kol

zlag,, (0) g;(x)] = 0 = Elx Q;(x) @ (x)] + Lo

- Blo () (@ (D] +ag B,

=di Ny o
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since x QJ(x) is a polynomiel of crder < i-1 and is orthogenal to Qi(x).

Since N, > O we must have 4., = 0.
J i}

If we write

TS
and
2 _
o3 =~ 44,11

then Eq. (11) reduces to

2
Q) = (x = uy ) Q,(x) -0y 9y (12)

l(x) .

This equation is the basic recurrence relation for our polyncmials. We

have
Bla,,, () g, ,(x11 = 0
= Blx g.{x) Q A -y lq,(x) Gy, X - o} EfQ;_l(A)]
= E[Qi(x) (x Q _l(x))] - ol N,y

i-1 R
= gl { - 1] - of B
ElQ,(x) (Q,(x) ki’ 4 1 x Q (x)}] - 0y Ny

=

- 5(63(x)) - o° N
i i Ti-1

This is easily solved for

o] = N/, (13)
If we return to Equation (10), it is easy {0 see thst
= Y0 X = | -i X
N, E(Q,(x) q,(x)] ElQ, (x) x ) + Bl (x) Ri_l(x)]
: . b . L
o) o= 1 oay | Kt S e m o
= Ax) x71 = a, X X x= 5 a,, M .-
i k=0 ik L : x=G ik E+1




/.m
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Likewise we will define

!

£
1]

i+
1oy = Eley (%) x
i

RZO 2y Mpeie1

mhen the final orthogonality relation used in defining Q;+l(x) gives us

0

E[Qi+l(x) Qi(x)]

= Ela,,, (x) x') + Elag, (x) Ry, (x)]

- (x) %] - 2 11 - 0% Elg ) 1)
Elx Qi\x) 7] = b JQi(x) x ] o] Ek(ti_l(x) %]

= L, ~ N, -0, L
i+l n1+l i i
or
L ~ L,
u _ i+l 02_}_
i+l i, i k.
i i
Li+‘ L,
=—;—i——;‘—‘L— . (16}
" i-1

The coefficients asy ray be cbtained from the recurrence relation, Eq. (22},

by taking the coefficient of xk on both sides of the equation. This gives

2

' \
i %1,k ()

&, =a, , - U, a, -cC
i+l,k ik-1 i+l i,k

To recapitulate, one uses mcments through M2i and the values of iy froem

F<S

Qi(x) to calculate N, (Eq. 1h4). L along with the previously determined

2 . .
N aliows one to calculate o, \Eq. 13). The moments through M, , and

i-1°
Qi(x) determine L. . (Eq. 25). This in turn allows the calculation of
: . 2 '
Wi (Eq.‘16). With 0; and b, the recurrence relation (Eq. 12) deter-

mi hel) I he mor M . we eyl oV
mines Qi+1(d) In sum the moments M_,M), My 4 of w(x) allow the

determiration of the orthogonal polynomials Qo(x), Ql(x), ceees Qn(x).
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This is subject only to the restriction Ni > 0, i = 0,n. Although it is

far from cbvious, this restriction may be written Zin simple closec form as:

M
MOMIMQ ceen

Y
MleM3 ceee M.

> 0 .

M, M, .o M

2i

Properties of the Roots of the Orthogonal Polynomials

The roots of the orthogonal polynomisls have two useful properties

which we shall prove.

. tAl . .
"interleave' with

Lemma Y: (x) hezs n dietincet, real roots which
. L - <z . o fuN
the roots of Q (x) that is, between any two adjacent roots ¢l Q. - ix)

thews is one and only cne root of Qn(x), gnd furthermore there is one rod

- e

of Q (x) greater than the largest rcot of Q l(x) and one smaller than

a4

the least root of Q _ (x). ikewise there is one and only cne root c:

Qn_l(x) between any two adjacent roots of Qn(x‘.

Proof: we assume the Lemma to be true lor Qn 1 and Qr 5° Let
x, > x2 > iee. > xn 1 be the roots of QP 1 Then it follows that the

4 . . N
uen X 4 N b e lternate AFREECS S ¢1od
sequence Qn-°( ) Q- xe), s Qn—2( n-l) alte ﬁa es in sig ince

(x, ~v) Q (x.) - o= . Q x,)

Qn(xi) i n n-1""1 - n=1 n=-2 1

2
~ %51 Qn-Z(Xi) )

Ve

(71
(2]
o3
ot
W

The sequence Q_ (x ) Q, (x Yy e Q (x 1 ) also alternates in si

establishes that there is )t least one rcot of Q betwpen any two roois of

Qn--l
at +e and alternate in sign at -=. Qn ~ has no root between X, an

O
12}
PR
ct
-
<
0

. Because the Qi's are normallzed to &y = l tney are all p

) " ¢ : . .
hence Qn_g(xl) >0. But o, > 0 {because Nn-l >0and §__, > 0is

therefore, Qn(xl) < 0 end Q must have at least onc root greater than X,
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Similar reasoning leads to the conclusion that Qn—2(xn-1)’ Qn_2(x -+ -w)?
and Qn(x -+ -} have the same sign while Qn(xn-l) is of the opposite sign.
Thus Qn must aave at least cne root between xn—l and -=. Since this gives
us n intervals vhere Qn must have "at least one"” root, it is clear that

Qn has 1 distinct rocts which interleave with Lhe roots of'Qn 1

The procf by induciicn may be completed by using similer arguments
to show that one of 1he two roots of Qq(x) lies zbove th=a single root of

Ql(x) und one below it.
Liemma II: The n roots of Qr(X) lie in the intervel (a,b).

Froof: Assume that Qq(x) hals only = changes of sign in the interval
{a,b) at the roints X, X, ey £_ . Let
g < & s
' 1
1]

8(x) = (x - x, Mx - ?2 (x - 13) cene fx - xs) ,
\

then 6{x) Qn(x) does not change sign in the interval (a,bj. It follows

that*

However, 6{x) is a polynomial of order s < n. Since ¢ (x) is crthogonal
to all polynomials of order less thaa n, we must have s = n, thus proving
the assertion.

The Meaning of the Two Resiricticns Which Replace the Non-Negativity
Requirement, wix} > 0

In the foregoing development, knowledge of the entire function w(x)

is never reguired. Instezd, all that is needed are the moments, MO’ M,

ceaey M2n—l
by valid for the whole class of functions having those mcments. Since

, of w{x). The generalized quadrature thus developed is there-

the moments are equivalent %o the Legendre coefficients, fo, fl’ vy

£,

on-1? this class is comprised of all functicns having the same truncated
-1 :

» - '

This step relies on the requirement that w(x) be ncn-negative. We wish
tc relax this restriction somewhat but not completely. Since Lemma II
expresses a property which will be essential to the use of this develop-
ment as a Monte Carlo. selection technique, we will use this property as
one of the requirements for a "well-behaved" w(x) with which we shell
replace the non-negativity restriction. o
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Legendre expansion; that is,
: 2n-1
ol t
wlx) ¥ o¥(x) = § EXtde o p(x) .
. 2 £ £
£=0
In particular, the discrete distribution derived by this techrique is

itself ome function from this class.

It is not required that all functions of this class be ron-negative;
in fact, there are infinitely many which are not. It is not even required
that the truncated Legendre expansion w*(x) bLe non-negative. However, it
is essential that at least one function in this class be non-negative.

The restrictions

1) N >0,i=1,...,nand
2) Qn(x) has n roots in the interval (-1, +1)

express exactly this requirerent. Then it follows that w*{x} is the
truncated expansion of some unspecified non-negative tunction. The failure
of eitrer of —hose two conditinns exprasses the Tact that the given moments

{or Legendre coefficients) are no: thoue of any everywhere rositive function.

Generation of tne Generalized Gaussian Juadrature

we are given wlix}, a < x < b, Lor rather, we are given the moments of

w(x)] and we are attempting to finl a set of points, xi“ and associated
weigats, wss SO that, Tor any arbitrary polynomial, £(x), of ordsr 2n-1

cr less,

b
n
E[£(x)] = j ) wlx) ax =V £lx)ew, -
i1 7
a

By simple division of polynomials,

£(x) = q _,(x) Qg(x) +r 4(x)
where qn_l(x) and rn_l(x) are polynomials of order n-1 or less.

E[£(x)]

Elq,_,(x) Q (x)] + Elr _,(x)] 18)

E[rn_l(x)] from the orthogonelity property of Q-

I e o I R BT i v RS T i Ean e A R o R
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However, we want

n
) £l )wg =
i=1 i

]

E(f(x)]

i o~3
—

43
o) Y. o
q, (%) lxgdmey ¥ izl rpa(%i) e

(19)

n A
izl qnvl(xi) Qn(xi)-mi + E[rn_l(x)] .

By subtracting Eq. (18) from Eq. (19), we find that we rust require, fcr

all polynomials, qn_l(:r.) , that

n
1 a fx.) Q {x)ew, =0 (20)
521 n-1""1 n 1 i

This condition can only pe met if

Qq(xi) = 0, that ic, the desired points, %, 7€ 1he roots of QW(x). (z1)

Now we still rust pick The weights, w., SO that

L

{r

Lol

i3] T \
{xyy= ) T (x.) w,
n-1 & b <

where T 1(x\ is an arpitrary pclynomial of ordsr n-i cr less. Since
Tl ey e expanded as & linesr sum of the erthogonas ;olynomials, Qs

- G
Ql, cees Qn 17 j+ is sufficient tc require

]
r
——

n
E[Qk(x)J = 121 lexi)-wi for k = Oplsesesn=l - (2

However,

E[Qk(x)] = E[Qk(x) Qo(x)} = N, S0

Thus we must have

n

Toqlx)mey = B 8, for k= O 1yels-on=1 - (23)
i=1 : '
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Multiplying Eq. (23) bv [Qk(xj)/N ] and summing over k. we find

J
n-1 Q (x,) r n-1q (x,) Q(x,)
) Ezﬁ_i_ % Qk(xi)aw; = ) mi{ N E&.J%thi_l;q
k=0 J i=1 - i=1 k=0 k
(24)
n-1 @ (x,) Q (x,)
B AL LA i WP
L& N o ko N o
k=0 J o
Introducing the function
n-1 ¢ (x) o (y)
Dn-l(x’y) = X Qk N “ ?
k=0 = Kk
we can write Eq. (24) as
n
:Zl ws Dn—l(xg’xi} =1 . (25)

To proceed further we must estazbliish the Christoffel-~Darboux identitys

) - m
Q, () o _,(¥) Qn-l(X) Q ¥
ﬂn_l(x - )

®
T et e s oree s i o o gl

-we 00 - 0% ) o ol () -8 (Il - )8, -0

ﬂn_l(x -y)

(x - ¥) Q_q(x) Q,_(¥) . oi_l Q. (%) Qo) - Q,_,(x) Q. (¥)}
) Nn-l\x - ¥ ‘

Qn-Z(x) Qhai(y) Nn-l
Y) CE

Qn_l(x) Qn-l(y) Qn-L(x) Qn-z(y)

Nn—l Nn_l(x

Q,q () @y 0) @, 4 0x) Qo) - 50 Qg

N1 N k- y)

Q) @) & p(x) G o) 4 () G 30Y) - %) & p )

R e —
N1 N2 N f’ v

i
n-3"
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n-1 Q;K(i) e, (¥) Q, (x) Q) - Qy (%) ‘Q,l(z)_

-
= L Ne " No(x = ¥)
k=1 . 3
?51 Q () q (¥) (x- b)) - - )
= +
. N N (x - ¥)
K )
k=1 (26)
SR (%) Q) el g (x) Qly)  9p() &)
= EL N Ry EL i ¥ , 5
k=1 k=1 ¥
n-1
g (x) g (¥)
= EL TR = Dy (05¥)
k=0
Therefore “
o (x) @ .(x) -@a _(x)Q(x) k
) _.n ] n-1 3 n-1 1 n 1 1
Dn—l(xj’xi) - No_p(xy - x,) (27) Eé
For i # § and Qn(xj) = Qn(xi) = 0, g
Du-l(xj’xi) =0 . ;
Therefore, returning to Eq. (25),
izl wg Dn—l(xjfxi) = w, Dn—l(xj’xj) =1
or
n1 qo(x,))-1 :
w, = fp__,(x ,x.)]-l = { ) Q—%-J— (28) '

o i 20
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Q..) .. 2
Limits of ui and oi

In the calculations leading to the generalized Gaussien quadrature

wve obtained two restrictions which had to be satisfied in order to have a
positive distribution located on the interval {~1,+1). These restrictions

were:

1) N, > 0.
1

2) All the roots of Qi(x) lie in the interval (-1,+1).
Let us determine first what limitations these two restrictions place cn
)
the guantities L c;. Consider first the effect of adding an infinitesimal
amount Au to ui. We have

Qi(x) = (» - ui) Qi—l(X) - 0;_1 Q'-E(x)

pl

and
D
Qg(x) = (x - W= su) Qi_l(x) - o;_l Qi—2(X) = Qi(x) - Ap Qi_lxx).

If Qi has a roct at x then Q; will have a root at x0+ Lx

O’

* g = = \—‘\ ,:\\
Qi(xo + Axo) 0 Qi(xo * 8x,) - bu Qi-l(XO + axg)

If we expand the right-hand side and keep only first ordsr terms

= ) tiy Y= A = H Ve I M
0 =g (x) + axy 21(xg)- aw Q_,(x,) = 8x4 Qj(xg)~ du 41 (%y)

or
REN ‘
bq = —Qfm S (=)
1

Since Qi(X) is positive as x approaches +=, then Qi(xs) > 0 at x,
equal to the largest root of Qi. At successively smaller roots of Qj the
sign of n'(y) alternates from positive tc nrgacive. Qi_l(x) is similarly
positive at +o, Also, it has no roois greete than the largest root of
Qi' Therefore Q l(x) > 0 at the largest root of - Bzcause the roots

of Q.

-1 1nterleave with the roots of Q , the sign of Q l(x) must

SN .
e s e 1 35 b

sne e e i sy ey

gs‘ﬁ.\a...vmu*; e
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alternate at successive roots of Qi(x). Therefore, at &il rco* of Qi(x)

we mus:. have:

i_l(x) i
—EETET— > 0 . {39)

or, going back to Equation (29)

>0 .
ap,
i
Therefore, as ui is 1ncr°ased the roots cf Q (x) shift to the right, and,
as u is decreased, the roots shift downward. It u, is stezdily increased,

the largest root of Qi 4ill eventually ecual 1. This point is determined

by
2 ,
Y = = - ! - l\
Q1 =0=0 ) @ 1) = ol ) 0 5l
or
4
2 Qo)
e T4 T %0109, (HL

This ig clearly the maximur value of u.,

the interval {(-1,+1). Likewise there is a minimum velue et which the
lowest root of Qi cecurs at x = -1.
(-1) ' (-1) - o (1)
o {-1) = 3 = (-1 - u, R 5.5 B U DR © S
hS ’ \ ul) Ql—l €io1 "oz g -
or ,
. Q. (=1
pnm : 2\ )
i 1—1 9 1(—15
Note that
Q_,(1)
u:l-,>0
i . i ?
Ql—)‘ !

due to the positivity of the functions as they apprcach += znd that

(-2)
~ i-2
B, =-g 7%

i-1
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) 2
jue to *heir alternation in sign at -=. Since CJ_i 1 > 0, we have the

following picture on a ui—axis

yin uxfzax
1 } } |
i o i 1 s
2 2
- - o g -3 a2
1 1 + i-1 "3 1 1 +]

Now that we have urper and lower limits for u., what can we say about
2 . ' c s . . . 2 .
Oi? Since Hi/Ni 1 restriction I implies that o > O. We can obtain
‘ 2 min _  max For la'éér values of o:

i+l i+2” ) i’

min oL . . 5 | R .
Fiel 7 Miaes? which means that there is no value of LT which will ellow
ail the roots of Q4+1(XJ to lie inside (-1,+1)}. Thus
) S a0 2 gy {-1)
~ 'Yi‘max Qi\rlf =T ST imax Q {-17
- (+1 (=1
i 2, - Q40 ) {4t )

. . . 2 s L
We can work back from the limits on ., andoi to obtain limits on the moments.
1

=N /N
o = Ni/My

i i-1

\ T oa,, MO since a,, =1 .

M= ) gy Mg Myt g ik ke i1

k=0 k=0

Therefore
2 r 9 (1) 9, (1)

0<g, <2
i

L Oj._wl) "'é»_i(-l) B




also

Tc
moments
convert

Mys My
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i-2

i
N \ _ Z
Ligg = 4 %k M " Meia 7 %y “gei0d
k=0 ¥=0

il

; therefore,

; .
max . - 2. 1-1 173 % 1 2 Ti-1 b
. = N, = N T 3 + T = i, K - T —_ // ”
i+l i i i 1) hi R i i@ i i

Yl
sa 1=
. '/l ~ ?‘_i—l\l) \‘: i1 < } \ . ”
Mpip S 0 ¢ QT / 172 © Fgp kil

obtain the limits on the Legendre crafficients, teke the sed

already determined Ml, M2, ceeis Mzi—l oomtined with ME?X end
from moments to:Legendre'coeffigients. This gives zth. wher
ey Hﬁi-* are combined withlfgin ané‘cc&verted, ore obtains
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5.1 ABSTRACT

The PICTURE program was written to provide aid in preparing correct
input data for the combinatorial geometry package CG. It provides a
printed view of arbitrary two-dimensional slices through tha geometry.
By inspecting these pictures one may determine if the geometry specified
by the input cards is indeed the desired geometry. This report describes

PICTURE, its optlons and input.
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5.2 Introduction

The PICTURE program was devised to help the user determine if his
geometry input data does indéed describe the geometry he had in mind.
PICTURE displays, as printed output, two-dimensional slices through
the specified geometry. A regularly spaced array of'poihts is generated
and each point is plotted as a symbol related to either media, region

‘or zone depending on the option selected by the vser. By printing out

this array a rough picture of one view of the geometry is produced.

The user may then look at the picture and determine if the geometry is

.as intended. A sample problem is contained in Part 3, A Sample Problem

Notebook.
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5.3 ROUTINES

5.3.1 Main Program or PICTURE

The executive routine for the PICTURE program reads in the input,
calculates the coordinates of the‘picture to be plotted and controls
the calls to other routines. There are several-different ways in which
a two-dimcnsiénal slice through the geometry may be obtained. These
different options are discussed in Section 5.5 with discussions of the
input. The characters to be printed for corresponding media or regions
may be changgd by altering the values in ATABLE as given in the data

statemnent.

Subroutines called: J¢MIN, PRINT

Commons roquired: PICT

Variableé required: Several input cards are read.

Variables changed: All variables in common PICT. (see Table 5.1)

Significant internal variables:

INT - input logical unit,

14T - output logical unit,

NADD(1) - firs: location in blank common for storage of geometry
' data,

NCK - flag to indicate which set of input options was used to

define the two-dimensional slice.
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Table 5.1, Definition of Variables in Common PICT

Variable Definition

DELU The increment in geometry units between lines in the
picture in the U direction.

DELV The increment in geometry units between lines in the
picture in the V direction.

X0, YO0, Z0 The coordinates in geometry units defining the first

: point (upper left hand corner) of the picture.

XU, YU, ZU The length (in direction U) of the picture in geometry
units.

XV, YV, Zv The width (in direction V) of the picture in geometry
units.

NST@R(130) An array used to store the medium, region, or zone

: : number for one lire of the picture.
IRG A flag indicating that region, zone, or medium geometry

parameter should be prirnted if IRG is negative, zero,
or positive, respectively.

oS A e oot D e e

SRR
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5.3.2 Subroutines

C

Subrontine PRINT (KXX, KYY, ATABLE) -

This routine controls the printing of the picture. First it is
determined if the picture is to be more than one "page" (133 columms)
wide and then for each line of the picture on the first pége the informa-
tion to be printed is determined by calling MESH and printed with a

130A1 format. The next lines are then calculated and printed until

that “page" is finished.
Thus, as much datail may b obtained as necessary in both directions by

Note that a page refers to width, not length.

piecing together'the output.

Called from: PICTURE (Main) -
Subrout:{ine called: MESH
Commons required: PICT

Variables required:
KXX - number of intervals in the U direction (direction of

paper movement through the printer),
KYY - number of intervals in the V direction (line),
ATABLE - table of characters to be printed.
Significant interval variable: »
NPAGES - number of subpictures required to cover the width of the
total picture,

I¢T - output logical unit,
NV - number of characters per line (characters/puge width) .

I o R o
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Subroutine MESH (XS, YS, ZS, NV) - |

Subroutine MESH is used by the PICTURE paékage to set up one line
of print in the array NSTPR. Both for efficiency and to debug the com—
vbinatorial geometry packagef,’this.version-has been modified to work
exactle- like particle tracking. L@@KZ is first called to determine the
zone of the first grid point. A trajectory to the last grid point is

then initialized, and successive calls to Gl "track" a particle to the

. last point, setting the region of each grid point in NSTPR. By settiwg

IRG negative, zero, or positive, either NREG, IR, or NMED will be stored
in the print array NST@R.

Called from: PRINT

Sibroutines called: LO@KZ, Gl

Commons required: PICT, GPMLYC, PAREM, @RGI, blank.
Variables required:

XS, YS, ZS -~ coordinates of firet grid point,

NV - number of grid poiats,
DELV ~ distance between grid pcints,
1IRG - flag to print NREG, IR, or NMED if IRG is negative,

zero, or positive.
Variables changed: NSTYR - print array.
Significant internal variables:
J - grid point index,
IST@¢R - value to be stored in KSTOR between successive boundzry

crossings.

tSee Part 4, Section 4.7 of this document.
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5.4 Input Data

1. Card PA: Format {i3)

. NUSE: The number of characters to be read on Card B to replace the
_standard values of ATABLE. Leave Card A blank and omit Card B
if the standard ATALBLE is desired. NUSE < 50.

2. Card PB: TFormat (50A1) (omit if NUSE = 0)
ATABLE(I), I=), NUSE: The list of characters that are to be printed
for each medium. For medium N, ATARLE (N+1) is printed. 1f
N 2 47, ATABLE (48) is printed. The standard values of
ATABLE are:

Medium Number Character Printed

0 (external void)

1 through 9 _ 1 through ¢

10 through 35 J. through Z

36 through 46 variousvspecial
’ characters

> 47 (including (blank)

internal voids)
3. CF$Y input: Combinatorial geometry input.’

4. Card PC: Format (212, 1824}

]

5 0 After this picture, return to Card PC for another picture
INCT: with the same geometry.

1 After this picture, read in a new GE¢$M input. (step 3 ahove)

L}

h

-1 Display the region geomutry.

[}

IRG: U Display the zonz geometry.

L}

1 Display the material geometry.

TITLE(L), I=1, 18: 72 characters to be printed as a title.

3
"See description of geometry input in Section 4.3 ol Part 4.
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Card PD: Format (6E10.5)

YUL X; Y, and Z cobrdinates in tha combinatorial geometry of the
upper left corner of the picture.

XLR

'YLg ’ X, Y, and Z coordinates in the combinatorial geometry of the

lower right cormer of the picture.
Z1R : - ,

Note: Card PD partially describes the plane of the slice by defining
two points in the plané and designates the top, bottom, left

and right sides of the picture.

Card PE: Format (6E10.5)

Uy : :
U ™rection numbers proportional to the direction cosines for

Y the U axis of the picture. The U axis points down the printed
Uy page in the direction the page moves througli the printer.

Vx
Vy Direction numbers for the V axis of the picture. The V axis
v points to the right across the page.

Z

NOTE: Card PE completes the description of the plane of the slice by
giving a line in the plane, also specifies the corientation

of the picture on the output.

Card PF: Foruat (2I5, 2E10.5)

NU: Number of intervals to brint»along the U axis (oveirides NELU).
NV: Number of intervals to print along the V axis (overrides JELV).
DELU: Spacing (in GE®M units) bf'intervais along the U axis.

DELV: Spécing (in GE@M units) of intervals along the V axis.

NOTE: All four éntr;es are not required as input on Card PF;

‘see below for“explaﬁation.
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1. Xpp = ¥pp = Zpp = O- ‘ ,

~ For this»éase NU and NV must be specified. In addiﬁion, either
DELU or DELV must be specified. If the other is left blank, the code
will produce an undistorted picture. If both DELU and DELV are specified
the picture is likely to be distorted. The standard printers give 10

.characters to the inch across a line but ouly 6 lines per inch down the

page. Because of this DELV = .6*DELU is necessary to produce ai

undistorted picture.
2. . XLR or YLR or ZLR # 0.

If any one varisble on Card PD is specified, the code will calculate

the others to produce an undistorted picture.

If both NU and DELU (or both RV and DELV) are specified, DELU (or
DELV) will be ignored.

The U and V axes may have arbitrary orientation. {If they are not
orthogonal, the resulting picture will be distorted.) In Option 1, the
first point will be ar (X, Y,>Z)UL, and the remaining points in the
directions and at the distances specifigd. In Option 2, the ranmge from
Xy to Xjp is divided into intervals and the calculated points will be
at the midpoints of the intervals. The first point will be 1/2 interval
past (X, Y, Z)yp and the final point will be within 1/2 interval of (X,
Y, Z)LR' If (X, Y, Z)LR does not lie on the U~V plane, or if the U and V
axes are not orthogonal, the location of the final point is not readily

predictable.

The simplest method to obtain the correct results is to specify two
diagonal corners of the plane of the slice on Card PD, with the top
having the short dimension. Then, on Card PE, specify the U axis to be
parallel to the edge of the slice with the large dimension (left or right
side), and the V axis to be parallel to the edge of the slice with the
small dimension (top or.bottcm); Finally, let the only entry on Card PF
be NV equal to maximum number of characters per line on your printer;

this will provide the largest undistorted picture.






