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Calibration of a Groundwater Flow and Contaminant Transport Computer Model:
Progress Toward Model Validation

R. R. Lee R, H. Kctelle J. M. Bownds
Energy Division

T. A. Rizk
North Carolina State University

ABSTRACT

A groundwater flow and contaminant transport model calibration was performed to
cvaluate the ability of a typical, verificd computer code to simulate groundwater tracer
migration in the shallow aquifer of the Conasauga Group. Previously, standard practice sitc
data interpretation and groundwater modeling resulted in inaccurate simulations of
contaminant transport direction and rate comparcd with tracer migration behavior. The
site’s complex geology, the presence of flow in both fractured and weathcred zones, and the
transient character of flow in the shallow aquifer combined to render inaccurate assumptions
of steady-state, homogeneous groundwatcr flow.

The improvement of previous modeling results required iterative phases of conceptual
modec! development, hypothesis testing, site ficld investigations, and modeling. The activities
focused on generating a model grid that was compatible with site hydrogeologic conditions
and on establishing boundary conditions based on site data. An annual average watcr tablc
configuration derived from site data and fixed head boundary conditions was used as input
for flow modeling. The contaminant transport model was combincd with the data-driven
flow model to obtain a preliminary contaminant plume. Calibration of the transport code
was achieved by comparison with sitc tracer migration and concentration data.

This study documents the influence of fractures and the transicnt character of flow
and transport in the shallow aquifer. Although compatible with porous medium theory, sitc
data demonstrate that the tracer migration pathway would not be anticipated using
conventional porous medium analysis. However, by incorporating a systematic approach to
site characterization and conceptual model formulation coupled with rational interpretations
of site data, a conventional porous mcdium model can reasonably simulate the level of
resolution provided by monitoring a groundwater tracer test. Simulation accuracy over a
period of weeks is constrained by the ability to conceptualize and predict the complex
interactions of fracture occurrence, changing local hydraulic head configuration, and annual
and event precipitation. Simulations over a period of months smooth the effects of short-
term fluctuations in these factors for more accurate comparison with tracer migration
behavior.
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1. INTRODUCTION

Disposal of hazardous and radioactive waste in fractured, hcterogencous geologic
media presents challenges in evaluating the ability of conventional applications of
groundwater flow and contaminant transport computer models to accurately simulate natural
conditions. At the U.S. Department of Energy (DOE) Oak Ridge Rescrvation (ORR) and
elsewhere, the cffects of thesc geologic complications on the aquifer system are difficult to
demonstrate and verify; therefore, they arc often omitted or minimally incorporated into
conventional porous medium modeling. Results of these models, however, provide a partial
basis for contaminant pathways analyses at waste disposal sites that affect dccisions
regarding waste disposal strategies, disposal unit designs, and approaches to site monitoring
as part of performance assessment. In remedial studies, model results affect decisions
regarding the feasibility of alternative corrective actions and monitoring network designs to
demonstrate regulatory compliance. This study describes cfforts to incorporaie natural site
conditions in groundwater flow and transport modeling to achicve model calibration. A
calibrated model can then be applied to accurate predictions of transport behavior to
achieve model validation.

On the ORR to date, computer model simulation of natural site conditions has not
been rigorously demonstrated by comparing model results with the migration bchavior of
a groundwaler tracer. Beginning in FY 1988, an attempt at such a comparison was made
using a groundwater flow and transport computer model validation experiment. The
cxperiment used data from geologic and hydrogeologic sitc characterization and the bchavior
of groundwater tracer migration under ambient conditions in a ncar-ficld location
(determined on the basis of tracer migration) to predict tracer arrival time, location, and
concentration in a computer-defined far-field location. Lessons learned in the FY 1988
activity were used in FY 1989 to calibrate the computer simulations to tracer migration.
Because tracer had already migrated to the far-field location, predictions of tracer arrival
were not performed, and this study is not considerecd a model validation study in the sense
of predicting tracer behavior in the absence of a priori field data. Rather, the study
focused on documenting the factors that control contaminant transport migration, on
simulating tracer migration behavior, and on defining the modeling requirements to achicve
the level of resolution provided by tracer migration. In this regard, the study may bc
considered empirical modeling, or calibration. As the report demonstrates, however, the
study serves as a validation by confirming the legitimacy of ideas based on ficld data analysis
through computer model simulations.

This report presents the results of FY 1989 activities to simulate the migration of a
groundwater tracer under ambient conditions on the ORR. The report summarizes rclevant
highlights of the FY 1988 effort to perform a groundwater flow and contaminant transport
computer model validation (for background purposcs), as well as the mecthods and
approaches employed in FY 1989, and the FY 1989 results and rccommendations. The
report is intended to be comprehensive. In addition to appending sitc data, the report
provides a chronology of events in the FY 1989 study, which includes initial conceptual
modcl development, hypothesis testing, test results, modifications to the conceptual model,
and steps taken in computer simulations of site flow and transport. The authors provide
this level of detail because they consider that the evolutionary process of conceptual model
development and refinement is inscparable from, and may supcrsede, simulation results.



Because much of the work associated with these activities occurred simultancously, some
redundancy and forward refcrencing in the presentation is unavoidable; this is minimized,
however, to the extent practicable,



2. SITE DESCRIPTION

The study site (Fig. 1, in back pocket) is located in West Bear Creek Valley on the
SORR within a larger surrounding site under consideration for tumulus disposal of low-level
radioactive waste as part of the Low Level Waste Disposal Development and
Dcmonstration (LLWDDD) Program (Fig. 2, in back pocket). It is important to recognize
the small scale of the study area rclative to the overall West Bear Creck Valley site. The
site area compriscs ~2880 m? (0.7 acre); total tracer migration distance to date (16 months)
is ~49 m (160 ft). The rectangle around the majority of wells in Fig. 1 describes the
approximate location of the computer model grid boundary, which is illustrated in many
figures to follow.

The study site is on the western side of a gently sloping topographic high and is
bordered on the west by a small perennial stream. The site is underlain by complexly
interbedded silty limestone and shale lithologics of the Maryville Formation of the Cambrian
Conasauga Group. Although site geologic structure exhibits minor local variations, geologic
strike is consistent with the regional norm (about N 60 E degrees), and bedrock dips
uniformly at about 45° southeast. Bedrock fractures are ubiquitous. Those fracturcs that
cross bedding scldom extend beyond individual bedrock lithologies (about 1 to 5 c¢cm in
length), while bedding plane fractures may extend latcrally for much greater distances.
Based on detailed stratigraphic studies of rock core, Lec and Ketelle (1989) describe
mesoscale structural deformation features that consist of zones of intense fracturing, fault
gougc, and drag folds. These features extend from 1 to 3 m vertically and from tens to
hundreds of meters laterally; they occur erratically and may terminate or change character
abruptly. Their occurrence is generally more common in limestone-rich lithologics.

Soil is thin (~0.3 m) to essentially absent at the site. Weathered bedrock (saprolite)
extends from just beneath the surface to depths of ~3 to 10 m (10 to 30 ft). Saprolite
thickness is related directly to elevation; greater thickncsses occur on the topographic high
in the eastern portion of the site. Although the degree of weathering decreases with depth,
the interface with unweathered bedrock is abrupt and gencrally is defined as the depth of
machine auger refusal. Mean water table depth generally is coincident with the bedrock
weathering interface, with seasonal water elcvation fluctuations of ~0.3 to 1.5 m (1 to 5 It)
depending on ground surface clevation. Annual water table fluctuations are larger at higher
topographic elevations.



3. PREVIOUS INVESTIGATIONS

The phase 1 study was complcted in FY 1988. Phasc 1 included the performance of
hydrogeologic site characterization, the initiation of a groundwater dyc (Rhodamine-WT)
tracer test in the shallow aquifer, and flow and transport modeling. Lce and Ketelle (1988)
summarize those activities in the following paragraphs.

The tracer test began April 20, 1988, and was performed under ambicnt conditions
(natural site gradient). Following removal of ~10 L of water from the tracer injection well
(GW-484 in Fig. 1), 10 L of a 40% Rhodamine-WT dye solution was introduced to the
upper 0.3 m (1 ft) of the water table surface to simulate complete failurc of a wastc
disposal unit and immediate introduction of leachate to the water table surface. Monitoring
began immediately after tracer injection with eight automatic sampling devices located in
strategic near-field locations in the downgradient path of tracer migration predicted by sitc
aquifer testing. As detection of tracer began, sampling devices were moved and additional
detection wells were constructed in the uppermost portions of the aquifer to monitor tracer
migration. Quantitative traccr analysis at 1-ppb resolution was performed using fluorimetric
techniques. Monitoring continues.

The initial flow and transport models did not accurately simulatc natural site
conditions or tracer migration. Recsults of sitc hydrologic testing and preliminary modeling
in phase 1 predicted that tracer would migrate in a direction coincident with the maximum
hydraulic gradient (in an ~210° azimuth) with moderate lateral dispersion and at a rate of
~1 m/day. Instead, tracer migrated in a 245° azimuth (parallel to geologic strike), in a
plume less than 3 m wide, and at an early (1 week) rate as high as 5 m/d. Subscquent
migration (6 months) occurred at rates of less than 0.5 m/d.

Among the conclusions from the FY 1988 study were that (1) the ‘effects of regional
geologic structure and local bedrock hetcrogencities on flow and trapsport were not
considered in site modeling; (2) the scale of site hydrogeologic testing was incapable of
resolving the effects of local bedrock hetcrogeneities on flow; and (3) the reduced tracer
migration rate was thought to be related to water table decline associated with scasonal
drought.

Other groundwater tracer tests have been performed in the Conasauga Group on the
ORR. Davis et al. (1984) summarized tracer test results at the Engineering Test Facility
(ETF) in Melton Valley to obtain estimates of hydraulic properties. They rcported tracer
detection in all the radial well ficld wells, with the highest concentrations in locations
oriented along the strike-parallel joint sct. Based on the arrival time of the peak tracer
concentration, a linear velocity value of 0.17 m/d (0.56 [t/d) was calculated. In tracer tests
performed in SWASA 4 and SWASA 6, Webster and Bradley (1988) reported the largest
tracer concentrations in wells oriented paralicl to the hydraulic gradicnt (and normal to
strike). An intermittent tracer pulse was correlated with precipitation. Finally, Webster
(1976) summarized tracer tests in the solid waste burial grounds that were performed to
compare the effects of the hydraulic gradient vs geologic strike on the groundwater flow
direction. He concluded that in the uppermost aquifer, the hydraulic gradient was the
principal factor controlling groundwater movement.

The Tennessee Valley Authority (TVA) is performing an ongoing study to comparc
the predictive accuracy of a contaminant transport model with the bchavior of a
groundwater tracer in hcterogencous media (Waldrop et al. 1988). That study is being



performed in heterogencous, unconsolidated geologic media with gencrally high hydraulic
conductivities, in contrast to the hcierogencous but lithified and fractured geologic media
on the ORR with overall much lower hydraulic conductivities. Initial results of the TVA
study indicated that the overall irregular plume shape and (ingering at the leading edge of
thc tracer plume were related to zones of locally high hydraulic conductivity. This
obscrvation and annual fluctuations in the water table were attributed to a greater rate of
advection than initially predicted.

Using stochastic techniques, Rafalko and Hawley (1989) associated uncertaintics in
model-predicted breakthrough curves in heterogencous media to uncertainties in the spatial
variation hydraulic conductivity. They found that model-predicted breakthrough curves in
early time (ycars) were morc sensitive to flow-ficld heterogeneitics than were later time
curves (tens of years), which were more representative of the average flow field. The
inability to describe spatial variations in hydraulic conductivity was found to contribute
greatly to uncertainties in model results and should be considered a minimum uncertainty
given uncertainties in other parameters such as boundary condition selection and mass input
rates.



4. STUDY METHODS

Commonly, interpretations of hydrogeologic data arc provided for usc as computer
model input paramcters aftcr completion of data analysis. In contrast, the approach in this
study was to initiatc modeling activities at the beginning of task performance. The task was
designed to provide for the interaction and updating of geologic, hydrogeologic, and
computer modeling results through an iterative feedback system throughout task
performance. The overall approach incorporated a comprehensive conceptual model for
flow and transport into preliminary modeling and used modeling results and field data
analyses to guide later activities related to conceptual modcl refinement. In this way,
modeling was an integral part of the task that provided a method for testing hypotheses
and for directing and focusing field activities. Thus, refinements to the conceptual model,
data analyses, and numerical model simulations evolved in parallel throughout task
performance.

Performance of the task proceeded incrementally beginning with conceptual model
development, data acquisition, and mathematical formulation of those data for numerical
problem solution. A preliminary geologic-based finite elcment model grid was designed
for use in preliminary flow model calibration to site hydraulic head data. Because one of
the objectives of the task was to evaluate the ability of field data to satisfy model input
parameter requirements, the use of assumed values for parameter assignment was minimized
or eliminated. Parameter values were constrained within a narrow range of those derived
from the site data interpretations. Results of paramecter optimization studics were used as
an additional means of guiding ficld activities to maximize the ability of field data to satisfy
model input requirements and to evaluate the compatibility of site aquifer characteristics
with the conceptual model. The selected contaminant transport code was combined with
the data-driven flow model to obtain a preliminary computer-gencrated contaminant plume.
Calibration of the transport model was achieved by comparison with sitc tracer-
concentration data.

As used above and throughout the remainder of this report, the term "geologic-based
model grid" refers to the consideration and application of hydrogeologic conditions in overall
computer model grid construction. It does not refer to the numcrical representation of
those conditions in model grid preparation.

4.1 PRELIMINARY CONCEPTUAL MODEL

Bascd on conclusions from the FY 1988 phase 1 activitics, a conceptual model was
developed that considered the effects of local and regional geology on flow and transport.
Because tracer was observed to migrate in a narrow plume similar to the thickness ol
bedrock lithologic heterogeneities and in a direction parallel to geologic strike, these local
and regional geologic influences were incorporated in FY 1989 modeling through numerical
model grid construction and the assignment of grid element parameter valucs. A more
detailed discussion of the process of incorporating the conceptual model into the numerical
model grid is presented in Sect. 7.

The preliminary conceptual model consisted of two basic components. The first
component assumed that under ambicnt conditions, undetcrmined local and regional
geologic structure and resultant aquifer anisotropy controlled the general direction of flow



and transport in the shallow aquifer, in contrast to isotropic porous medium flow analysis
that assumes flow is in the dircction of maximum hydraulic gradicnt. The sccond
component assumed that the extremely narrow width of the tracer plume was controlled by
heterogeneous bedrock lithologics on the order of 1 m thick that possess differcni hydraulic
conductivities. The absence of tracer in unweathered bedrock was caused by either the
measured upward head gradient at the site or an overall hydraulic conductivity contrast
betwecn weathered and unweathered bedrock. The dramatically reduced tracer migration
rate after the beginning of the test was assumed to be related to a declining water table and
reduced head gradient associated with diminished precipitation.

Given the data acquired during the FY 1988 phase 1 study, the conceptual model
provided a reasonable explanation for observed tracer migration behavior. The model could
be incorporated in computer simulations, and working hypotheses could be developed for
key elements of the model and tested in the field. As preliminary mode! simulations were
performed and field data were acquired and analyzed, refinements to the conceptual modecl
were made. A discussion of those rcfinements is presented in Scct. 8.



5. FY 1989 FIELD DATA ACQUISITION AND ANALYSIS

This section describes FY 1989 field data acquisition and analysis to ducument the
hydrogeologic factors that control tracer migration. It discusses the scope aad oujectives
of data acquisition, the types of additional characterization tests performed {or hypothesis
testing, the groundwater elevation and tracer migration monitoring program used to
document the water table configuration and tracer migration, and the analyses of thosc data.

5.1 SCOPE

The approach to field data acquizition was to test hypotheses developed from the FY
1988 task by performing additional hydrologic testing and continued tracer monitoring and
to obtain data for groundwater flow and contaminant transport modeling dictated by results
of preliminary modeling. This approach remained consistent with the approach to overall
task performance by incorporating modeling results throughout all task performance stages.

Hydrogeologic field testing was directed generally toward evaluating the legitimacy of
working hypotheses developed to explain key elements of the conceptual model. Specific
hypotheses tested include the following: (1) the heterogeneous bedrock units are laterally
continuous across the site; (2) a hydraulic conductivity contrast exists between those bedrock
units (specifically silty limestone and shale), within both weathered and unweathered
bedrock; (3) an overall hydraulic conductivity contrast exists between weathered and
unweathered bedrock; and (4) tracer is not migrating in unweathered bedrock bencath the
depth of the tracer detection wells. Tracer concentration, water table elevation, and
precipitation data were analyzed to test the hypothesis that the transient tracer migration
rate was related to a reduced hydraulic gradient profile associated with drought conditions.

5.2 GEOLOGIC AND HYDROGEOLOGIC DATA ACQUISITION AND ANALYSIS

This section describes the acquisition and analysis of data acquired in FY 1989 in
terms of their effect on the tracer migration bechavior. It evaluates the validity of key
components of the preliminary conceptual model, that is, that the hydrologic characteristics
of the dipping bedrock lithologies strongly affect tracer migration.

5.2.1 Geologic and Hydrogcologic Test Description

A rock core drilling and hydrologic testing program was developed to investigate the
lateral continuity of heterogeneous bedrock lithologies and to perform hydrologic testing
of discrete stratigraphic intervals in both weathered and unweathered bedrock. The testing
program was designed to evaluate the hypotheses listed above, which were developed from
the preliminary conceptual model. Site testing was performed adjacent to the tracer plume
to minimize disturbances to tracer migration behavior. Some tests were performed on
correlative stratigraphic intervals to investigate the lateral continuity of hydraulic
conductivity. Based on lithologic and fracture characteristics of the rock core, an attempt
was made to select intervals for testing that would exhibit both low and high values of
hydraulic conductivity. Core holes GW-499Q and GW-499X (Fig. 3) werc drilled to
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perform the tests. Fiftecn falling-hcad tests were performed in weathered bedrock (8 in
the vadose zonc and 7 below the water table), and 12 straddle packer tests were performed
in unweathered bedrock. Of the 27 tests performed, data from 2 tests were unsuitabie for
analysis. Ground hcaving and bore wall blowouts observed during tive of the vadose zone
falling-head tests performed in GW-499X rendered those test results unreliable, and they
were excluded from analysis. Estimated hydraulic conductivity valucs of the falling-head and
straddle-packer test data are presented in Table 1.

To conduct falling-head tests in weathered bedrock, wash rotary drilling was
performed using a tri-cone roller drill bit. This technique causcd minimal disturbance to
the bore wall, which helped maintain bore hole integrity and allowed the suspended fine
particles to be lifted from the hole. Drilling proceeded in ~0.6- to 0.76-m (2- to 2.5-ft)
increments. After drilling each increment, the drill string was removed from the hole and
a falling-head test was performed by isolating the most recently drilied interval with an
inflatable packer. After flooding the hole, water level decline was measured with a
downhole pressure transducer and rccarded in the field on a portable computer. The
process was repcated to the top of competent bedrock tc a depth of 10 m (31 ft).
Following hydraulic testing in weathered bedrock, the hole was advanced into unweathered
rock (by core drilling techniques) to a depth of 18 m (60 {t). Six straddle-packer tests were
performed in the unweathered portion of the hole using a 1.1 m (3.66 ft) interpacker
spacing, the shortest test interval possible using a straddle-packer test string.

To test the lateral continuity of hydraulic conductivity in discreet stratigraphic intervals
and to determine if tracer was migrating down dip in unweathered bedrock, core hole GW-
499Q was drilled on the southern periphery of the tracer area. The location of GW-499Q
was selected by rock core and geophysical log correlation to minimize disturbance to the
traccr area and to intercept the apparent stratigraphic horizon of traccr migration in the
shallow unweathered bedrock. Six straddle-packer tests were performed with the same
interpacker spacing described above. Four hydrologic tests were performed in GW-499Q
in lithologically correlative intervals tested previously in GW-499X. Two of those
correlative tests were performed in unweathered bedrock; the other two tests compared
hydrologic characteristics of weathered bedrock in GW-499Q with unv-eathered bedrock
below the water table in GW-499X.

5.2.2 Additional Piezometer Installation

To determine if tracer was migrating vertically bencath the tracer plume in
unweathered bedrock, piezometer GW-499W also was drilled 3 m (10 ft) into unweathered
bedrock. At the time of its construction, the location of GW-499W (slightly beyond the
leading edge of the tracer plume) allowed for piczometer construction in the shallow
unweathered bedrock, which minimized disturbances to the tracer flow field.

Locations for 14 additional shallow piczomcters (GW-499R to GW-499W and
GW-499Y to GW-499AF) and S strcam clevations (CR-1 to CR-5) outside thc immediate
tracer area were selected based on the results of preliminary site groundwater flow
modeling. Hydraulic head data from these locations were used to verify head values
assigned to the model grid boundaries by a quintic splinc based on mcasured head values
from within the grid boundary. The locations of the additional off-site hydraulic head data
points are shown in Fig. 3 (in back pocket).
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Table 1. Estimated hydraulic conductivity data
from falling head and straddle packer testing

Test number

Test interval

Hydraulic conductivity cstimate

(ft below g.s.) (cm/s)

GW-499Q-1! 16.70 - 20.36 5.67 x 10*
GW-499Q-2¢ 20.00 - 23.66 223 x 10°
GW-499Q-2 29.20 - 32.86 3.19 x 10°*
GW-499Q-4’ 32.00 - 35.66 7.17 x 10°
GW-499Q-5 37.60 - 41.26 8.71 x 10°
GW-499Q-6* 39.80 - 43.46 1.24 x 10°
GW-499X-1* 2.30 - 5.30 1.23 x 10°*
GW-499X.2* 6.10 - 8.30 1.94 x 10°*
GW-499X.3* 5.10 - 830 7.03 x 10*
GW-499X-4* 7.70 - 10.50 NA
GW-499X-5* 7.20 - 10.50 9.0 x 10"
GW-499X-6 9.00 - 12.50 8.56 x 10°
GW-499X.-7 12.00 - 14.50 6.65 x 10*
GW-499X-8 14.00 - 16.50 2.07 x 10°
GW-499X-9 16.00 - 18.50 3.86 x 10*
GW-492X-10 18.00 - 20.50 3.83 x 10°
GW-499X-11 20.0G - 22.50 5.05 x 10°
GW-499X-12 22.00 - 24.50 1.11 x 10*
GW-499X-13! 24.00 - 26.50 4.55 x 10°
GW-499X-14? 26.00 - 28.50 2.77 x 10°
GW-499X-15 28.50 - 31.00 4.90 x 10°
GW-499X-16 33.70 - 37.36 NA
GW-499X-17 37.40 - 41.06 3.21 x 10*
GW-499X-18’ 41.00 - 44.66 5.18 x 10*
GW-499X-19 45.00 - 48.66 9.02 x 10°
GW-499X-20* 50.00 - 53.66 3.51 x 10°?
GW-499X-21 53.70 - 57.36 1.01 x 10?*

Tests GW-499X-1 through GW-499X-8 are vadose zone tests.

Tests GW-499X-1 through GW-499X-15 arc falling-head tests perlormed in saprolite; all
other tests are straddle packer tests in unweathered bedrock.

Corresponding superscript numbers identify tests performed in correlative stratigraphic
intervals.

*Ground surface heaving and bore wall blowouts observed during testing render these test
results unreliable.

NA-Data unsuitable for analysis.
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5.2.3 Geologic and Hydrogeologic Test Analysis

Rock core from GW-499Q and GW-499X was cxamined and compared with sitc
core from GW-404 and GW-471, which were drilled in FY 1988. The bulk of the bedrock
consists of planar and wavy-laminated, coalesced lenses of silty limestone and shalc
interbeds. Beds of relatively homogeneous intraclastic limestonc and shale from 0.15- to
1-m (0.5- to 3-ft) - . occur irregularly. Interbedded lithologics are laterally continuous
across the site, anu their location in the subsurface can be estimated with a high degrce of
precision. Zones of mesoscale (1-m scale) structural deformation identified near the tracer
test site and elsewhere in the surrounding West Bear Creek Valley site do not underlie the
pathway of tracer migration. Bedrock fractures are indistinguishable from the ubiquitous
fractures noted throughout core from the surrounding Bear Creek Valley site.

As noted in Table 1, data from only 21 of the 27 hydrologic tests performed in core
holes GW-499Q and GW-499X are suitable for analysis. These tests were performed to
evaluate the lateral continuity of hydraulic conductivity within lithologies and to compare
hydraulic conductivity values between weathered and unweathered bedrock. Review of the
estimated hydraulic conductivity values in Table 1 indicates similar values for all tests
performed. The mean values of the bedrock and saprolite tests are 6.72 x 10* cm/s and
4.56 x 10° cm/s (respectively), and the standard deviations of bedrock and saprolite tests
are 8.52 x 10° cm/s and 2.68 x 10° cm/s (respectively). These numbers reflect the wide
range in data values. No significant hydraulic conductivity contrast between saprolite and
bedrock is apparent from these data. The 2.16 x 10° cm/s difference between the two sets
of tests is within the limits of the hydraulic conductivity value estimation error. The
standard deviation difference of 5.84 x 10° cm/s may slightly exceed the error associated
with the methods for deriving the value and suggests that hydraulic conductivity is more
variable in unweathered bedrock.

Four tests were performed in lithologically correlative strata, two in corrclative
limestone beds (superscript numbers 1 and 2 in Table 1) and two in correlative shale beds
(superscript numbers 3 and 4). Of those four tests, one shows a hydiaulic conductivity
difference of more than one order of magnitude; the other three tests are very similar to
one another and to the mean value of all tests performed. These results do not confirm
a relationship between hydraulic conductivity and lithology but suggest that hydraulic
conductivity is not laterally continuous within lithologies across the site. The results
demonstrate, however, that the hydraulic conductivity of limestone-dominated lithologies is
not significantly different from that of shale.

Comparison of FY 1989 hydrologic test results with those obtained in FY 1988 using
a longer 3.66-m (12-ft) interpacker spacing indicates that the scale of testing has little to
no effect on the interpreted values of hydraulic conductivity. The average hydraulic
conductivity value for those tests is 5.44 x 10° cm/s, which suggests that individual bedrock
lithologies exhibit the same range of hydraulic conductivity values as several lithologies
combined. It also suggests that in the principal shallow aquifer (to depths perhaps as great
as 100 ft), water-producing zones exceed 12 ft in thickness, making the ability to test the
hypothesis impossible.
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53 TRACER MIGRATION AND WATER ELEVATION DATA ACQUISITION AND
ANALYSIS

This section describes the relationship between the water table configuration on the
direction and rate of tracer migration consistent with working hypotheses developed from
the preliminary conceptual model. In addition, it examines both aquifer and tracer
migration response to precipitation.

5.3.1 Tracer and Water Table Elcvation Data Acquisition

Water samples and water tabic clevation data were collected to analyze thc
hypothesis that the transient rate of tvacer migration was related to a changing hydraulic
gradient. Beginning in late December 1988, after the onset of precipitation and the
accompanying rise in the water table, biweekly water level data and water samples were
collected from the site. In general, water level data from all shallow wells were collected
as close to the biweekly schedule as practicable. While sampling of the Rhodamine-WT dye
was performed biweekly, not all wells were sampled at each sampling interval. The
rationale was to perform sufficient sampling to delincate the leading edge of the tracer
plume and to monitor changes in tracer concentration over time in the main body of the
plume. A reduced sampling frequency was performed to verify the lateral and vertical
boundaries of the plume. A greatly reduced water level and sampling program was
implemented after many of the shallow wells went dry in the summer months.

Appendix A contains well hydrographs from April 1988 through June 1989. These
data are still being obtained and will be included in the anticipated FY 1990 follow-on study
results. Appendix B contains graphs of the change in tracer concentration over time; these
illustrate differences in tracer arrival throughout the detection well tield.

5.3.2 Analysis of the Rate of Tracer Migration

Tracer concentration data (Figs. 4 and 5) document the transient rate of tracer
migration throughout the test. These data are illustrated as the log of the rate of change
in tracer concentration as a function of time over the tracer travel distance to June 1989
(Fig. 6). Figure 6 suggests that the initially rapid rate of tracer migration is related to the
presence of a narrow conduit of comparatively high hydraulic conductivity that is oriented
parallel to geologic strike. The interpretation is supported by the crratic traccr migration
rate and the extremely narrow overall plume shape. These data suggest that the conduit
is hydrologically continuous for ~11 to 15 m (36 ft). The continued presence of extremecly
high tracer concentrations at and near the injection well suggests the conduit may represent
bedding plane and/or strike set fractures that allow only small amounts of tracer to migrate
from the injection source because of low fracture porosity. Prominent tracer fingers at
the leading edge of the plume and an apparent bifurcation of the tracer plume through
apparent preferred flow pathways midway along the tracer migration path suggest that
additional conduits are present in the flow field.

Analysis of tracer migration and hydraulic head data indicates that the rate of
migration is weakly dependent on the gradient. Figure 7 illustrates representative hydraulic
gradient profiles from water elevation data that include the gradicnt immediately prior to
tracer injection. Figure 8 illustrates the log of incremental tracer migration velocity for the
100- and 1000-ppb isopleths derived from contours ol tracer concentration data. Caution
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must be usced in possibly overinterpreting comparisons of these data because the contour-
derived velocity figure may contain contour artifacts; however, in gencral, the tracer
migration rate is not obviously rclated to the gradient. While a gencrally stecper slope in
the near field (~40 ft from the injection well) and a gencrally flat slope in midficld (from
~40 to 70 ft) coincide with rapid and slower traccr migration ratcs, respectively, the much
stecper gradient slopes in the far ficld do not coincide with rapid migration rates. Thesc
data arc interpreted to support the concept of the presence of eclevated hydraulic
conductivity conduits. The tracer migration rate is interpreted to be weakly dependent on
the hydraulic gradient and strongly dependent upon the presence or absence of bedrock
features (connected fractures?) that alter local permeability.

The possibility that the initial rapid tracer migration rate in the ncar ficld was
induced by a concentration gradient caused by the slug dye injection is not supported by
tracer concentration data (Appendix B). Examination of those data for thc dyc injection
well (GW-484) indicates that extremely high concentrations of dye rcmain in the well to
provide a continued concentration gradicnt source. Data for near-field wells exhibiting high
concentrations (GW-481B, GW-486, GW-487, and GW-493) indicate that maximum tracer
concentration was reached very soon after initial detection and changed little thercalter
despite the continued presence of a high concentration source in the injection well. In
addition, the density similarity of the Rhodamine-WT dye to that of water is thought to
essentially eliminate the possibility of a density-induced gradient.

533 Analysis of the Direction of Tracer Migration

Water table contour maps (Figs. 9, 10 and 11) reveal the irregular shape of thc
water table surface. Comparison of these figures with a representative tracer concentration
contour map (Fig. 12) indicates that the pathway of maximum tracer concentration and the
tracer fingers at the leading edge of the plume are coincident with narrow elevated
hydraulic head zones. Rather than migrating in the direction of maximum gradient to a
lower head position as predicted in conventional porous medium analysis, the center of mass
of the tracer plume and the leading fingers remain on the axes of strike-parallel water
table divides. The presence of these water table highs supports thc suggestion that the
tracer migration pathway is related to local and regional geologic structural features. The
elevated head zones are interpreted to represent elevated hydraulic conductivity and hcad
along strike-parallel zones of fracturing, and tracer is interpreted to be migrating along
these pathways because these elevated conditions provide available flow for tracer transport.

53.4 Analysis of Tracer Position in the Aquifer

To document the presence or absence of tricer in unweathered bedrock bencath
the depth of the majority of tracer detection wells, GW-499Q and GW-499W were drilled
to intersect and sample the stratigraphic horizon of apparent tracer migration just bencath
the bedrock weathering interface. Shallow bedrock piezometer cluster wells ncar and
downgradient from the injection well were also sampled. Core hole GW-499Q was lcft as
an open hole to a total depth of 51.5 ft, and a piczometer was constructed in the lower
portion of GW-499W (4.5- to 9.5-ft depth) to isolate the tracer migration strata in
unweathered bedrock. Tracer concentration data indicate that tracer is not present in GW-
499Q or any of the bedrock cluster detection wells beneath the tracer plume and has not
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migrated beneath the water table position in which it was injected. Low concentrations
detected in GW-499W are attributed to suspected incomplete isolation of unweathered rock
during piezometer construction or a reduction in the measured upward hydraulic head
gradient at lower elevations near the creek. These data indicate that tracer is not migrating
in unweathered bedrock beneath the depth of detection wells but is confined to the
uppermost portions of the aquifer in saprolite. Because the analysis of hydrologic test data
indicates a lack of significant conductivity contrast between bedrock and saprolite, the
position of the tracer in the uppermost portions of the aquifer is thought to be related to
the measured upward head gradient at the site.

The interpretation of an upward head gradient is supported by cross-sectional
contouring of hydraulic head in cluster wells in the upper end of the well field (Figs. 13 and
14). While caution also must be uscd in possibly overinterpreting these figures, several
features are germane to the discussion. First, consistent with Figs. 9, 10, and 11, the
shallowest aquifer consists of alternating zones of higher and lower head. The tracer
migration pathway is within the elevated head zone potential on the left side of Fig. 13;
tracer has not migrated into the adjacent lower head zone to the right (southeast). Second,
the overall shape of the isopleths essentially parallel to bedding dip suggests that lithology
and/or strike-parallel fractures affect hydraulic head.

53.5 The Effect of Precipitation on the Water Tablc and Tracer Migration

Figures 15a and 15b compare study site water elevation data and precipitation data
from the Bear Creek Valley Burial Grounds. The water elevation data were obtained from
a 3-tiered cluster well in the upper portion of the well field for which data were collected
by downhole pressure transducers and a data logger at 8- or 12-h intervals. For the period
for which sufficient data are available and illustrated, the comparison shows the essentially
immediate aquifer response to precipitation events. While some minor delay is evident in
the deep well response compared with the shallow and intermediate-depth wells, the aquifer
response at all depths is essentially immediate. The comparison also documents that in all
cases, aquifer recharge is essentially immediate while discharge is a gradual water table
decline.

Precipitation data from the Bear Creek Burial Grounds and incremental tracer
velocity data for the 100- and 1000-ppb tracer concentration isopleths were compared to
evaluate the effects of the annual precipitation cycle and precipitation events on the tracer
migration rate. The comparison (Figs. 16a and 16b) indicates that within the limits of data
density, a general relationship exists. Depending on the time of year, tracer migration in
the shallow aquifer responds almost immediately to rainfall events of ~20 mm and greater.
Intuitively, one would anticipate precipitation to cause reduced tracer concentrations;
however, small increases in lracer concentration can be correlated with rainfall events at
wells throughout the well field. This provides a predictable relationship between increases
in concentration and precipitation. A more rigorous analysis of the effects of annual and
short-term precipitation on the flow rate can be performed with the available data that
would document the transient nature of the shallow aquifer and provide temporal boundary
data for computer simulations.
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53.6 The Ovcrall Site Water Tablc Configuration

Analysis of water table data indicates ~0.3- to 1.5-m (1- to 5-{t) annual fluctuation
in the water table, with the greatest fluctuation occurring at higher elevations on the
eastern portion of the site. Water table contours, including those outside the immediatc
tracer site, indicate that the topographic divide east of the model validation site is not a
groundwater divide (Fig. 17). This suggests that head potential for the tracer test is derived
from a location farther to the east and/or from greater depths, and the water table at the
test site is not a subdued replica of surface topography. Because of greater distances for
discharge to local surface drainages, this observation may alter conceptual models regarding
groundwater residence time in the shallow aquifer.

5.4 DATA SYNTHESIS AND CONCEPTUAL MODEL REVISION

Hypotheses developed in FY 1988 based on observed tracer migration behavior arc
as follows: (1) the heterogeneous bedrock units are laterally continuous across the site,
(2) a hydraulic conductivity contrast exists between silty limestone and shale interbeds within
both weathered and unweathered bedrock, (3) an overall hydraulic conductivity contrast
exists between weathered and unweathered bedrock, and (4) tracer is not migrating in
unweathered bedrock beneath the depth of the tracer detection wells. The direction of
tracer migration and its narrow width (2 to 3 m) was believed to be controlled by the
hydrologic characteristics of the dipping heterogeneous bedrock lithologies, and the transicnt
tracer migration rate was thought to be related to a fluctuating hydraulic head gradient
profile caused by drought conditions.

The presence of a hydraulic conductivity contrast between heterogeneous bedrock
lithologies or between weathered and unweathered bedrock is not supported by analysis of
site hydrologic test data. Hydraulic conductivity values appear to vary randomly betwcen
~1 x 10" and 5 x 10* cm/s for any selected test interval or depth. Rather than being
controlled by the orientation of heterogeneous lithologies, the direction of tracer migration
and the narrow plume width are related to clevated hydraulic head and hydraulic
conductivity along strike-parallel fracturing zones. The tracer migration rate is related the
presence of these zones and to precipitation exceeding 20 mm, not to the hydraulic gradient
profile.

Based on these findings and results of flow and transport modeling to be described
in Sect. 7, a revised conceptual model has evolved that is a modification of the preliminary
conceptual model. The revised conceptual model describes bedrock material property
heterogeneity with respect to hydraulic conductivity as randomly distributed within the range
of values measured at the site. Flow occurs primarily through fractures oriented parallel
to geologic strike (consistent with aquifer anisotropy) and secondarily through fractures that
cross bedding. Randomly distributed, discontinuous, strike-parallel zones of elevated
hydraulic conductivity act as preterred pathways for flow and transport.
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6. MODELING

6.1 GRID DEVELOPMENT

The gcologic-based conceptual model [or flow and transport that was devcloped
following the FY 1988 phasc 1 study was incorporated into preliminary modeling in
FY 1989 by thc construction of the computer model grid. This section describes the
process of model grid development and modifications to the grid as the task progressed and
the conceptual model was refined.

Rock core and geophysical log data from FY 1988 phase 1 site core holes were
correlated and examined in detail to identify the character of bedrock heterogencitics.
These data were projected to the weathered/unweathered bediock interface (the depth of
observed tracer migration). Alternating higher and lower hydraulic conductivity values were
assigned to adjacent bedrock materials in an orientation normal to geologic strike. The
result was a plan view series of lines parallel to geologic strike that represent boundaries
between heterogeneous bedrock materials at the bedrock weathering interface.

Review of drilling logs also indicated that in any line of closely spaced detection
wells drilled normal to geologic strike, depths to unweathered bedrock commonly varied by
as much as 0.6 m (2 ft). To determine the nature of these apparent large variations in
depth to unweathered bedrock, site rock core and geophysical log data were compared with
detection well locations. The comparison revealed that shallower depths to bedrock
occurred in shale lithologies and deeper depths corresponded to limestone lithologics. The
model grid, then, not only corresponded to materials of different hydraulic conductivity but
also to materials exhibiting greater and lesser degrees of weathering. Rather than a
relatively planar surface, the weathering interface exhibits a corrugated appearance with as
much as 0.6 m (2 ft) of vertical relief. One consideration of the preliminary conceptual
model was that the tracer plume could be following a weathered limestone channcl.

Figure 18 is a simplified block diagram of the geologic basis for the preliminary
model grid preparation. The grid is a gently sloping plane tha represents the intersection
of the dipping and heterogeneous bedrock lithologies at the bedrock weathering interface
(the depth of tracer detection). This depth coincides closely with the water table. The grid
consisted of a series of cells of alternating higher (reprcsenting limestone) and lower
(representing shale and silty shale) hydraulic conductivity with the long axes parallel to
geologic strike.

6.1.1 Grid Modification

As described earlier, continued use of the preliminary grid was not supported by
analyses of all FY 1989 data. Rock core and tracer migration data indicated that
orientation of the model grid parallel to geologic strike (the direction of aquifer anisotropy)
was justified. Hydrologic test data indicated that with the exception of elevated hydraulic
conductivity conduits, the distribution of hydraulic conductivity values occurred randomly,
and the use of alternating layers of higher and lower hydraulic conductivity was not justificd.
To include the FY 1989 hydrologic test data, the hydraulic conductivity data frequency
distribution function was sampled, and valuecs were randomly assigned to all the elements
of the grid. Initially, a conduit of 1 x 10" higher hydraulic conductivity was supcrimposed
on the grid parallel to geologic strike from the tracer injcction point for a distance of
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~11 m (Fig. 19). After further analysis of tracer concentration and water table elevation
data, two additional conduits werc supcrimposed at locations dictated by those data
(Fig. 20).

The final model grid consisted of a scries of 1 x 3.6 m rcctangular clements, with
their long axes oriented parallel to geologic strike. Although all site test data do not
support differences in hydrologic characteristics at the 1-m scale, this level of detail is
required in the grid to resolve details in the tracer plume shape. Test simulations using
larger dimension grid elements grossly resembled the tracer plume but failed to resolve
details in tracer concentration.

6.2 MODELING ASSUMPTIONS

The approach to modeling was to begin at the most uncomplicated level and to
increase complexity as dictated by preliminary results. The mathecmatical/computer modcling
of tracer migration was performed by making the following basic assumptions:

1. Tracer migration can be simulated two dimensionally in a water table aquifer of
nearly constant thickness.

2. Tracer concentration depends on hydrodynamic dispersion and advective transport.

3. No chemical reactions occur between the dye tracer (Rhodamine-WT) and any
other agent that might alter tracer concentration.

4. Neither the groundwater nor the tracer undergoes changes in fluid propertics (i.e.,
density or viscosity), and variations in conditions that might alter velocity (such as
temperature) are negligible.

5. Darcy’s Law is valid such that average linear velocity is determined by the
hydraulic gradient and the principal dircctions and magnitudes of major hydraulic
conductivities.

6. The principal media parameters, porosity and hydraulic conductivity, are temporally
constant, and although the geologic media may be hcterogeneous, the porosity is
assumed constant throughout.

7. Although conceptual models may infer fractures to strongly affect flow, the system
can be modeled as an equivalent porous medium.

8. Assuming a plan view model, vertical variations in hydraulic head are negligible.

9. The aquifer longitudinal and horizontal dispersivity arc constant throughout the
domain.

6.3 MATHEMATICAL FORMULATION

This section describes the mathematical basis for problem formulation and solution
both in conjunction with and independent of field data acquisition and analysis. It includes
and distinguishes between data derived and constrained model input parameters.

63.1 Domain

As described earlier, the direction and transicnt tracer migration rate was believed
to be related to the hydrologic characteristics of the dipping and heterogencous bedrock
lithologies and a fluctuating hydraulic head gradient, respectively. To simulate the flow ficld
and derive values for the velocity vector, the preliminary domain represented a
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strike-parallel rectangle wherein concentration contours could be computed throughout the
depth of the aquifer, consistent with the preliminary conceptual model and grid described
previously. Figure 21 illustrates the grid with respect to the site well field, and Fig. 22
illustrates the grid cell boundaries, sclected to coincide as closcly with field data locations
as possible. Flow-ficld simulation was achieved by solving the hydraulic head equation and
the simulated velocity field using Darcy’s Law.

6.3.2 The Hydraulic Head Equation

The equation for hydraulic hcad h (x,y.t) is derived in Freeze and Cherry (1979), and
under the assumptions of homogeneily is secn to be

8 &h 8 oh &h
—|T,—| +—|T,—| =85—.
x 8x o | Yoy at
where Tx=Kxb'
T = )
y = Kyb
S =Sb .

The quantities K, and K| are hydraulic conductivities that were assumed piecewise
constant throughout the domain. S, is specific storage, and aquifer thickness (b) is assumed
constant. The assignment of the actual values was assumed to be dependent on the
subregions that described the orientation of geologic strike and lithologic heterogeneity,
consistent with the preliminary conceptual model.

Equation (1) may be solved subject to boundary conditions that provide any lincar
combination of flux and hydraulic head on the boundary of the rectangular domain.
Because the model assumes a steady state head distribution over a period of one year, the
right-hand side of Eq. (1) is taken as zero. Also, because it was feasible to measure
approximate hydraulic head values in regions roughly surrounding the rectangular site
(Fig. 1), it was possible to use interpolating spline techniques for determining boundary
values. The simulated head distribution was obtained by solving the homogeneous equation

a[ dh 8 oh
— T, —| + —|T. —| =0,
Bx "ax] ay(yay

where T = K.b .
X X

(D

= K .
y yb

subject to Dirichlet boundary data (constant head),
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h(x’y) = ho(x)y) ah (2)

63.3 Dctermination of Boundary Conditions for Equation (1)

Hydraulic head values at the wells and creck locations in Fig. 3 for the interval of
April 1988 to January 1989 revealed that the distribution for January 5, 1989, was
representative of the entire year (Fig. 23). To establish reasonable interpolative values on
the boundary of the domain, application of a continuously differentiable quintic splinc for
irregularly spaced data (Akima 1978) was implemented. One of the desirable f{eatures is
that it provides a low-degree extrapolation [or boundary points outside the convex hull
produced by the triangular connections of all the points. The contour plot in Fig. 22 shows
the spline-produced piezometric surface. Intcrpolated head values were obtained for the
discrete boundary points as needed for the grid in the subsequently discussed numerical
solution.

The option of describing known values for flux on the boundary (Ncumann Data) was
rejected because the data provided no reliable estimate for the flux. This was true even
at the apparent discharge boundary represented by the creck at the western boundary of
the site.

The boundary conditions thus described may, ol course, be changed as time evolves,
with the effect that the hydraulic head distribution will be described "piecewisc.”" Because
the steady distribution (January 5, 1989 data) appeared to produce an acceptable plume
simulation, time evolution was not included. If temporal effects were to be included,
periodic updates for transient boundary conditions such as storm events, scasonal
precipitation, and evapotranspiration were required.

6.3.4 The Darcy Velocity Ficld; Seepage Vclocity

To determine the groundwater velocity field, Darcy’s Law and the presumed known
values of the hydraulic head h (xy,t) at any point in the rectangular domain are uscd.
Specifically, the steady-state velocity field is given by

-

—'
v = —Kvh, ()

where the conductivity matrix K is assumed to have zero off-diagonal elements. Hence, it
is simply assumed that
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Fig. 23. Computer-generated water table contour map based on January 5, 1989 data.
Contour interval 1 ft. Well locations represented by + symbol; square at right represents
injection well.
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The pore velocity used in the advection-dispersion equation below is taken as

Vo = — (4)

where n is the effective porosity that is assumed constant, 0 < n < 1.
6.3.5 The Advection-Dispersion Equation

It is assumed that the tracer concentration may be determined by advection and
caused by water movement through porous media. Assuming the steady state velocity
found by Eq. (3) and assuming constant dispersivity parametcrs, the concentration is given
by Freeze and Cherry (1979).

#C C 8C 6C ] "
D — 4D —=V —+ V — +
x3x2 y8y2 X 9x Yay

Here, C is concentration, V, and V, are velocity components, and D, and D, are the
dispersion coefficients that were assumed constant, but not necessarily equal. The
anisotropy ratios D,/D, and K,/K, and the efiective porosity n were constrained parameters
used to tune the computer code for the solution of Egs. (1) and (5), subject to the
appropriate initial/boundary conditions. The initial concentration distribution,
C(x,y,0) = C,(x,y), was taken as either an instantaneous point source or an instantaneous
line source. For the actual tracer simulation, the former was used, and for simulating a
larger line source, the latter was used.

The boundary concentrations werc assumed homogeneous, that is,

C (xy,t) = 0. Q)
0R

It was assumed that the injection point remains a continuous weak source over time to
simulate the fact that a small amount of highly concentrated tracer remained in place in
the injection well over the entire test pcriod. Thus, the concentration was found by solving
Eq. (5) with

F=«C,d(x—x,y¥),

and by assuming a predetermined velocity field that, in turn, was driven by hydraulic head
data, and the initial, boundary, and source terms. C, is the initial; § is the usual Dirac
Delta function. The driving term, F, was determincd by tuning the free parameter a.
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6.4 NUMERICAL SOLUTION OF THE HEAD EQUATION; DATA REQUIREMENTS
AND INTERPRETATION ‘

This section describes the solution of the head equation for flow simulation. It
includes descriptions of boundary conditions, code selection, sensitivity analysis, and results.

6.4.1 Estimation of Fixed Boundary Conditions

Hydraulic head data for January S, 1989, were used as input to a computer code that
produces a regular grid of interpolated and extrapolated values. From this, it is poscible
to approximate head values at any point on the rectangular domain boundary of the site.
The interpolation for needed boundary points used a bicubic spline.

The preliminary conceptual model assumed that the domain for the system consisted
of alternating regions parallel to geologic strike with respective hydraulic conductivities
varying by approximately one order of magnitude. An initial value of K/K| was taken as
10, based on data obtained by Golder Associates (1988). To obtain the resultant flow, the
finite element code SEFTRAN (Version 2.5) was implemented (Ward et al. 1987).

6.4.2 Use of Dirichlet Boundary Conditions

The head equation used to determine a steady state velocity field on the domain
discussed above requires values for the hydraulic conductivities K, and K, as well as values
for the fixed head and/or flux on the boundary. Because head data were available, it was
decided that constant head boundaries would be the most suitable for constructing a data-
driven model.

6.43 Code for Solution of the Hecad Equation

To model the flow problem using existing software, it was initially decided to
implement the code SEFTRAN. This choice was made because detailed data concerning
the stability and accuracy of the flow computations of the code were available from
comparisons with analytical results in leaky aquifer theory (T. A. Rizk, personal
communication to R. R. Lee, August 1989). Moreover, a user-friendly preprocessor for
data input and a locally developed postprocessor for plotting results were available.
SEFTRAN is based on a finite element algorithm developed by Huyakorn et al. (1987).
The code solves the flow and transport problems in two stages, with output from the
integration of the hydraulic head equation being input for the contaminant transport
integration. The code performed well in the determination of the steady state head
distribution with resultant velocity field and was therefore useful in predicting Darcy flow
rates, which could then be compared with the apparent tracer front velocity. Unfortunately,
the code produced undesirable oscillations when applied to the transport equation. This
point is discussed in Sect. 6.5.2.

Preliminary results indicated that the simulated flow direction closely resembled the
tracer migration direction, provided the conductivity anisotropy was sufficiently large.
Figures 24, 25, and 26 illustrate flow vectors for anisotropy ratios of 2, 10, and 30,
respectively. Anisotropy values near 1 (K/K,=1, 10) produced flow downgradient (Fig. 27)
contrary to tracer migration behavior. Subsequent modifications to the preliminary
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conceptual model and commensurate modifications to the numerical model grid described
earlier constituted the final domain.

The basic grid was subdivided with 17 nodes in the x direction (strike) and 21 nodes
in the y direction (dip), which produced 320 elements. Thc input parameters for
SEFTRAN are listed in Table 2. The program was run repeatedly to tabulate the rool
mean square error in comparing computed head values vs measured values at several tracer
detection wells. The optimal values for conductivities were thought to be brackcted by
previous estimates obtained in FY 1988 modeling.

Table 22 Hydraulic conductivity parameter values used as input to SEFTRAN

Fast region limestone Slow region shale
conductivity (ft/d) conductivity (ft/d)
Strike 1 x 10 ft/d 1 x 10" ft/d
Dip 1 x 10* ft/d 1 x 10° ft/d

Based on a minimum root mean square (RMS),

Note: The terms h; and h; are computed and measured hydraulic heads (respectively),
and i is a representative index for detection wells GW-484, -486, -487, -491, -493, and -494.

6.4.4 Iterative Estimates of Hydraulic Conductivity Values

Previous hydraulic conductivity values in various media at the site were published in
Golder Associates (1988). Hence, a first task was to verify those values by using similar
techniques. After a review of available software to assist in fitting several analytical solutions
(Hantush 1964; Theis 1935) to the available head distribution data, several codes were
used for nonlinear, curve-fitting analysis. In particular, the code TSSLEAK (Van Der
Heijde 1988) was implemented to approximate conductivities based on the Hantush-Jacob
formula, and the THEISFIT (Van Der Heijde 1983) code was run to estimate aquifcr
hydraulic parameters based on an empirical fit to the Theis solution. The values obtained
closely approximate the previously determined results.

It was decided that the values obtained by the above analysis should be the starting
values used in the code, and SEFTRAN should be run as many times as necessary to refine

these values by attempting to find the minimum root mean square error. This produced
the values shown in Table 2.
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As an alternative in hydraulic conductivity determination, a differcnt analytical
cxpression was used in a constrained optimization excrcise. A more common result for a
lcaky aquifer under pumping conditions (Rizk 1989) was implemented together with a
nonlinear optimization code (Crane et al. 1980) to again cstimate the hydraulic parameters.
This approach consistently produced parameters suggesting that the porous medium should
be very anisotropic, on the order of 300. The conclusion was that the values suggested by
the RMS minimization with SEFTRAN would be taken as initial inputs to the transport
stage of the problem. However, in light of the newer result and tracer migration, an
anisotropy value of 30 represented the minimum acceptable value and was used in transport
modeling. This value has been reported by Lozicr, Spiers, and Pcarson (1987) in a similar
setting elsewhere in Bear Creek Valley.

6.4.5 Sensilivity of Velocity with Respect to Hydraulic Conductivity and Heterogeneity

A 1-t0-2 order of magnitude variation in hydraulic conductivity values indicated that
the longitudinal velocity component was not sensitive to small spatial changes in strike-
directed conductivity values. Additionally, the sensitivity analysis code GRESS (Horwedel
et al. 1988) was implemented for evaluation of the vclocity-conductivity relationship. This
code, which effectively computes the logarithmic derivative (or relative change) of velocity
with respect to conductivity, showed that the solution of the Dirichlet (constant head
boundary) problem showed less sensitivity, while the Neumann (constant flux boundary)
problem showed more sensitivity.

Concerning conductivity ratios, the GRESS analysis implied that small changes in
heterogeneity produce small changes in longitudinal velocity at a fixed point for the
Dirichlet problem. However, as before, there was a stronger dependence if the system was
driven by Neumann (flux) boundary data. Because a ficld evaluation of flux conditions was
not feasible, fixed head boundary conditions were uscd.

6.4.6 Simulated Groundwater Flow Using SEFTRAN

The aforementioned parameters were input to SEFTRAN to solve the hydraulic head
cquation on the 320-element grid described previously. The resulting flow is seen in Fig. 24
where it is noted that the alternating-layer concept produced flow parallel to geologic strike,
with flow in the tighter regions showing larger downgradicnt components. To check the
model, the code was run assuming a homogencous, isotropic domain. The result, in
agrecment with the previous results in Golder Associates (1988), was flow downgradient.
This eventually caused near Gaussian dispcrsion with sluggish advection downgradicnt that
was contrary o tracer migration data.

With the assumed grid and parameters, the simulated flow along strike appeared
consistent with the actual observations of tracer movement. It was thercfore decided that
these results should be used to solve the advection-dispersion problem.

6.5 NUMERICAL SOLUTION OF THE ADVECTION-DISPERSION EQUATION
This section describes the solution of the advection-dispersion equation [Eq. (5)] for

the simulation of contaminant transport. It includes descriptions of parameter and boundary
conditions, as well as data-driven and tuning paramcters.
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6.5.1 Paramcter and Initial Boundary Conditions

The advection-diffusion equation [Eq. (5)] was solved with both initial and boundary
conditions. Because tracer was injected into well GW-484, it was assumed that a continuous
point source cxisted at the node representing that well. On the basis of how the tracer
actually moved, zero concentration was assumed at all boundary points. Since a rclatively
large concentration of the dye remained in well GW-484, it was decided that an extra
degree of freedom would be allowed by assuming that a constant source of smaller
magnitude was being input at a very small volumetric rate. Hence, the cffort at this stage
was to solve Eq. (5) with Dirichlet data,

C(x,yt) | =0
boundary

An effort also was made to determine parameter values in the equation in such a way that
the resultant plume showed the major characteristics of the observed concentration
distribution at any time from injection to the present. With the exception of porosity,
which for modeling purposes was used as a scaling factor for velocity, none of the
parameters directly relating to the advection-diffusion cquation had becn determined by
data. Some field results suggested that the porosity n should lie between 2% and 10%
(Golder Associates 1988). Therefore, an effort was made to restrict n to this range. The
remaining quantities, longitudinal dispersivity (or "characteristic length"), and ratio of
longitudinal to transverse dispersivity were considered (ree parameters for tuning purposes.

6.5.2 Choice of Codes

The code SEFTRAN exhibited nontrivial oscillations in the solution of the
contaminant transport portion of the problem. The numerical literature describes such
difficulties in solving the advection-dispersion generalized transport equation using the finite
element method. (In some cases, adaptive procedures have been successful in remedying
the problem.) Other existing groundwater and contaminant transport codes were explored
to remedy the difficulty encountered with oscillations.

A finite element program TRAFRAP (Huyakorn et al. 1987) solves the transport
equation with an upstream weighing function applied to correct for oscillations. The
approach seemed successful only under conditions of high dispersivities (~1000). These
values were judged unrealistic because of physical considerations. Thus, TRAFRAP was
not selected to solve the transport equation.

Because the domain geometry in the problem was trivial, consideration was given to
the analytical code AT123D (Yeh 1981). The code uses cigenfunction expansions to
compute solutions in regular domains. The analytical solution technique requires the
transport equation to have constant cocfficients. Specifically, this meant that the flow
velocity components must be constant, and the domain must be homogeneous; however, the
conceptual models required consideration of hcterogeneity. In addition, the flow velocities
are varied throughout the domain. Thus, the analytical code AT123D was not implemented.

It was decided that a code was nceded that was fundamentally different from the
finite element methods used in SEFTRAN and TRAFRAP but which could take advantage
of the simple rectangular gcometry without requiring the conductivitics in Eq. (1) to be
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constant. An additional constraint on the choicc of codes was that the code used should
be well established and recognized in the groundwater contaminant modcling ficld. One
code that met these conditions was the U.S. Geological Survey (USGS) MOC code
(Konikow and Bredehoeft 1988), which uses the finite difference discretization mcthod.
This program is based on a nonrigorous assumption that the advection-diffusion equation
is solvable by using the Method of Characteristics, a method commonly employed to sclve
hyperbolic wave equations. The discretization domain must be rectangular, but the
coefficients in the hydraulic head equation (i.e., conductivities) need not be constant.
Additionally, the USGS code solves the head cquation [Eq. (1)] simultaneously with both
the advection-diffusion equation [Eq. (5)] and the characteristic curve equations.

The USGS MOC code was implemented using essentially the same domain used with
the SEFTRAN runs. The previous velocity field produced by SEFTRAN was used as a
quality assurance check on the velocity field that emerges from the MOC calculations; the
aforementioned determination of the parameters using SEFTRAN was kept for input into
the MOC code with the intention that these values would be tuned further within
reasonable limits if needed.

6.5.3 Grid Domain for the USGS MOC Code

The domain for solving the system of equations is taken as the basic rectangular
shape shown in Fig. 1. After preliminary tests for repeatability of the velocities produced
earlier by SEFTRAN, it was determined that the discretization of the domain should be
accomplished by using a 20 x 20 system of nodes, with 4, = 12 ft and 4, = 3 ft. The
system is shown in Fig. 20.

6.5.4 Base Case Parameter Input Values

This section describes the data-driven and tuning parameter values used as input to
run the MOC code for the base case simulation.

6.5.4.1 Boundary conditions

Because the MOC code requires the outer rows and columns to be no-flow
boundaries, the imposition of Dirichlet data must be accomplished by setting the driving
term in Eq. (5) to appropriate values at the adjacent inner rows and columns of the grid.
This amounts to groundwater leakage out of the boundary, which just suffices to maintain
the constant head at the boundary in Eq. (5) and to maintain zero concentration at the
boundary in Eq. (6).

6.5.4.2 Initial conditions
The initial concentrations in the transport equation were taken to be zero except at

the node (17,10), which represented the injection well GW-484. There, the concentration
was set at 100,000 ppb = 100g/m’ of dye solution.
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6.5.43 Choice of rcmaining parameters in transport cquation

Considerable numerical experimentation, using the basic constraints placed on the
hydraulic parameters mentioned above and varying the dispersivity coefficients and aquifer
thickness within rcasonable limits, yielded a base case input sct. The parameters that were
determined by componentwise tuning are listed in Tub‘c . A complete listing of the basc
case input file is displayed in Table 4. The USGS documcntation (Konikow and Bredehoeft
1988) is neccessary for guidance in the specific details regarding formats. The description
of the random assignment of conductivities is discussed in Sect. 6.5.4.4.

Table 3. Range of parameters available for tuning transport code

Description Assumed range

Effective porosity (Beta) 1% < n < 10%
Longitudinal dispersivity 00l <a<S5

Table 4. Base case input parameters to meet USGS code input requircments

Variable name Definition Value
in code
NTIM Maximum number of time steps 48
NPMP Number of pumping periods 1
NX Number of nodes in x direction 20
NY Number of nodes in y direction 20
NREC Number of injection wells 1
PINT Pumping period in years (yr)
POROS Effective porosity (%) S
BETA Longitudinal dispersivity (It) 3
S Storage coefficient 0
TIMX Time increment multiplier (flow) 0
TINIT Initial time step (flow) (s) 0
XDEL Width of finite difference cell(x) (ft) 12
YDEL Width of finite difference cell(y) (ft) 3
DLTRAT Ratio of transverse to horizontal
dispersivity 0.01
ANFCTR Ratio of transverse to horizontal
transmissivity 0.03
REC [njection rate at Well GW-484 ({U/s) 10**("8)
CNREC Concentration of injected water (ppb) 10%*4

THCK Saturated thickness of aquifer (ft) 10
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6.5.4.4 Determination of hydraulic conductivity values

The preliminary conceptual model required alternating layers along strike with
conductivities alternating between two assumed values (Fig. 28). However, as described in
Sect. 5, an attempt to verify that construct by analysis of field data failed. It was then
hypothesized that the medium may be so heterogeneous that it could be represented only
by random conductivities at each node. Because an cmpirical population of values was
known, it was decided to assign conductivity values at each node by sampling that
population. The result is shown in Table 5, in which the actual conductivity value is
obtained by multiplying the indicated value by 3.28 x 107 ft/s.
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02.04.7 3.31.9 .7 3.18.4 .63.52,98.93.23.43.41.03.3 .0
1 2.4 3.54.6 2.211.411.411.4 4.6 2.6 9.5 8.8 .5 2.2 3.4 9.1 :.3 .0
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.0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0

Table 5. Base case randomized hydraulic conductivity grid domain

6.5.4.5 Summary of data-driven and constraincd parametcr valucs

Relative to the entire coupled boundary value problem that was solved for the tracer
concentration C (xy,t), the inputs were determined by field data as follows:

The grid orientation is based on the conceptual model that the principal direction
of flow is parallel to geologic strike suggested by geologic and tracer data.

The boundary conditions were taken as fixed hydraulic head values that were
interpolated directly from a global interpolating spline that was fitted to all data
taken at a date that represents the entire simulation time of 12 months. Figure 22
compares the hydraulic gradient for data representative of January 5, 1989, with
data from other times during the 12-month period.

Hydraulic conductivities in general were randomly sampled at each node, based
on an empirical cumulative distribution function cdf of field data (Fig. 29). Letting
p = F(k) denote the cdf, a cubic spline interpolation S, passing through the data
points [k(j).p(j)], was constructed. For any subregion of the original domain for
which random conductivity is required, a uniformly distributed random number r on
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(0,1) is generated. Then, the determination of conductivity for that region is
taken as

k=5 (p)

For numerical purposes, this is done for all nodes except those for which a
maximum conductivity is required, such as conduits. Even for these particular
nodes, the conductivity used does not exceed the maximum measured value of
1.0 x 10* cm/s.

® The boundary values used in Eq. (5) are taken as zero (Dirichlet), and the initial
concentration distribution is taken as

C(xy,0) = C, for GW-484 |
and

C(x,y,0) = 0 elsewhere .

The best approximation for C, was 100,000 ppb (log C, = 5.0), which coincides
within one-half order of magnitude of what was actually injected.

® The constrained parameters used to tune the numerical solution were

porosity 1% < =p < =10%,

longitudinal dispersivity 0 < = ALPHA(1) < = 10,
conductivity anisotropy 1 < = K/K, < = 30, and

dispersivity anisotropy 1 < = ALPHA(1)/ALPHA(t) < = 100 .

Porosity was used to adjust the tracer migration velocity. Longitudinal and
transverse dispersivity values were used to adjust the spread of the plume. The

hydraulic conductivity anisotropy was used to adjust the direction of the center of
mass of the plume.

655 Model Sensitivity Analysis

The principal parameters used in simulating groundwater flow and tracer migration
are those put into the partial differential Eqs. (1) and (5), which determine the contours
described above. To understand how errors in the assigned values of these input
parameters may affect the numerical solutions of the equations, a study of relative stability
was conducted using the computer code GRESS. The quantity used to evaluate parameter
sensitivity of the USGS MOC code was the quotient of relative change in concentration to
relative change in the parameter under consideration. That is, if p represents the
parameter, then the sensitivity of the concentration computation at a given point in the
domain and at a given time is given as

d(C)p
d(p)p .
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If this quantity is less than 1, then a relative error in the paramcter p (such as
porosity, dispersivity, conductivity, or anisotropy) is not magnificd in the overall computation
for concentration. The smaller the ratio, the less scnsitive C is to errors in the parameter.
The GRESS code, in conjunction with the USGS MOC code, performs this computation.

Figures 30 and 31 show the results from that analysis for two dctection wells (GW-
493 and GW-495, located near the plume axis and margin, respectively) at time t = 12
months. The sensitivity varicd with concentration, and scveral observations were made.

® The transport was only moderately sensitive to all the parameters, with the
exception of longitudinal dispersivity, which evidently drove the system at all
concentrations. This parameter was less influcntial at higher concentrations.

® As concentration increased, the porosity (which mathematically is a scale factor
for velocity) became more influential; however, it never produced a sensitivity as
large as 10 x 102

® Anisotropy of both hydraulic conductivity and dispersivity contributed to moderate
sensitivity, with the effect of dispersivity being larger. The anisotropies produced
similar sensitivity curves; in fact, the curves for GW-495 were virtually coincident.

® The effect of modeling with one or threc conduits of elevated hydraulic
conductivity produced no important differences in sensitivity.

The choice of the longitudinal dispersivity parameter D(L) produced significant effects
on concentration, especially when the concentration was relatively low. This parameter and
its anisotropy D(T)/D(L), which were tuned to duplicate the aspect ratio of the tracer
plume, were given order-of-magnitude weight equal to that of the advection term obtained
by running the SEFTRAN code earlier in the study. With increased concentration,
sensitivity decreased with respect to longitudinal dispersivity and increased with respect to
porosity. This suggests that the model may err in resolving details of the leading edge of
the tracer plume. Hence, while the inclusion of clevated conductivity conduits produced
more realistic front velocities as well as basic plume characteristics, the details of lower-
concentration fingering may be sensitive to dispersion coefficient errors. On the other
hand, for predicting the basic orientation and evolution of tracer migration, it is believed
that lower sensitivity values that relate to the center of mass, direction, and velocity of the
plume add confidence in describing the theoretical model.
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7. COMPARISON OF MODEL SIMULATION WITH TRACER MIGRATION DATA

Figures 32 through 37 compare contours of site tracer concentration data with model
simulation results for six time steps during a 1-ycar period. In these base case simulations
(using an 11-m-long elevated hydraulic-conductivity conduit at the tracer injection point to
achicve calibration to near-ficld tracer migration), the simulated dircction and rate of
migration closcly resemblc contours of site tracer data. Following the interpreted presence
of two additional conduits in the flow ficld based on sitc watcr-table clevation and tracer-
concentration data, they too were superimposed on the model grid. Figures 38 to 41
illustrate results of those simulations for four time steps during a 1-ycar period. The
comparison shows a remarkable, detailed similarity between the 100- and 1000-ppb contours
of tracer concentration data and the modcl simulation. Figure 42 illustrates a representative
transport simulation assuming homogencous, isotropic aquifer conditions. In contrast to
observed tracer migration, it can be secn (like the SEFTRAN flow simulation in Fig, 26)
that the direction of solute transport is coincident with the maximum gradicnt.

To simulate the effects of a larger-scale source, a solute line source was input at
the north-south grid row equivalent to the tracer injection well location. Several simulations
were performed, including no discontinuous high-conductivity conduits and one conduit.
. The results suggest that flow in thosc cases results in local fingering of solute with little
effect on the long-term (12-month), long-distance (50 plus meters) transport rate. Multiple
closely spaced, longitudinal-but-discontinuous conduits act as continuous prefcrential
conductors of solute that can greatly affect transport rate (Figs. 43 to 46).
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Fig. 32. Computer-gencrated contour map of log tracer concentration day 26 after injection. Contour interval log tracer
concentration (ppb). Wecll locations represented by + symbol.  Imjection well within closed contours at right.  Rectangle
rcpresents computer code grid domain.  Creek represented by line at left.
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Fig. 33. Base case simulation contour map of log tracer concentration 1 month after injection.
Contour interval log tracer concentration (ppb). Rectangle represents computer code grid domain. Injection well symbolized
by square. Creek represented by line at left.
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Fig. 34. Computer-generated contour map of log tracer concentration day 182 after injection. Contour interval log tracer
concentration (ppb). Well locations represented by + symbol Injection well within closed contours at right. Rectangle
represents computer code grid domain.
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Fig. 35. Base case simulation contour map of log tracer concentration 6 months after injection. Contour interval log tracer
concentration (ppb). Rectangle represents computer code grid domain. Injection well symbolized by square. Creek represented
by line at lcft.
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Fig. 36. Computer-gencrated contour map of log tracer concentration day 372 after injection. Contour intcrval log tracer
concentration (ppb). Well locations represented by + symbol.  Injection well within closed contours at right Recctangle
represents computer code grid domain.
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Fig. 37. Base case simulation contour map of log tracer concentration 12 months after injection. Contour interval log tracer
concentration (ppb). Rectangle represents computer code grid domain. Injection well symbolized by square. Creck represented
by line at left.
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Fig. 38. Final case simulation contour map of log tracer concentration 3 months after injection. Contour interval log tracer
concentration (ppb). Rectangle represents computer code grid domain. Injection well symbolized by square. Creek represented
by line at left
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Fig. 39. Final case simulation contour map of log traccr concentration 6 months after injection. Contour interval log tracer
concentration (ppb). Rectangle represents computer code grid domain. Injection well symbolized by square. Creek represented
by line at left.
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Fig. 41. Final case simulation contour map of log tracer concentration 12 months after injection. Contour interval log tracer
concentration (ppb). Rectangle represents computer code grid domain. Injection well symbolized by square. Creek represented
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Fig. 42. Solute transport simulation assuming homogeneous, isotropic aquifer properties
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Fig. 43. Simulation assuming line source injection at injection well location, randomly distributed hydraulic conductivity
values, and randomly distributed conduits of elevated hydraulic conductivity 3 months after injection. Contour interval log tracer
concentration (ppb). Rectangle represents computer code grid domain. Creek represented by line at left.
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Iig. 44. Simulation assuming line source injection at injection well location, ranaamly distributed hydraulic conductivity
valucs, and randomly distributed conduits of elevated hydraulic conductivity 6 months after injection. Contour interval log tracer
concentration (ppb). Rcctangle represents computer code grid domain.  Creek represeated by line at left.
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Fig. 45. Simulation assuming line source injection at injection well location, randomly distributed hydraulic conductivity
values, and randomly distributed conduits of clevated b- raulic conductivity 9 monthsafter injection. Contour interval log tracer
concentration (ppb). Rectangle represents computer code grid domain. Creek regmesented by line at left.

SL



ORNL-DWG 89-16452

Y-12

30000

+30600
W
o
o
=
o
‘{-'30800

,__:1;:5——_'—__:#&

0
> :

—eee——— T

29800 29300

+30500
—-’——30800

Fig. 46. Simulation assuming line source injection at injection well location, randomly distributed hydraulic conductivity
valucs, and randomly distributed conduits of elevated hydraulic conductivity 12 months after injection. Contour interval log tracer
concentration (ppb). Rectangle represents computer code grid domain. Creek represented by line at left.
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8. DISCUSSION

One of the principal objectives of FY 1989 activities was to evaluate the legitimacy
of the preliminary conceptual model for flow and transport that was developed from the
FY 1988 mode! validation task by site testing, data analysis, and model simulation.
Successful performance of the task was due in part to the approach to problem solution.
In contrast to the typical method of performing such tasks in which site data interpretations
are provided to modelers for model input after data analyses have been completed, this task
was performed by developing and testing hypotheses in parallel throughout task
performance. The approach allowed for simultaneous hypothesis development, testing,
modification, and verification from field specialists, theoreticians, and mathematicians. The
approach is regarded as merely an application of the scientific method, but it is scldom
applied to multidisciplinary problems of this nature. The investigators believe that the
results of the model validation task provide specific examples that demonstrate the benefits
of the approach.

Hydrologic test data analyses do not support the concept of a hydraulic conductivity
contrast between bedrock lithologies; no statistically significant contrast is evident either
between bedrock lithologics or between weathered and unweathered bedrock. Preliminary
FY 1989 computer flow simulations, however, indicated that the flow field at the site could
be successfully simulated by incorporating the preliminary conceptual model in grid
construction and grid element purameter value assignment. Although successful modecl
simulations were performed with the heterogeneous lithology concept, the hydrologic test
data designed to demonstrate the validity of the concept failed to do so. Alternatively,
those data also failed to disprove the concept. Cross-sectional contouring of water elevation
data suggests that the hydraulic head profile is related to bedrock attitude. With
uncertainties associated with hydrologic test data interpretation and analysis, the concept
may remain viable. It may be that available methods for analyzing field data are incapable
of resolving the level of detail required to perform an adequate test. It also may be iliat
water-producing zones in the principal aquifer exceed the limited testing scale.

The observed transient tracer-migration rate at intermediate distances from the
injection well combined with rapid shallow aquifer response to rainfall (Figs. 15a and 15b)
indicates that aquifer recharge/discharge flux may be more important than gradient in
determining groundwater flow velocity. Rapid (less than 24 h) aquifer recharge followed
by several days of discharge suggests that site soils allow rapid infiltration of rainfall directly
to the aquifer, which then requires days of discharge flow to reach pre-rainfall head
conditions. Section 5.3.5 describes the relationship between observed pulses in the rate of
tracer migration and accompanying increases in tracer concentration in response to
precipitation. It is projected that when tracer reaches the stream, aquifer response to event
precipitation will result in tracer discharge to the stream in similar pulses.

The role of the hydraulic gradient profile on the transient tracer-migration rate is
unclear; the tracer-migration rate is not always related to the slope of the gradient. Tracer
migration and water elevation indicate the presence of discontinuous, nearly strike-parallel
zones of elevated head potential and hydraulic conductivity, which have a dominating
influence on both the direction and rate of flow and transport. To perform simulations of
tracer migration, these zones were represented as conduits of elevated hydraulic conductivity
and were assigned valucs at the upper end of values measured in the field (1 x 10* cm/s).
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It may be that with sufficient data, a solution to the transicnt problem without the use of
conduits might produce results similar to the steady-state solution performed in this study.

Although the site flow field can be successfully simulated using the preliminary
conceptual model, the bulk of the data suggest that modification of the model is necessary.
The revised conceptual model for flow and transport based on the analysis of site data is
a refinement of the preliminary conceptual model developed prior to FY 1989 activities.
In the shallow aquifer, flow direction is dominated by local and regional geologic fractures.
Head that drives flow is derived largely from depth or from an undetermined off-site
location at lesser depths. The transient tracer-migration rate is related to a complex
interplay between fracture connectedness, zones of elevated hydraulic head potential and
hydraulic conductivity, and an overall changing site hydraulic head gradient related to
precipitation events and the annual precipitation cycle.

As stated in Sect. 1, tracer arrival in the far field at the initiation of thc *™ 1989
task precludes results of this study from constituting a complete demonstration ui model
validation. However, the authors believe that the results constitute a model validation in
the following manner. First, the base case tracer simulation (one conduit) was calibrated
to flow in the near field and was allowed to run for 12 months. That case predicted that
the average tracer-migration rate for the time period was 0.4 ft/d; the actual migration rate
for the 100-ppb isopleth during that time period was 0.33 ft/d. In addition, modeling and
conceptual model development from field activities proceeded in parallel. The model was
intended to examine the legitimacy of ideas developed from the analysis and interpretation
of field data. The computer code simulation of tracer migration validates those ideas.

Clearly, the next step (model validation) is for the calibrated model to perform
accurate predictions of tracer location, time of arrival, and concentration in the absence of
a priori field data. Such an exercise could be performed at this site by predicting tracer
arrival at the perennial creek to the west of the site. Such a task is under consideration
and may be performed pending determinations regarding the ability of such an exercise to
meet program needs. Alternatively, another tracer test could be performed at another site
with the objective of evaluating predictive model accuracy.



9. CONCLUSIONS

This study demonstrates that the level of resolution provided by a groundwater tracer
test can be simulated as an equivalent porous medium by using model input parameter
values constrained by field data interprctations. The results (model calibration) constitute
the first nccessary step in predictive model accuracy (model validation). In part, the
successful simulation is attributed to use of a systematic approach to sitc characterization,
conceptual model formulation, hypothesis testing, and modeling through an iterative
feedback process. Simulating tracer-migration behavior over short time periods (weeks) is
limited by our ability to conceptually integrate the effects of bedrock fractures, fluctuations
in the local hydraulic head configuration, and precipitation on the flow field. Simulatians
over longer time periods (months) smooth the short-term fluctuations in these effects for
more accurate comparison with tracer-migration behavior.

Conventional site data interpretation and groundwater modeling practices that assume
stcady-state, homogeneous conditions do not accurately rcpresent the flow ficld on the
ORR. Simulations that use those conditions predict an unrealistic plume shape and
migration pathway. A set of extensive tracer concentration and water elevation data
indicates that the direction of groundwater flow and solute transport is related to the
presence of bedrock fractures. The rate of migration is altcred locally by the presence and
lateral extent of these fractures (conduits) and is weakly related to the hydraulic gradient
profile. Depending on the time of year, tracer migration in the shallow aquifer responds
almost immediately to rainfall events of ~20 mm and greater.

Accurate simulations during a 1-year period can be achieved by assigning randomly
distributed values of hydraulic conductivity and conduit geometry in the flow field within
the constraints of site data interpretations. Future use of this constraincd randomization
approach to problem solution at the scale of the surrounding Bear Creek Valley site may
reduce uncertainties associated with site-wide pathways analysis and performance assessment.
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APPENDIX B

TRACER ARRIVAL CURVES
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