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PREFACE

This 1990 Annual Report from Pacific Northwest Laboratory (PNL) to the U.S. Department of Energy
(DOE) describes research in environment, safety, and health conducted during fiscal year 1990. The
report again consists of five parts, each in a separate volume.

The five parts of the report are oriented to particular segments of the PNL program. Parts 110 4 report on
research performed for the DOE Office of Health and Environmental Research in the Office of Energy
Research. Part 5 reports progress on all research performed for the Assistant Secretary for Environment,
Safety and Health. In some instances, the volumes report on research funded by other DOE components
or by other governmental entities under interagency agreements. Each part consists of project reports
authored by scientists from several PNL research departments, reflecting the multidisciplinary nature of
the research effort.

The parts of the 1980 Annual Report are:

Part 1. Biomedical Sciences
Program Manager: J. F. Park . Park, Report Coordinator

J.F
S. A. Kreml, Editor

Part 2: Environmental Sciences

Program Manager: R. E. Wildung M. G. Hefty, Report Coordinator
D. A. Perez, Editor
K. K. Chase, Text Processor

Part 3: Atmospheric and Climate Research
Program Manager: C. E. Elderkin W. R. Barchet, Report Coordinator
E. L. Owczarski, Editor

Part 4: Physical Sciences
Program Manager: L. H. Toburen . Toburen, Report Coordinator

L.H
K. A. Parnell, Editor

Part 5: Environment, Safety, Health,
and Quality Assurance
Program Managers: L. G. Faust D. K. Hilliard, Report Coordinator and Editor
R. V. Moraski
J. M. Selby

Activities of the scientists whose work is described in this annual report are broader in scope than the
articles indicate. PNL staff have responded to numerous requests from DOE during the year for planning,
for service on various task groups, and for special assistance.

Credit for this annual report goes to the many scientists who performed the research and wrote the indi-
vidual project reports, to the program managers who directed the research and coordinated the technical
progress reports, to the editors who edited the individual project reports and assembled the five parts,
and to Ray Baalman, editor in chief, who directed the total effort.

T. S. Tenforde

Health and Environmental
Research Program Office
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FOREWORD

At the start of FY 1990, the atmospheric sciences and carbon dioxide research programs within the Office
of Health and Environmental Research (OHER) were gathered into the new Atmospheric and Climate
Research Division (ACRD). One of the central missions of this new division is to provide the Department
of Energy with scientifically defensible information on the local, regional, and global distributions of energy-
related pollutants and their effects on climate. This information is vital to the definition and implementation
of a sound national energy strategy. Because much of the work done at PNL during FY 1990 falls under
the umbrella of the new ACRD, we are including in this volume the progress and status reports for all
OHER atmospheric and climate research projects at PNL.

PNL has had a long history of technical leadership in the atmospheric sciences research programs within
OHER. Within the ACRD the Atmospheric Chemistry Program (ACP) continues DOE's long-term commit-
ment to study the continental and oceanic fates of energy-related air pollutants. This program is built on
the research foundations established by the Multistate Air Pollution Power Production Study (MAP3S)
and the Processing of Emissions by Clouds and Precipitation (PRECP) programs in the decades of the
70s and 80s. Research through direct measurement, numerical modeling, and laboratory studies in the
ACP emphasizes the long-range transport and transformation of oxidant species, nitrogen-reservoir
species, and aerosols. The Atmospheric Studies in Complex Terrain (ASCOT) program continues to bring
basic research on density-driven circulations and turbulent mixing and dispersion in the atmospheric
boundary layer to bear on the micro- to mesoscale meteorological processes that affect air-surface
exchange and on emergency preparedness at DOE and other facilities.

The atmospheric sciences research within ACRD provides the basic scientific underpinnings to the emerg-
ing ACRD program on global climate research. Research projects with the core CO> and ocean research
programs are now integrated with those in the Atmospheric Radiation Measurements (ARM), the
Computer Hardware, Advanced Mathematics and Model Physics (CHAMMP), and quantitative links
programs to form DOE's contribution to the U.S. Global Change Research Program. The latter three
programs, all initiated in FY 1990, have grown to be a major component of ACRD. Climate research in the
ACRD has the common goal of improving our understanding of the physical chemical, biological, and
social processes that influence the Earth system so that national and international policymaking relating to
natural and human-induced changes in the Earth system can be given a firm scientific basis.

The description of ongoing atmospheric and climate research at PNL is organized along two broad
research areas:

¢ Atmospheric Research

¢ Climate Research

This report describes the progress in FY 1990 in each of these areas. A divider page summarizes the
goals of each area and lists projects that support research activities.
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ATMOSPHERIC RESEARCH

Atmospheric research at PNL focuses primarily on two areas: the flow of air in complex terrain and the fate
of emissions as they are transported and processed in the atmosphere. Analyses of airtiow in complex
terrain investigate the role of energy exchange, terrain configuration, and scale interactions for coupied
flows (e.g., slope, valley, and gradient) in developing and destroying boundary-layer circulations and in
dispersing contaminants. Analyses of the regional-scale transport of emissions have addressed the
physical and chemical processes within cloud and precipitation systems, the inflow and outflow dynamic
characteristics of clouds, microphysics and in-cloud scavenging properties, aqueous phase chemistry,
regional wet deposition patterns, and storm chemistry climatology.

Research activities include field experiments, data analysis, and modeling simulations. Experiments pro-
vide data for analysis in both airflow and emission processing research, and modeling simulations provide
a tool for predicting airflow and emission transport and mitigating their effects. This year, two field experi-
ments were performed, analysis of data from previous experiments continued, and model development
was advanced in both the examination of airflow in complex terrain and in the transport and processing of
poliutants.

The two field programs supported by the projects whose progress is summarized in this report were a
boundary-layer study in the Tennessee Valley and a precipitation chemistry study in Ohio. The
Tennessee field program took place in February and March; its purpose was to gain a better under-
standing of the local thermally developed circulations that form in the Tennessee Valley and their
interaction with the synoptic scale flows above the valley and to support improvements in emergency
forecasting operations at Oak Ridge National Laboratory (ORNL). The Frontal Boundary Study, con-
ducted in October 1989 in the vicinity of Columbus, Ohio, addressed the vertical redistribution of pollut-
ants by cyclonic storm systems.

Numerical computer models are used to help analyze the results of measurement programs and to carry
out numerical experiments that extend the range of conditions being studied. Models under develop-
ment at PNL include those that simulate mesoscale air flow in complex terrain and those that simulate the
transport and removal of pollutants through deposition or reaction on regional and global scales. These
investigations are systematically increasing the reliability of theoretical descriptions and models. Such
models hold the promise of translating descriptive and forecasting capabilities to the great number of
other locations where boundary-layer flow and contaminant dispersion and removal are significantly influ-
enced by terrain features, surface energy exchange processes, regional characteristics of meteorology
and atmospheric chemistry.

Presentation of research results is an important mechanism for cooperative improvements in atmospheric
studies. In addition to the presentation of conference papers and publication of journal articles, a peer
review by the National Academy of Sciences examined the work at PNL under the pollutant transport
project. Details of the favorable response by the review committee are forthcoming.

The following articles present summaries of the progress in FY 1990 under these research tasks:

® Atmospheric Boundary-Layer Studies

® Atmospheric Diffusion in Complex Terrain

® Coupling/Decoupling of Synoptic and Valley Circulations

®* Nonlinearity/Acid Precipitation Processing

* Research Aircraft Operations.






Atmospheric Research

Atmospheric Diffusion in Complex
Terrain

J. C. Doran, K. J. Allwine, and J. M. Hubbe

The Atmospheric Diffusion in Complex Terrain
program carried out several modeling, measure-
ment, and analysis tasks during the past year.
These tasks focused on the collection, interpre-
tation, and understanding of a large quantity of
meteorological and tracer data collected in Brush
Creek valley in Colorado, at Oak Ridge in
Tennessee, and on the Hanford Site in
Washington.

Modeling Studies

A series of numerical experiments was carried out
to study the effects of ambient winds on the
development and structure of katabatic winds
forming in a valley. The work was prompted by an
analysis of the data obtained from the 1984
ASCOT experiment in Brush Creek valley in
Colorado. Clements et al. (1989) reported that the
depth of the down-valley drainage flows in Brush
Creek showed an inverse linear dependence on
the magnitude of the wind speed in the first 100 m
above the valley ridgetops. Because of the limited
duration of the field experiments, Clements et al.
were able to consider only four cases, two of which
were quite similar in wind speed. The use of a
numerical model to extend the range of ambient
winds that could be studied appeared useful; it
also provided the opportunity to examine possible
mechanisms that might be responsible for the
observed behavior.

Clark's nonhydrostatic, anelastic code (Clark 1977;
Clark and Farley 1984) was chosen for the simula-
tions. The valley geometry used for the numerical
experiments was based roughly on that of Brush
Creek, although some simplifications were made
for convenience. Ambient ridgetop winds ranged
in speed from 0.5 to 6 m/s, and made angles with
the valley axis ranging from 0° (up-valley) to 90°.
Cooling of the valley was based on measured
values of sensible heat fluxes taken from the 1984
field measurements. Model runs were typically
carried out for 6 h of cooling after an initial 2-h
spinup period. A nested, inner model was

spawned and used for the last 2 h of cooling to
provide better spatial resolution in the valley.

For some parts of the valley, the observed linear
decrease of drainage depth with wind speeds in a
100-m-thick layer above the ridgetops was found,
but near the valley mouth this relationship broke
down. Figure 1 shows profiles of wind speeds in
the center of the valley at a point 6.5 km from the
valley mouth. The dependence of drainage depth
on wind speed is apparent. The dependence of
the depth and strength of the katabatic winds on
ambient wind direction was less clear. As the
approach angle o increases, the strength of the
updrafts and downdrafts near the windward wall of
the valley and near the valley mouth increases.
Figure 2 shows an example of this behavior, for o. =
10° and 60°, at a height 100 m below the ridgetop.
Such vertical motions enhance mixing processes
and can entrain the ambient up-valley winds into
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FIGURE 1. Along-Valley Wind Speed Profiles at Center of
Valley fory = 24 km, o = 60°, and Ambient Wind Speeds of 0.5,
2, 4, and 6 m/s. Positive values are upvalley speeds and
negative values are down-valley speeds.
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FIGURE 2. Vertical Velocities at a Height of 600 m for (a) @ = 10° and (b) & = 80°, for Ambient Wind Speed of 4 m/s. Stippled areas

are negative velocities; contour interval = 0.2 m/s.

the valley. However, as o increases, the compo-
nent of the ambient wind directed up-valley also
decreases so that the entrained air carries less up-
valley momentum. The two factors apparently com-
pensate to a large extent, leaving the depth of the
down-valley wind regime relatively unchanged.

In a second study, a numerical mesoscale model
has been used to study wind patterns over the
Hanford Site. This work was carried out in coopera-
tion with the Meteorological Services and Assess-
ment Program. A case was selected for investi-
gation in which the winds in the southern part of
the site were blowing strongly from the southwest
while the area around the Hanford Meteorological
Station (HMS) was nearly calm. These conditions
are not uncommon during winter months, but their
occurrence and timing can be difficult to predict
reliably. Sensitivity tests were conducted to exam-
ine the range of geostrophic forcing, vertical
shears, and initial inversion structures that would
result in the observed wind and temperature pat-
terns. Preliminary results suggest that only a rela-
tively narrow range of ambient wind directions
(e.g., at 1000 m AGL) from the northwest will be
effective in producing the specified conditions.
The role of blocking by Rattlesnake Ridge and the
effects of cold stagnant air in the northern regions
of the Site are currently being studied further.

Field Experiment

A field measurement program was conducted in
the Tennessee Valley near Oak Ridge during late
February and early March. This effort was jointly
supported by the three ASCOT programs at PNL;
plans for the program were reported last year by
Doran and Whiteman (1990). A tethered balloon
was used to gather wind and temperature profile
data, which will be combined with data obtained
from other ASCOT investigators to obtain a picture
of the wind and temperature fields in the Oak
Ridge area and its surroundings. The depen-
dence of these fields on the ambient conditions
above the surrounding ridgetops will be the sub-
ject for continuing investigations during the
coming year. Initial analyses have identified
several nights in which marked directional shear
was observed in the vertical wind profiles. The role
of terrain channeling and thermal forcing in
explaining these features will be investigated.

Data Analysis

Finally, the Eulerian integral conservation equation
for a scalar quantity was applied to the analysis of
the 1984 ASCOT tracer data collected in Brush
Creek valley, Colorado. It was found that even for
near-steady nighttime flows, with no sources or
sinks in a control volume and no mass flow through




the side, top, or bottom boundaries, a mass
balance could not be obtained by considering only
the advection terms. A slight oscillation (10%) in
the along-valley winds and a lack of measurements
of tracer throughout the control volume produced
an uncertainty in the budget that could not be
resolved.

The magnitude of this uncertainty was investigated
using the one-dimensional conservation equation
with no sources, sinks, or molecular diffusion.
Inflow boundary conditions for the scalar of varying
amplitude and frequency were imposed and the
velocity was also allowed to vary as a periodic func-
tion in time. It was found that the storage term in
the equation can be roughly twice the amplitude of
the product of the scalar and the velocity. Another
source of uncertainty in the analysis is a longi-
tudinal turbulent flux term that appears in the
equation. Preliminary calculations put this term at a
maximum of 5% to 10% of the total advection term.

This study shows that the use of the integral con-
servation principle in the analysis of most experi-
mental data can provide, at best, only a rough
(~30% to 200%) balance in the scalar quantity
being investigated. However, this approach might
still be useful in the estimation of certain quantities
that would otherwise be difficult to estimate, such
as a diffuse source term. With an experiment
designed to reduce the uncertainties in each term
of the conservation equation, the desired quantity
could be estimated as a residual.
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Heat Budgets of Valley and Basin
Atmospheres During the Evening
Transition and Nighttime Periods

C. D. Whiteman

In recent years there have been several attempts
to calculate individual components of the heat
budgets of various valleys and basins (Hennemuth
1985; Freytag 1985; Maki et al. 1986; Vergeiner
et al. 1987; Horst et al.1987, 1989; Kondo et al.
1989) . The impetus for this work has generally
been the desire to gain a better understanding of
the role of the valley’s heat budget in generating
local thermally driven circulations.

As one activity under the Coupling/Decoupling
of Synoptic and Valley Circulations Project,
Whiteman (1990) presented a conceptual frame-
work for such calculations, comparing individual
terms in several valleys and basins where bulk
budget terms were estimated, and drawing con-
clusions regarding the meteorology of valley and
basin atmospheres during the evening transition
and nighttime periods. This article summarizes this
research. We proceed by stating the mathematical
form of the atmospheric heat budget equation,
developing a conceptual model for intercomparing
various valleys and basins, and evaluating the heat
budgets for three different valleys and basins.

Atmospheric Mass and Heat Budgets

From the First Law of Thermodynamics, the atmos-
pheric heat budget equation for a volume v can be
written as
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where ¢ is specific heat at constant pressure, 8is
potential temperature, T is temperature, V is the
vector wind, and R is the vector net all-wave
radiation.

Equation (1) specifies that the rate of change of
heat storage in an atmospheric volume (term a)
depends on the convergence of potential tem-
perature flux by the mean wind (term b), conver-
gence of turbulent sensible heat flux (term ¢), and
convergence of radiative flux (term d) in the atmos-
pheric volume. Clearly, the magnitudes of the indi-
vidual terms in Equation (1) depend on the size of
the valley or basin. In order to aliow comparisons
between valleys of different size, we normalize
Equation (1) by dividing each of the terms by the
valley drainage area A such that the units of the
terms become W m-2.

Model

We consider the bulk heat budgets of valley and
basin atmospheres under constraints of mass and
heat conservation. In a draining valley, mass con-
servation requires that air flowing down the valley
axis must be replaced by air that sinks into the
valley from above. Because the valley atmosphere
is stable during the evening transition and night-
time periods, this replacement air is warmer than
the air in the valley and must be cooled in order for
it to participate in the drainage flow. This sinking
may occur preferentially in a layer above the side-
walls where proximity to the cooling surfaces is
maximized, but sinking may also occur over the
valley center or tributaries. Sensible heat flux
convergence (term c¢) and radiative flux conver-
gence (term d) are typically negative at night and
thus tend to produce cooling in the valley atmos-
phere. Nighttime observations in valleys also
generally show a net loss from valley heat storage
(term a is negative). The remaining term in Equa-
tion (1) represents advection. Vertical sinking
motions in a stable atmosphere produce warming,
so that the vertical component of this term is ex-
pected to produce warming. Horizontal along-
valley advection generally produces cooling, and
horizontal cross-valley advection simply redis-
tributes heat within the valley volume with no net
effect on the bulk heat budget. The sum of the
advective components (i.e., term b) is expected to
produce a net warming that counters the cooling
contributed by other terms of the heat budget. We
can thus think of the air subsiding into the top of

Conceptual

the valley atmosphere as the "brake” on the valley
thermal wind system. The wind system attains a
steady state when a balance is attained between
the advective warming, caused predominantly by
the warm air that sinks into the top of the valley and
the cooling processes that occur within the valley.
The strong rate of cooling that is a feature of the
valley atmosphere early in the evening becomes
much weaker once the along-valley drainage
begins, since the heat budget terms that produce
cooling become counteracted by the subsidence
warming necessary to sustain the mass flow.

In a completely closed basin, the air within the
basin in the late afternoon is simply cooled in
place, and little interchange occurs with the air
above the basin. The mass balance is therefore
characterized by a stagnation, and subsidence
warming does not play the important role in the
basin atmosphere that it plays in a draining valley.
Since all the remaining terms in the heat budget
produce cooling, the basin atmosphere experi-
ences a more or less continuous cooling through-
out the night, undiminished by the onset of sub-
sidence warming. One should keep in mind that
completely closed basins are quite unusual
topographically, and most basins will have a
drainage channel and thus some subsidence
heating. In closed basins such as sinkholes,
meteor craters, etc., minimum temperatures can be
quite extreme and the few studies of atmospheric
cooling in such basins show a strong cooling, as
expected (e.g., Sauberer and Dirmhirn 1954).

Calculation of heat budget terms is complicated by
non-ideal topography and, in practice, it is some-
times difficult to choose the atmospheric volume in
which to make meaningful calculations because of
unequal ridgetop heights, rapidly dropping ridge-
lines, etc. Further, one might expect changes in
the atmospheric heat budget along a valley’s axis,
since subsidence may be enhanced above the
head of a valley and compensatory rising motions
may occur near the foot of a valley. Most atmos-
pheric heat budgets to date have been accom-
plished for the nighttime “steady-state” period,
and no calculations have yet been performed for
the morning and evening transition periods.
During daytime, the mixed layer in the valley can
grow beyond the ridgetops so that the concept of
a fixed control volume within the valley becomes
inappropriate.



Heat Budget Equation Terms for Three
Valleys

Table 1 shows calculations of the individual terms
in Equation (1) for three different valleys and
basins. These terms have been normalized by
dividing by the valley drainage areas, as explained
above. In the case of Colorado’s 650-m-deep
Brush Creek valley (Horst et al. 1987, 1989), the
calculations were made over a 3.4-km-long valley
segment at the lower end of the valley. The seg-
ment had a drainage area of about 10 km2. Calcu-
lations for Japan’s 1030-m-deep Aizu Basin were
obtained from a paper published by Kondo et al.
(1989), which stated the drainage area as
5710 km2. The Sinbad Basin calculations were
made for a 550-m-deep, dry Canyonlands basin on
the border of Colorado and Utah with a drainage
area of 83.8 km=2.

For the Aizu Basin calculations by Kondo et al.
(1989), the advection term (term b) was assumed
negligible. Since the basin is not closed, however,
we have illustrated the results with an alternative
assumption (in parentheses in Table 1) that the
advection term produces warming at the rate of
25 W m-2, in conformance with the Sinbad Basin
calculations.

Calculations show that radiative and sensible heat
flux convergences (i.e., the diabatic terms) are
negative and are thus responsible for the night-
time cooling of basins and valleys. Of these two
terms, model calculations suggest that the radia-
tive term is the weakest. Sensible heat flux con-
vergences, calculated as a residual in the

atmospheric heat budget, are quite large--in the
neighborhood of -30 to -100 W m-2. Advection
results in net warming of the valley and basin
atmospheres. This warming is stronger in valleys
than in basins, although the fact that the Sinbad
Basin has an appreciable drainage rate decreases
the contrast between this basin and the Brush
Creek valley. The net effect of the diabatic cooling
and the advective warming is a nocturnal loss of
heat storage. The rate of loss varies from valley to
valley and there are significant uncertainties in
calculations of individual terms. Trapped volumes
(e.g., basins) cool more rapidly than well-drained
volumes. Although not shown in Table 1, well-
drained valleys have a strong initial rate of cooling
that decreases substantially once the down-valley
flow begins. Warmer air above the valley feeds the
valley drainage flows and acts as a thermodynamic
brake on the down-valley wind system because
import of warm air at the valley's head counters the
thermally developed pressure gradient that drives
the down-valley flow.

Heat budget computations for the three valleys
and basins reveal discrepancies between surface
sensible heat flux observations and sensible heat
flux divergences calculated as atmospheric heat
budget residuals. It is suggested that these dis-
crepancies arise because the sensible heat flux
measurements made on the valley floors are not
representative of the larger heat fluxes on the side-
walls and because significant upward turbulent
sensible heat fluxes may occur at the tops of the
valley control volumes. These upward sensible
heat fluxes have been assumed to be small in all

TABLE 1. Nighttime Atmospheric Heat Budget Terms (W m-2 for Colorado's Brush Creek valley, Japan's Aizu Basin, and

Colorado's Sinbad Basin).

Brush Creek Brush Crele_k Aizu Basin Sinbad Basin
—  HeatBudgetTerm 92684 23084 Qct, Apr, May — 71588
Change of Heat Storage -10 -25 -46 -45
Convergence of Flux by Mean Wind 31 77 0(25) 25
Radiative Flux Convergence -7 8 9 -17
Sensible Heat Flux Convergence (Residual) -34 94 -37 (-62) -53
Surface Sensible Heat Flux (Measured) -18 33 0 7
Imbalance 16 61 37 (62) 46




budget calculations to date. Model simulations of
valley heat budgets are presently being performed
as part of the ASCOT program to evaluate such
assumptions (Bader and Horst 1930).
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Atmospheric Boundary Layer
Studies

D. C. Bader

In recent years, the Atmospheric Boundary Layer
Studies project has focused on the dynamics and
turbulence of boundary layers over flat terrain,
simple slopes, and mountain valleys. This re-
search has relied on the use of state-of-the-art
numerical models and recently developed remote-
sensing instrumentation to build an integrated
observational and numerical modeling project.
Accomplishments in FY 1990 include:

« preparation of a journal article describing the
factors that affect nocturnal boundary layer
development over the Roan Plateau, the land-
form that surrounds the Brush Creek valley

» comparison of observed and modeled valley
energy budgets

» preliminary development work for new minia-
ture acoustic sounding systems

» continued exploration of full-turbulence simu-
lation (FTS) and large-eddy simulation (LES)
modeling methods as useful tools to describe
atmospheric boundary layer turbulence.

More detail on each of these activities is described
below.

The development of the nocturnal boundary layer
above the sloping Roan Plateau, which is situated
upwind of a high mountain barrier, was studied
through a combination of observations and numer-
ical model simulations. The results showed that
when there is a component of wind into the barrier,
a two-layer nocturnal boundary layer develops in
which a strongly stable region near the surface is
topped by a deeper, but less stable transition



region. This transition layer buffers the thermally
produced topographic winds from the overlying
synoptic winds flowing in the opposite direction.
The two-layer structure persists in both summer
and winter, which may provide a partial explanation
for the seasonal consistency of the thermal wind
systems in the underlying valleys.

Lidar wind measurements made during the 1984
ASCOT field experiment in Brush Creek were
combined with vertical temperature soundings to
quantify the mass and energy budgets of the
nocturnal valley wind system. A nonhydrostatic
mesoscale model was then employed to simulate
the wind system in a simplified version of the real
valley to help explain the inconsistencies found in
the calculated budget. Results from this compari-
son were presented by Bader and Horst (1990).

This project supported the design and acquisition
of a mini-SODAR (SOund Detection And Ranging)
as part of an effort to enhance our remote sensing
capability. The mini-SODAR is designed to be suit-
able for long-term unattended operation with
remote data communications capability. The instru-
ment will be included in the array of wind sounding
equipment that will be deployed in upcoming Front
Range studies. In the future its high-resolution
low-altitude wind data would complement a radar
profiler for a more complete sounding station. An
expert in boundary-layer remote sensing tech-
nology was hired this year, with support coming
partially from this project.

The use of full turbulence simulation (FTS) and
large-eddy simulation (LES) numerical models are
being explored as tools to formulate improved
descriptions of turbulent flows in neutral and stable
layers over both flat terrain and simple slopes.
Collaborative work with Dr. James J. Riley at the
University of Washington, an expert in FTS
methods, was started this year and will continue in
FY 1991. A PNL staff member who is currently on
educational leave is undertaking a doctoral pro-
gram under Dr. Riley's guidance with funding pro-
vided by this project.
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Atmospheric Chemistry Program/
PRECP

C. M. Berkowitz, K. M. Busness, M. Terry Dana,
W. E. Davis, R. C. Easter, R. V. Hannigan, R. N.
Lee, D. J. Luecken, D. S. Sharp, J. M. Thorp, and
S. D. Tomich

Fiscal year 1990 was a transition year for the
PRECP program, a shifting from regional and
national-scale research issues related to acidic
deposition under the NAPAP-oriented PRECP,
to global environment studies under the new
Continental and Oceanic Fate of Energy Related
Air Pollutants project, part of the Atmospheric
Chemistry Program (ACP). The major tasks of
FY 1990, reflecting this shift, were:

- the Frontal Boundary Study (FBS), a field
program directed toward regional deposition
model evaluation as well as the global impli-
cations of cyclonic storm pollutant transport and
processing

- initial development of a global chemical model
(GChM)

= continued development of diagnostic precipi-
tation scavenging models (e.g., Pluvius and
the RADM Scavenging Module [RSM]).

Frontal Boundary Study

The FBS was conducted early in FY 1990, in the
vicinity of Columbus, Ohio. The overall rationale
and objectives for FBS, a summary of facilities and
strategies, and a preliminary summary of the storms
sampled during the field effort were presented by
Busness et al. (1990) in last year's annual report.
In brief, FBS served two purposes: 1) as the
seventh in a series of field projects--the first six
under the NAPAP-related PRECP program--
investigating pollution removal processes and wet
deposition model evaluation; and 2) as an initial
field effort addressing an objective of ACP,
namely, to assess the vertical redistribution of
pollutants by cyclonic storm systems.

The major components of the experimental design
were the PNL Gulfstream-1 aircraft and a network
of sequential precipitation collectors. The experi-
mental plan--which included all types of weather
conditions, but emphasized warm fronts--called for
flight operations over the ground sampling net-
work in nearly all situations. The network consisted
of 36 sites within an 80 x 80 km area immediately



northeast of Columbus (CMH). Each site was
equipped with a computer-controlled automated
rain sampler (CCARS) (Tomich and Dana 1990),
which provided rainfall data (0.25 mm [0.01 in.]
resolution) and up to 9 sequential samples for
chemical analysis (nominaily 2.5 mm [0.1 in.]
resolution).

The timed precipitation data from the CCARS,
along with chemical analyses of the sequential
samples for major inorganic ionic species, form
data bases that allow a variety of spatial and
temporal analyses, such as evaluation of spatial
variations over time periods as short as 15 minutes.

Of the four significant precipitation events during
the operational period, the one most studied to
date is that of October 17, 1990, which included a
cold front and the remnant of the tropical depres-
sion Jerry. Figures 1 and 2 show the spatial pat-
tern of rainfall rate and sulfate concentration in rain
during a 1-h period. Considerable variability in
chemistry and precipitation rate in space and time
was observed for this event; in contrast, the itwo
warm sector events and another cold front showed
much more uniformity.
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FIGURE 1. Spatial Pattern of Rainfall Rate at FBS Study
Area on October 17, 1990.

Y (KM)

50
X (KM}

SULFATE CONC
24, 32. 40.

FIGURE 2. Spatial Pattern of Sulfate Concentration at FBS
Study Area on October 17, 1990.

The data bases of air chemisiry and spatially re-
solved precipitation chemistry from these events
should prove invaluable in the evaluation of grid-
scale performance of wet depesition modeis, and
will provide excellent opportunities for analysis
using higher dimensional modeis, such as Pluvius.
Results concerning the primary FBS objective,
relating to the redistribution and processing of
pollutants by cyclonic storms, will follow more
detailed analyses which are only in the preliminary
stages.

Gliobal Chemical Model (GChM)

The GChM has been developed at PNL to address
the need for a justifiable and comprehensive
description of both cloud and chemical processes
occurring over large areas and long time periods.
The GChM is a three-dimensional Eulerian model
that can simulate tropospheric chemical and cloud
processes occurring over various time and dis-
tance scales ranging from 1 day (regional) to over
1 year (hemispheric).

During 1990, several improvements were added to
the model, and more detailed meteorological data
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sets were procured. Preliminary applications of the
model were performed, where the effects of
clouds and rain on the trans-Atlantic transport of
sulfur species from North America and Europe
were computed. Simuiations were performed for
two 30-day periods: climatologically typical January
and July. Figure 3 shows concentrations of
sulfate from anthropogenic plus natural sources,
contoured on a logarithmic scale, in ppbv (gas-
phase mixing ratio equivalent). There are maxima
in sulfate concentrations over the areas of the
largest sources in North America and Europe, and
the influence of continental sources extends far
over the ocean. Figure 4 shows the correspond-
ing fractional contributions of sulfate from North
American anthropogenic sources to the total
sulfate air concentrations. North American sources
appear in this simulation to contribute less than 5%
of the total air concentrations of sulfate measured
in Europe. A more detailed description of the
GChM and recent results is being prepared for
open literature submittal.

In the coming year, we plan to make several
important improvements to the GChM.  An
advanced cloud parameterization scheme is being
developed and implemented, and changes are
being made to allow the model to use meteoro-
logical data from a variety of sources, including

from a forecasting model. We are also planning to
implement a more complete chemical mechanism,
which will allow calculation of concentrations of
nitrogen species and their photochemical prod-
ucts. Another improvement will allow an interactive
feedback between chemical concentrations in the
model and radiative processes in the Global Circu-
lation Model. This capability will allow quantitative
examination of the importance of the numerous
positive and negative feedback loops in the global
chemical/climate system.

Diagnostic Storm Modeling

Field data are important in validating the realism of
diagnostic models; that is, to be useful a model
must reproduce observed characteristics. Tests
were run on two diagnostic models this year:
Pluvius Il, using data from the PRECP-II experi-
ment conducted in 1985, and the RADM scav-
enging module (RSM), using data from the FBS.

Mesoscale Modeling of Precipitation
Scavenging by a Cold-Frontal Squall
Line
A cold-frontal squall line that occurred during the
PRE-STORM/PRECP-II experiment (Daly et al.

1986) was simulated using Pluvius-Il, a three-
dimensional mesoscale reactive scavenging
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FIGURE 3. GChM Concentrations of Sulfate.
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model. The squall line was observed as it passed
through Oklahoma on June 26, 1985. Measure-
ments obtained during the experiment included a
network of nine wet-only precipitation chemistry
samplers and two air chemistry aircraft (PRECP-II
component), and surface and airborne Doppler
radar, an upper-air sounding network, and a
surface meteorological network (PRE-STORM
component).

The event was simulated using Pluvius-1! (Hales
1989; Easter and Luecken 1988) coupled with the
Colorado State University Regional Atmospheric
Modeling System (RAMS). The RAMS model per-
formed a 3-dimensional dynamical simulation of the
squall line. The model was operated in a channel
mode with a horizontal domain of 150 km in the
across-front direction and 30 km in the along-front
direction. Propagation speed of the line and cloud
height were well reproduced; average precipitation
amount was underpredicted by a factor of two. Pre-
cipitation scavenging was simulated by Piuvius-Ii,
using air motion and cloud microphysics fields from
the RAMS simulation. Pollutant concentrations in
inflow air were specified using the air quality aircraft
observations. Concentrations of sulfur, nitrate,
and ammonium species were 0.5 to 1 ppb, and
most sulfur was present as sulfate aerosol.

Figure 5a shows simulated and observed concen-
trations of sulfate in precipitation, and Figure 5b
shows corresponding deposition amounts. Simu-
lated sulfate concentrations agreed well with obser-
vations, both in terms of mean values and spatial
variability. Deposition amounts of these species
were underpredicted by a factor of two, similar to
the precipitation underprediction. This is attrib-
uted to an underprediction of the inflow of water
vapor and pollutants to the storm, as estimated
from the upper-air soundings. Results for
ammonium were similar to those for sulfate. Con-
centrations of nitrate in precipitation were under-
predicted by a factor of two. Observed scavenging
ratios for nitrate were a factor of two higher than
those for sulfate and ammonium, suggesting
possibly an unaccounted-for source of nitrate in
precipitation or possible measurement difficulties
with the low levels of nitrate and nitric acid that
were present.

Use of the FBS Data to Evaluate the
RADM Scavenging Model

The validity of the RSM (Berkowitz et al. 1989) was
tested using the surface chemistry observed
during the FBS. The FBS, as described earlier in
this article, provided a series of data with
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concurrent meteorological and chemical observa-
tions; both are necessary to evaluate a scavenging
model.

The RSM was developed to provide a fast and
comprehensive cloud/deposition model to
operate within the regional-scale air pollutiorv
transport model (RADM) of Chang et al. (1987).
The RSM was designed around several adjacent
vertical columns, each connected to the other.
Two columns are given to describing a convective
storm (which characterizes the strong updrafts,
relatively large liquid water concentrations and
small fractional area of coverage) and a third
column describes a stratiform storm (occupying a
large area, and having very small liquid water con-
centrations). These two main components of the
scavenging model provide a detailed vertical
description of many key cloud features, including
liquid water versus height and particle fall speed
versus height. Together they define a cloud
system having an area-average precipitation rate
consistent with either modeled or observed
values. A relatively simple, though nonlinear,
chemical mechanism has been put into the RSM.
SO, is oxidized by either H-O, or Og, and scav-
enging processes for gas, aerosols, and cloud
microphysical processes are included. The micro-
physical scavenging rates are consistent with the
rates defined by the cloud models.

Results of running the RSM have shown some
sensitivities that affect model results. Studies by
Scott and Luecken (1990) have shown that
surface chemistry predictions from the RSM are
quite sensitive to the fraction of rain produced by
convective clouds (R) and to the fractional area of
coverage by convective clouds (f¢). Figure 6, from
this work, shows that a wide range of values is pos-
sible by adjusting these two parameters. It may be
expected that other scavenging models would
show a similar sensitivity.

Another area of uncertainty is related to the initial
conditions for the simulations. Some vertical pro-
files of species were relatively easy to characterize,
i.e., HoO5. Other species, such as SO», were not
so cooperative. To evaluate how well the initial
profiles must be known for scavenging calcu-
lations, we performed a series of simulations in
which five base-case profiles of SO, were distorted
in various ways, e.g., changing the scale height of
the profiles, increasing or decreasing the mixing
height, or simply truncating the profiles at the top
of the boundary layer. Figure 7 shows the results
of this study for the convective system. Each
ellipse in this figure groups points that correspond
to one of the 5 base-case profiles mentioned
above (having a surface mixing ratio of 20, 10, 5,
2.5, and 1 ppb). Despite a wide number of permu-
tations, it is seen that the exact shape does not

13



0.45

--------- 325 L \ . '
e % \‘
325 . o) i \ :
035( SN -
350 ... o 38 8
. i . ' wu N '
0.25 '\ e J \ ‘ l" : :'
fe s 5. 3 TR
N o ' P
. ‘\ O ] : t
F-- oL ‘ o ' P
0.15 § " N P
' OO Iy k , wm B)-\ NN
~ N Q
°. G © %o
0‘05 “ B \ ' !
0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

R

FIGURE 6. Sensitivity of the RSM to Meteorological Input. A range of deposition values is predicted as the fraction of

total precipitation derived from convective clouds (R) and the fraction of total area covered by precipitating convective
clouds (f¢) vary.

Convective

200
8 Zmix -50%

%’ 150 ¢  Zmix +50%
o % H202 scale height- 50%
o S W o H202 scale height+ 50%
£ % + Max. H202 - 50%
g‘ % 100 ~ O ® Max. H202 + 50%
o E X 4 Discontinuity - 50%
o8 1 4 Discontinuity + 50%
ZE .FA O All'S below Zmix
5 50 X . O o) 5ppb O S<Zmix,H202>Zmix
2 & M NH3-50%

1 @) 2.5ppb 8 NH3+50%

%) 1ppb

I e i B T e s s

0 2 4 6 8 10 12
Molar Ratio of SO2 {o H202

FIGURE 7. Results of Simulations Using Five Base Case Profiles of SO2.

14



matter so much as getting the correct ratio of SO,
and H»O,. Variations in the shape introduce an
uncertainty of ~+6 umol/L (giving a range of
12 umol/L). A similar study for the stratiform storm
resulted in a slightly higher element of uncertainty,
of about £10 pmol/L (giving a range of 20 pmol/L).

The FBS network data also provided an objective
estimate of the area of convection based on an
analysis of the individual precipitation records.
Each record was assumed representative of a
given area of the network, allowing evaluation of
that part of the network receiving convective pre-
cipitation via

36
2 A8, 1,ifd, >J
ac = n=::6 76n = f J J
Saa, o OIS
n=1

where A, and At,, refer to the area and time interval
over which precipitation rate J, occurred, and J* is
the minimum rate associated with convection.

Figure 8 shows the observed and predicted
sulfate concentrations. The error bars for the
observed values show one standard deviation of
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FIGURE 8. Observed and RSM-Predicted Sulfate

Concentrations.

the values measured over the network during the
hour indicated. The error bars for the predicted
values reflect the uncertainty associated with
defining the initial profiles and with defining the
ratio of convective to total precipitation.

It is seen that the model-predicted values are
within one standard deviation of the observations
for the first 2 h of the simulation. Beginning with
the third hour, the mean values of observed and
predicted concentrations start to diverge; different
assumptions about the meteorology would let the
model produce better agreement. By 5 h, the
model has removed enough mass so that the pre-
dicted values start to decrease, until by the end of
the 7-h simulation, the predicted values are smaller
than the observed. Whereas the FBS network was
experiencing an inflow of fresh pollutant, this infor-
mation was not available to the RSM, as it would be
when the RSM is run within a regional-scale model
that takes this important process into account.

Figures 9 and 10 show similar patterns for
ammonium and nitrate. A sensitivity study for
these species has not yet been performed on the
gas-phase profiles; as a result, error bars cannot be
put around the modeled points shown. It might be
expected that the uncertainty would be com-
parable to those error bars shown in Figure 8.
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National Academy of Sciences Review

In September 1990, a review of the entire ACP
was conducted by the National Academy of
Science's Committee on Atmospheric Chemistry.
Six presentations detailed PNL contributions to
the ACP. The committee’s report and recommen-
dations are expected to be released in early 1991.
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Continuing Development of the G-1
Aircraft

K. M. Busness

To support DOE and other programs in atmos-
pheric research, PNL currently operates the
Gulfstream 1 (G-1) twin-turboprop aircraft, shown in
Figure 1. Initial development of the aircraft for
research purposes was begun in 1988 (Bushess
and Hales 1988; Busness 1989), when several
basic systems to provide power control and dis-
tribution, sample flow, and instrument mounting
were designed, constructed, and implemented.
Since that time, the aircraft has performed suc-
cessfully in several air chemistry measurement
studies, such as the Frontal Boundary Study
conducted in the fall of 1989 (Bushess et al.
1990), and in preliminary cloud characterization
studies in support of the Atmospheric Radiation
Measurement (ARM) program.

Since being put into service, the G-1 'platform' has
undergone several modifications to enhance its
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FIGURE 1. PNL Gulfstream 1 (G-1) Aircraft.

value as a research measurement vehicle. A high-
performance data acquisition system, providing
improved capability and reliability, was developed
and installed in the aircraft, and has flawlessly
performed in three intensive measurement cam-
paigns. The system consists of an M200(=2) pro-
cessor (AT286) with color monitor and remote fiat-
panel display, floppy and hard disk drives, 1/4-in.
magnetic tape drive, 32 channel 16-bit multiplexer/
analog-to-digital conversion subsystem, 16-bit
digital input/output subsystem, Loran interface,
Particle Measuring Systems (PMS)(b) spectrometer
probe interfaces, and serial communication
interfaces. The system functions with a user-
configurable, table-driven software package that
enables the operator to easily modify most aspects
of data acquisition, storage and display. Extensive
real-time display options provide for text display of
parameters, both as voltages and as computed
engineering units, time-series displays of parame-

(@) Science Engineering Associates,
Connecticut.
(b) Particle Measuring Systems, Boulder, Colorado.

South Willington,

ters in a continuing strip-chart format, parameters
as a function of other parameters (e.g., altitude),
PMS probe activity, and aircraft track and position
plotted on preselected area maps.

Processing of the data collected on the aircraft is
now accomplished on a newly-acquired Sun
Sparcstation 1, with a 1/4-in. tape drive that is com-
patible with the aircraft system. This system is suf-
ficiently compact to be transported to field sites, so
that in-the-field, quick-look processing of the data
can be done to ensure correct functioning of
measurement and data acquisition processes and
to extract information for timely planning of continu-
ing aircraft missions. Final data processing can be
accomplished either in the field or at home base,
once appropriate instrument calibration factors
have-been determined, using a specialized PNL-
developed software package, G1itool, to process
the raw aircraft data files on the Sun system.
G1tool makes extensive use of on-screen graphics
as it allows the scientist to examine, flag, calibrate,
edit, and plot the various recorded parameters. Its

17



functional routines are written as macros of com-
mands from the statistics package called 'S,' and a
user interface, employing screen windows and
control panels, is written in the C language, all
functioning under a UNIX operating system. An
important feature of the G1tool software is its exten-
sive use of automatically implemented operator
activity logs, which document the data processing
task and serve as a valuable element of the data
quality assurance record.

In another major modification to the G-1, cloud-
droplet and aerosol spectrometer probes were
externally mounted on the aircraft nose section
(see Figure 2). Reinforcing structure was added to
the nose bulkhead aft of the radome, and deiced
struts were attached to each side of the nose to
provide mounting for the two probes. Each probe
is about 100 cm long and 18 c¢m in diameter and
weighs 18.2 kg. The sampling inlets extend 89 cm
from the aircraft fuselage. The mounting attach-
ments at the probes were designed to permit
adjusting the angle of attack of the probes with the
relative air stream. On the left side of the aircraft
can be seen the forward scattering spectrometer
probe (FSSP), an instrument used to count and

characterize the size of cloud droplets in the range
of about 3 to 47 um by detecting particle light-
scattering in an internally produced laser beam. An
active scattering aerosol spectrometer probe,
mounted on the right side of the nose, operates in
a similar manner but characterizes the smaller air-
borne particles (ambient aerosol) in the 0.12 to
3 um size range. The outputs from both probes
are interfaced to the aircraft data acquisition system
through specialized logic boards contained in the
M200 chassis, so that these data can be acquired,
recorded, and displayed simultaneously with other
measurements.

To further enhance G-1 capabilities for performing
cloud-chemistry/physics investigations, a scheme
for deploying liquid cloud water collectors was
developed and installed, and a specialized probe
and sampling system for measuring particle aeroso!
within cloud droplets was installed and tested
during the FBS field experiment. The two cloud
water collectors are modified versions of those
described by Huebert et al. (1988), based on the
Mohnen slotted-rod design (Winters et al. 1979).
Streamlined aluminum housings were attached to
the escape hatch on the aircraft forward upper

FIGURE 2. Spectrometer Probes Installation.
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fuselage area to accommodate the manually
deployed collectors and project them further
above the fuselage top into the free airstream.
Dummy cores are installed in the housings when
collectors are not in use.

A specialized sampling probe, denoted the
Counterflow Virtual Impactor (CVI), was con-
structed for PNL and installed on the G-1 by per-
sonnel from the University of Washington. A
theoretical discourse can be found in the paper by
Ogren et al. (1985). Briefly, cloud droplets are
separated from interstitial gases, particles, and
raindrops by an air counterflow outward in the
probe, which is adjusted to set the size of droplets
that are allowed to enter the probe. The droplets
are evaporated, and the remaining trace gases and
residual aerosol can be analyzed by various in situ
instruments.

In FY 1990, a preliminary study was completed by
the Battelle Columbus Laboratory to determine the
feasibility of installing a Trace Atmospheric Gas
Analyzer (TAGA)(@) in the G-1. The TAGA is a triple
quadrupole mass spectrometer capable of measur-
ing a broad spectrum of atmospheric trace con-
stituents at very low (ppb and ppt) concentrations
and with high specificity. It is a relatively large
laboratory-bound apparatus in its current state. In
October 1987, however, the TAGA was installed in
the PNL DC-3 aircraft and successfully test flown.
Objectives of the recent investigation were to
redesign the physical packaging of the TAGA to
permit entry and installation on the G-1, analyze
aircraft vibration as input to the development of
shock protection schemes, determine electrical
power and weight distribution requirements, and
consider modifications to the aircraft data system
for data acquisition and TAGA control. The study
concluded that the G-1/TAGA merger can be
successfully accomplished, and it is planned to
complete physical installation and testing in
FY 1991. Airborne implementation of the TAGA

(@) Sciex, Thornhill, Ontario, Canada.

will permit measurements of key atmospheric trace
compounds over broad geographic and vertical
domains at sensitivities previously unattainable.
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CLIMATE RESEARCH

Climate change research at PNL, like other research efforts-aimed at this complex issue, is examining the
fundamental processes that control climate systems. The intent of our studies is to reduce serious uncer-
tainties that prevent accurate predictions of climate change and its effects. The program aims to improve
data collection and interpretation methods as well as model components and parameterizations so that we
may ultimately link observed climate changes to the predictions from the greenhouse hypothesis. Our
approach includes the development of a scientific information base and tools for analyzing the implications
of anthropogenic emissions on the Earth's climate. Three areas of research are reported: atmospheric
radiation, ocean-atmosphere interactions, and source and resource analysis.

PNL is responsible for coordinating and integrating the field and laboratory measurement programs,
modeling studies, and data analysis activities of a new research program in FY 1990 on global change.
The Atmospheric Radiation Measurements (ARM) program will increase the reliability of predicting regional
and global changes in climate in response to increasing atmospheric concentrations of greenhouse gases
including CO,. Improvements in the treatment of radiative transfer in general circulation models (GCMs)
under clear sky, broken cloud, and general overcast conditions and in the parameterization of cloud
properties, cloud formation, and cloud maintenance in GCMs are the objectives of the multilaboratory
effort being led by PNL.

Ocean research related to climate change is examining ocean-atmosphere interaction, ocean circulation
and climate modeling, and ocean measurements technology. The program is conducting experimental
studies and modeling exchange processes at the air-sea interface for heat, CO,, and other radiatively
active gases. Physical, chemical, and biological processes involved in transfer mechanisms at the sea sur-
face, such as bubble plumes and surface microlayer films, are being studied experimentally. Ocean
dynamics that transport and redistribute heat and gases captured at the surface are also not well under-
stood; consequently, parameterizations must be improved to adequately describe the dynamics of the
surface mixed layer, transport through the thermocline, and formation of deep water.

Research in greenhouse gas emissions is under way to improve the reliability of forecasted emissions of
CO, and other radiatively active gases. Model development, validation, and uncertainty evaluations
depend on improved and expanded data bases, including more definitive information on energy produc-
tion and consumption practices. The changing technologies and potlicies of the United States and other
countries must be analyzed to anticipate contributions to future emissions of greenhouse gases and their
effects on society, particularly on a regional basis.

The regional impacts of CO» increases are also being analyzed. Methods are being developed and imple-
mented for analyzing the impacts of climate change and CO; increases on natural resources and society at
the regional level. Data are being gathered and examined on climatic, environmental, and societal char-
acteristics for a selected region of the United States, and approaches are being developed for predicting
the consequences of CO»/climate change for natural, biological, and human resources.

The progress described in the following articles was supported by the following research tasks:

® Atmospheric Radiation Measurements

* CO, Ocean Research

®* Resource Analysis Research.
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Climate Research

The Atmospheric Radiation
Measurement (ARM) Program:
A Study of Radiation Forcing
and Feedbacks

G. M. Stokes

With the assistance of PNL, DOE has created a
major new program to reduce the uncertainties
found in models of the earth climate due to the
effects of clouds and radiation (DOE 1980). The
ARM Program is a direct continuation of DOE's
decade-long effort to improve GCMs and related
models for providing reliable simulations of
regional and long-term climate change in response
to increasing atmospheric concentrations of green-
house gases. The objective of the ARM Program
is to provide an experimental testbed for the study
of important atmospheric effects, particularly cloud
and radiative processes, and to test parameteriza-
tions of these processes for use in GCMs. This
effort will support the continued and rapid improve-
ment of GCM predictive capability on regional and
global scales.

Over the past 10 years, the research programs of
DOE and other agencies have made significant
progress toward understanding the potential for
global climate change and the resulting conse-
quences. Models of the global climate system
have advanced to include realistic geography, the
annual cycle of the seasons, and varying cloud
cover. However, this decade of research has also
revealed that considerable uncertainties in model
estimates remain. For example, although the
1980s have been especially warm, the extent of
global warming over the past century estimated by
current models may have been two to three times
greater than what has occurred. Further, when the
results of different models are compared, there are
substantial differences, particularly on a regional
level, among their estimates of temperature and
precipitation changes in response to doubled CO»
(Luther et al. 1988; Cess et al. 1989). Therefore,
we do not know with sufficient accuracy how large
the climatic changes will be, how rapidly the
changes will occur, or how the changes will be
distributed over the globe (Gates 1987; Wang
et al. 1988).

Changes in cloud cover and cloud characteristics,
because of their intimate relationship with infrared
and solar radiation, are a major factor in determining
the magnitude of potential warming resulting from
increased atmospheric concentrations of green-
house gases. Also, the accuracy of radiative calcu-
lations, including the treatment of clouds, affects
the accuracy of estimates of climate sensitivity.
Together, clouds and radiative transfer control the
radiative forcing that drives some of the key feed-
backs of the global climate system. Thus, to gain
the needed improvements in GCMs, the inter-
agency Committee on Earth and Environmental
Sciences (CEES 1990) has identified cloud-
climate interactions as the highest research priority
within the U.S. global change research program.

The following scientific requirements emerge as
the most critical for a program designed to remedy
key weaknesses of current models:

» Field measurements of the vertical profile of the
spectral radiative energy balance under a wide
range of meteorological conditions must be
quantified at a level consistent with climatologi-
cally significant energy flows of 1 10 2 W m-2.

The processes controlling the radiative balance
must be identified and investigated. Our under-
standing of these processes must be validated
by a direct and comprehensive comparison of
field observations with detailed calculations of
the radiation field and associated cloud and
aerosol interactions.

Improved parameterizations of the radiative
properties of the atmosphere as used in GCMs
must be based on intensive measurements at a
variety of temporal and physical scales. A major
emphasis must be placed on the role of clouds,
including their distribution and microphysical
properties.

Within this framework of scientific requirements,
the goals of the ARM Program are twofold. First, it
will attempt to improve the treatment of radiative
transfer in GCMs and related models for clear sky,
general overcast, and broken cloud cases. Sec-
ond, it will provide a testbed for cloud parameteri-
zations used in climate models. Measures of the
quality of the models will include their ability to
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reproduce observed wavelength and direction-
dependent fluxes of longwave and shortwave
radiation and the time-varying distribution of cloud
type and amount.

Experimental Approach and
Configuration

ARM is an observational program driven by theo-
retical and modeling requirements. The ARM
Program will provide data to improve and test the
GCM parameterizations of clouds, their micro-
physical composition, and their effects on radiative
forcing. It is designed to support the testing of a
variety of radiative and cloud process models with a
broad range of observations and to meet the meas-
urement requirements of a variety of research
teams with the same basic data streams. Measure-
ments from the ARM Program will help to improve
the accuracy and predictive capability of GCMs,
which are currently the best scientific tools avail-
able for estimating global climate change and its
regional distribution.

The observational component of ARM will consist
of coordinated sets of instruments at each of four
to six sites. Each ARM site will have three closely
associated components: a central site, a three-
dimensional mapping network surrounding the
central site, and an extended observing network.
Observations at the central site will detail the
radiative and meteorological characteristics of the
atmospheric column above the site using profiling
and high spectral resolution radiometric instru-
ments. The mapping network is designed to
measure the three-dimensional structure of the
atmosphere near the central site. The extended
observing network will include 16 to 25 sets of
instrumentation that are geographically distributed
to provide critical data for understanding how to
generalize the measurements at the central site to
the 200 x 200 km grid size of future GCMs.
Figure 1 shows an artist's conception of an ARM
site.

In addition to the permanently placed equipment at
the central and extended sites, ARM will maintain a
mobile version of the basic experimental equip-
ment found at the central site and additional instru-
mentation for use in special measurement cam-
paigns. Also, despite the recent advances in
remote sensing technology, ground-based
remote sensing instrumentation alone cannot
meet all of the observational requirements of ARM.

As a result both aircraft and satellite observations
will play an important role in the experimental
strategy. Aircraft will be used to profile the radia-
tion field as a function of altitude, to calibrate
remote sensing systems, and to directly sample
key atmospheric constituents in support of inten-
sive measurement campaigns. Satellite obser-
vations of radiative fluxes at the top of the atmos-
phere and profiles of atmospheric conditions in
regions beyond the range of sondes and ground
based sensors will be crucial to ARM.

Organization of ARM Program

The ARM Program is managed through the ARM
Project Office at PNL and consists of three other
distinct entities: the Science Team, the Instrument
Development Program, and the Clouds and Radia-
tion Testbed (CART). The Project Office has three
major functions: provide central planning and man-
agement for the ARM Program, support activities
of the DOE/OHER Atmospheric and Climate
Research Division, and coordinate ARM Program
activities with related technical activities in other
federal and international agencies.

The responsibilities of the Science Team are to
conduct approved research projects, provide basic
guidance for the design of modeling studies and
the selection of sites and instruments, and set the
scientific direction of the ARM Program.

The Instrument Development Program provides
two levels of instrument development within ARM.
First, it supports the long-term development of
critical, high-risk technologies which will be of long-
term benefit to ARM. Second, directed instrument
development is supported to meet, on short
notice, a measurement need within ARM that
cannot be met by other means.

CART, the basic experimental infrastructure for the
ARM Program, consists of several basic elements:
several permanent observing sites, a mobile meas-
urement capability, an ability to support intensive
measurement campaigns either in support of a
central ARM site or in collaboration with related
programs, and a data system that supports the
acquisition, visualization, and analysis needs of the
Science Team. Several interlaboratory teams con-
tribute to the CART: site selection, instrumenta-
tion, site operations, modeling, and data systems.
Each team is headed by a principal investigator
from one of DOE's national laboratories.
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Accomplishments

The initial program plan for ARM, completed in
1990, outlines the classes of observational tools
required to meet the program's observational
objectives. The instrumentation is undergoing
extensive review in light of the detailed experi-
mental requirements specified by the individual
ARM investigators. Pilot observational programs,
initiated in late 1990, will continue through early
1991. These observational campaigns are being
supported by sensitivity studies of models con-
ducted during the same period. The data system
for ARM is in the design phase; the conceptual
design was reviewed twice during the summer of
1990. The Science Team for the program was
selected during the summer of 1990 based on
peer-reviewed proposals; the team convened for
the first time in November 1990. The ARM Pro-
gram currently supports work at 15 universities,
7 of DOE's national laboratories, 5 other agen-
cies, and several private industries.

The site selection team has recommended a set of
geographical regions, or locales, for ARM sites and
is preparing a report describing the process and
rationale for their recommendations. The locales
are ordered according to the scientific understand-
ing expected to be gained by conducting ARM
measurements in these locales and by logistical
considerations for operating sites in these locales.
The five primary locales recommended for long-
term occupancy (7 to 10 years) are

1. Southern U.S. Great Plains
2. Eastern North Pacific Ocean

3. Tropical Western Pacific Ocean or Australia-
Indonesia Semi-enclosed Sea

4. North Slope of Alaska

5. Gulf Stream off Eastern North America, ex-
tending eastward.

In addition to these primary locales, the following
supplementary locales were recommended for
short-term or campaign occupancy to study proc-
esses unique to such locales or to take advantage
of other projects that are synergistic with ARM:

1. Central Australia or Sonoran Desert
2. Northwest U.S .-Southwest Canada Coast
3. Amazon Basin or Congo Basin

4. Beaufort Sea, Bering Sea, or Greenland Sea
5. Eastern Atlantic Ocean, Azores to Africa.

The locations of the recommended locales are
shown in Figure 2. Current plans call for initial occu-
pation of the first ARM site in 1992,

Through this highly focused, long-term observa-
tional and analytical research effort the ARM
Program will accelerate improvements in both
observational methodology and GCMs. The ARM
Program will enable DOE to continue to collaborate
extensively with existing global change research
programs at other agencies, including the National
Oceanic and Atmospheric Administration (NOAA),
the National Science Foundation (NSF), and the
National Aeronautics and Space Administration
(NASA).
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Carbon Dioxide Ocean Research

J. P. Downing, W. E. Asher, D. W. Denbo,
E. D. Skyllingstad, and M. C. Richmond

The objective of the CO2 Ocean Research project
is to improve understanding of the role of the
ocean in COs-induced climate change. Staff at
both PNL and the Battelle/Marine Sciences
Laboratory (Battelle/MSL) provide technical sup-
port to ACRD and conduct research in the follow-
ing ongoing tasks: exchange of CO- at the air-sea
interface, deep water formation in ocean general
circulation models, and surface-layer processes,
including air-sea exchanges of mass, heat, and
momentum. Direct support to ACRD includes
development of aqueous CO» standards and
administration of the science team for the Global
Survey of CO» in the Oceans (SRGP 89-7). These
activities are conducted in anticipation of large,
multiagency ocean observations to be conducted
in the 1990s, such as the World Ocean Circulation
Experiment (WOCE) and the Joint Global Ocean
Flux Study (JGOFS).

For the CO, Ocean Research project, FY 1990
progress included further study, including labora-
tory experiments, of the relationship of ocean
whitecap coverage to the air-sea exchange of CO,,
the continued study of ocean deep convection
and the development of a two-dimensional model
of convection, and numerical experiments on
ocean surface layer dynamics. In addition, the
project oversaw the development of an advanced
instrument for ocean measurements.

Effects of Breaking Waves and Whitecaps
on CO, Exchange

Models of the global ocean carbon cycle that
include a parameterization of air/sea exchange
processes are being developed to calculate the
uptake of CO» by the ocean. Because breaking
waves are believed to increase the flux of gases
across the air/sea interface, research is under way
to comrelate air’sea gas transport velocities, k|, with
whitecap coverage, F.. Correlation of these terms
may allow the prediction of k| from remote (i.e.,
satellite) measurements of apparent microwave
brightness temperature because breaking waves
are also known to increase sea surface microwave
emissivity.

An initial step in developing this remote-sensing
based method for predicting air/sea gas transport
velocities was the design and construction of the
Battelle/MSL Whitecap Simulation Tank (WST).
Development of the WST and results of preliminary
experiments were reported by Asher et al. (1990a)
in last year's annual report. This year, further exper-
iments to measure the air/gas transport velocities
of CO5, 05, DMS, SFg, and He were conducted in
the WST. The WST facility was expanded and addi-
tional equipment was installed. Also, a field experi-
ment, conducted in April 1990 on Georges Bank in
the Atlantic Ocean, provided data for validating the
WST observations.

A schematic of the WST is shown in Figure 1. The
laboratory experiments conducted in the WST this
year were

* measurement of oxygen evasion and invasion
rates for sea water and fresh water. We are
studying the effects of temperature on bubble
plume governed gas exchange.

» measurement of evasion rates in sea water for
the radiatively important trace gas dimethyl
sulfide (DMS). The DMS experiments were in
collaboration with T. S. Bates of NOAA/PMEL.

» measurement of evasion rates for DMS and SFg
in sea water and fresh water. These experi-
ments were collaborative with R. Wanninkhof of
Lamont-Doherty Geological Observatory.

Expansions to the WST air/sea gas exchange
experiments included

» constructing a second whitecap simulation tank
with constant temperature capability

» acquiring a phased Doppler anemometer for
simultaneous measurement of bubble size
distributions and turbulence velocities

= acquiring a surplus portable gas chromatograph
equipped with a thermal conductivity detector
for He, SFg, and N2O measurements.

Parameterizations of ki in terms of F. developed
using the WST data must be validated through
field experiments. To this end, in April 1990 the
MSL conducted a whitecap/dual tracer gas ex-
change experiment on Georges Bank. This effort
was in collaboration with R. Wanninkhof. (LDGO)
and E. C. Monahan (University of Connecticut).
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This year's research activities yielded encouraging
results (Asher et al. 1990b). From the WST experi-
ments, we have developed an empirical relation-
ship between k|_and F. as a function of Schmidt
number. Figure 2 plots k_ predicted using the
model versus ki measured in the WST. Excellent
correlation is observed for a wide range of Schmidt
numbers and aqueous phase solubilities.

The Georges Bank experiment represents the first
in situ concurrent measurement of air/sea gas trans-
port velocities and whitecap coverage. The field
data, which should be available in early 1991, will
be used to test the empirical parameterization
developed using the WST data.
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k. =0.078S ¢ 12 + F ¢(27.3S¢23 - 0.078S¢112)

where S¢ is the Schmidt number of the gas and F¢ is the
fractional area bubble plume coverage in the WST. The
absicssa is k. measured in the WST for the same gas with the
same Fc. The empirical relationship demonstrates that the
presence of bubbles changes the S¢ dependence of ky in
accordance with conceptual models of bubble plum governed
gas transport.

This research is a collaborative effort between the
National Oceanic and Atmospheric Administration/
PMEL in Seattle, Washington; the Lamont-
Doherty Geological Observatory in Palisades, New
York; the Marine Sciences Institute, University of
Connecticut-Avery Point, Groton, Connecticut;
and the National Atmospheric and Space
Administration-Goddard Space Flight Center.

Development of Oceanic Deep
Convection Models for Climate
Research

Deep convection is an important process in the
climate system. Accordingly, the CO2 Ocean
Research program includes an effort to design and
test a numerical model of open water oceanic deep
convection and apply the model to the develop-
ment of improved parameterizations of deep con-
vection in ocean general circulation models. The
modeling program and initial resuits were de-
scribed in last year's annual report by Skyllingstad

(1990). Research is proceeding on two fronts:
1) analysis of data from the World Ocean Circula-
tion Experiment's Community Modeling Effort
(CME) and 2) the development of an ocean con-
vection model.

Analysis of CME Data

Five years of 3-day CME simulation data were con-
verted to 30-day averages and standard devia-
tions. A preliminary analysis of the data was pre-
sented at the Monterey Workshop on Deep
Convection (Skyllingstad et al. 1990) and was
accepted as a section in an upcoming book on
deep convection.

Several conclusions that can be drawn from the
analysis of CME data are

« The deep current around Greenland that trans-
ports Denmark Strait Overtflow Water is not pro-
duced by the CME model.

» The shallow current that normally follows the
East Greenland coast around the Labrador Sea
flows straight across the Labrador Sea at 60°N.

« Convection occurs over an unrealistically large
region of the Labrador Sea, does not penetrate
below 700 m, and occurs during the summer.

Example comparisons of the CME results with ob-
servations are shown in Figures 3 and 4. Figure 3
shows a time history of the density profile from the
model and from Ocean Weather Ship Bravo (Lazier
1980). Although the model annual cycle is surpris-
ingly similar to observations, below 700 m the com-
puted density is much more uniform than was ob-
served from 1964 to 1973. The plots also show
that the CME model does not convect deep
enough in the winter.

Figure 4 presents a modeled and observed cross
section from Cape Farewell at the southern tip of
Greenland to the Flemish Cap, off the coast of
Newfoundland. A comparison of these plots

shows that the CME model does produce the
proper temperature and salinity structure in the
deep water south of Greenland. Cold, saline water
is observed near the shelf (left side of profiles),
where the Denmark Strait Overflow enters the
Labrador Sea. These features are completely
missing in the CME data.
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Development of Ocean Convection
Model

In developing the ocean convection model (OCM),
we have concentrated on the two-dimensional
form of the basic equations. Initially, we adapted
the non-hydrostatic atmospheric model used by
Skyllingstad (1986) to the ocean by adding a diag-
nostic density field, a constant eddy diffusivity, and
cyclic horizontal boundary conditions. We then
added a lookup table for calculating density, a
transport equation for salinity, and a Richardson-
number-based vertical turbulent
Because seawater density behaves nonlinearly
over oceanic ranges of pressure, temperature, and
salinity, an accurate calculation of density is essen-
tial in convection studies. Sub-grid-scale advec-
tion and diffusion can be tracked in the model with
conservative tracers using the positive definite
transport algorithm of Smolarkiewicz (1983). We
verified the model with idealized salinity and tem-
perature profiles and with observed ones from the
Southern Ocean.

Results from our current version of the two-
dimensional OCM are qualitative because the
model and turbulence parameterizations are sim-
plified. The most significant outcome of the initial
simulations concerns the relationship between sea
water density and pressure: the thermobaric ef-
fect. We examined a case where the upper layer
becomes unstable when strong vertical motions
occur. This is like conditional instability in the
atmosphere. After 72 h, eddies in the top 500 m
break through the thermocline and initiate strong
downwelling because of the thermobaric effect.
The action of the eddies and downwelling pro-
duces a temperature and salinity minimum located
in the model domain at a depth of 1250 m. At this
depth, the density is stably stratified. Temperature
and salinity inversions similar to those produced in
the two-dimensional model have been observed in
both the North Atlantic and in the Southern Ocean
around Antarctica.

These similarities are a preliminary indication that
our two-dimensional model is simulating deep
oceanic convection correctly, although in a rudi-
mentary way. We are sufficiently encouraged by
the results to proceed with more systematic
verification.

diffusion.

Ocean Surface Layer Dynamics

Study of ocean surface layer dynamics seeks to
determine, by numerical experiments on surface-
layer dynamics, if a more detailed treatment of
surface-layer processes will substantively change
climate and atmospheric CO2 projections of simple
mixed-layer models. The output of the task will be
a numerical model of the turbulent dynamics of the
surface mixed layer that will integrate existing field
measurements and provide insight into the role of
quantities that cannot be directly measured.

The primary goal is to design and construct a
numerical model capable of simulating the three-
dimensional turbulent dynamics of the ocean
surface layer. Many questions remain unresolved
because of the lack of direct measurements of key
quantities (e.g., buoyancy and turbulent fluxes)
and because of the inherent difficulties in sepa-
rating the contributions of waves, current shear,
and turbulence. A numerical approach is required
because of the difficulties in sampling the upper
5t0 10 m of the ocean. Large-eddy-simulation
(LES) techniques will be used to avoid the uncer-
tainties introduced by typical turbulence closure
models. The advantage of using an LES model is
that most of the turbulent energy is carried by the
resolved large-scale motions that are directly com-
puted rather than parameterized. The motion of
the free surface will be directly computed with the
marker and cell method. The numerics will be
tested with data from laboratory experiments and
open ocean measurements.

The model will provide the means to study the com-
plex, nonlinear interactions of organized Langmuir
circulations, surface waves, and upper-ocean tur-
bulence. Increased understanding of the detailed
physics of these processes in the ocean mixed
layer will lead to the improvement of mixed layer
models that are incorporated into ocean general
circulation models.

Instrument Development

To meet the pressing needs for synoptic informa-
tion about the ocean for climate research, acoustic
modeling, and physical characterization of the
ocean environment, accurate expendable sensors
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are urgently needed. Battelle/MSL oceanogra-
phers and engineers worked with Ocean Sensors,
Inc., of San Diego, California, to develop a pro-
totype microcomputer-controlled, expendable
device to measure ocean conductivity, tempera-
ture, and depth (CTD). The device, called an
AXCTD, is designed to be deployed from ships or,
with a parachute, from low-flying aircraft. The
AXCTD records a CTD profile on descent, a time
series while on the bottom, a profile on ascent, and
then transmits surface observations while in a drift-
ing mode. The AXCTD remains on the ocean
bottom until a preprogrammed event directs it to
jettison its ballast and rise to the surface. Ground
positioning and data transmission are accom-
plished with an ARGOS satellite. The prototype
development is to be followed by construction of
an engineering model, and a contract for the engi-
neering model development is under solicitation.
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Progress Report on the Second
Generation Model FY 1990

J. A. Edmonds

PNL has embarked on a program to develop a
second generation model (SGM) of long-term,
global greenhouse gas emissions. This modeling
work grows out of the previous endeavors by PNL
staff, who developed the long-term, global, energy-
economic model of CO, emissions sometimes
referred to as the Edmonds-Reilly Model (ERM).
The ERM was a member of the first generation of
long-term, global greenhouse gas emissions
models. However, the ERM addressed only the
energy-related greenhouse gases. The SGM
responds to the expanded research needs for a
model capable of assessing the interactions of the
fully array of human activities and their conse-
quences for the full array of greenhouse gas
emissions. The principal design teatures of the
SGM model are

= global coverage

» multiple greenhouse gases (CO,, CHy4, CO,
N0, NOy, VOCs and CFC)

« general equilibrium analytical structure

+ disaggregated human activities (agriculture,
energy, transportation, manufacture, services)

+ economic resources (land, labor, and capital)

« economic decision makers
government, and producers)

(households,
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capital stocks (by vintage of installation, and
economic retirement, and retrofit of existing
stocks)

interactions between managed and unman-
aged ecosystems

multiple regions
disaggregated

with key countries

international trade in goods, services, and
capital

» 5-year time steps

2100 forecast horizon.

A graphical representation of the model is shown
in Figure 1.

GHG Emissions

Products _1
Agriculture Households
Energy Government
Transport Resources
Manufacture - Land
Services - Energy
‘ Existing Capital
Stocks
Factor Inputs
= Labor
- Savings .
- Land
- Energy Resources

Policy
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FIGURE 1. Simple Representation of the SGM.

During FY 1990, work was focused in two areas:
1) the Capital Module, which developed the
relationship between technology availability and
technology deployment within the context of a
hierarchical modeling framework, and 2) the
development of a Generalizable Economy
Description, which can be used to characterize
market, planned, and transitional economies. The
capital module describes the relationship between
future expectations, savings, investment, tech-
nology selection and penetration, and decisions
regarding the retirement, idling, and employment
of capital stocks.

Two visiting scholars, Igor Bashmakov, the
Moscow Energy Research Institute, and Zhou
Dadi, the Beijing Energy Research Institute,
worked as part of the SGM team. Igor Bashmakov
worked to develop a global energy data base and a
description of Soviet decision making. Zhou Dadi
worked to develop a behavioral description of
Chinese decision making. Those economies, a
mixture of planned and market economies even
before the most recent changes, present an impor-
tant source of information regarding the behavior
of planned, market, and transition economies.

The model itself has been laid out as a series of
interactive modules which exchange information
with each other. Model development will be
accelerated during the next year. The modeling
team will be expanded to include a new team
leader, and an assistant researcher. During
FY 1991 a French visiting scholar, Richard Baron,
is expected to join the team in February 1991 to
assist in developing the model.

The Resources Analysis Research
Project: A Methodology for Assess-
ing Regional Economic Impacts of
and Responses to Climate
Change-the MINK Study

M. J. Scott

Global circulation models (GCMs) indicate that man-
caused increases in greenhouse gases may ele-
vate the average temperature of the Earth's atmos-
phere during the next century to levels not experi-
enced in the last 100,000 years. A question that
has received relatively little systemic attention is
this: what are the consequences for human and
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natural systems, especially in view of human adap-
tation? The Resources Analysis Project has
sought to improve the methods by which we
assess the effects of climate change at the
regional level. The study has addressed the
potential impacts of climate change in a region
centered on the four states of Missouri, lowa,
Nebraska, and Kansas (MINK).

The MINK project focused on a real historical
climate anomaly as an analog for future climate
change and analyzed the interactions of all of the
resources resident within the MINK region as they
might evolve under current and changing
COy/climate conditions over the next 50 years.
The MINK region was chosen for its relatively
simple natural-resource-based economy, spatially
coherent climate, and availability of data on both
the region's resources and a potentially meaning-
ful climate change analog--the Dust Bow! decade
of 1931-1940. During the 1930s the region’'s
climate was, on average, about 0.9°C warmer than
normal and also drier than normal. The analog
climate was combined with an atmospheric con-
centration of CO» of 450 ppm, a plausible concen-
tration for the early part of the next century and a
concentration consistent with CO» equivalent
doubling. The analog climate was compared with
that of the period--1951-1980--defined by the
World Meteorological Organization as "normal."

Program FIndings

In the program's first year (FY 1989), analysis
focused on two areas: 1) an economic and
biophysical baseline description of the MINK
region and 2) the initial development of models to
address the four major natural resource sectors,
their intersectoral biophysical and economic
linkages, and economic sectors within the MINK
region that support them. It was found that the
economy of the MINK region was three to four
times as specialized in agriculture as that of the
United States (as measured by personal income)
and was economically vulnerable to climate
change. Over half of the region’s manufacturing
exports are agriculturally related. Roughly 30% of
the region's export base is agricultural products
and agriculturally related manufactured products.
The intensive mining of ground water for irrigation
(about half of all regional water withdrawals and
over 80% of consumptive uses are in irrigation)

and growing demand for surface water for recrea-
tion and wildlife (ranging from 34 to 90% of aver-
age flow under current climate in the region's
various water supply subregions) likely will result in
significant future water demand-supply imbalances
and stress on water management institutions even
in the absence of climate change. The baseline
description of the energy sector concentrated on
four weather-sensitive sources of energy demand
(both electric and non-electric irrigation pumping,
air conditioning, crop drying, and space heat),
which together account for about 30% of all
energy used in the region, and two indirect
sources of energy demand (fertilizer application
and pesticides).

During the second year (FY 1990), the computer
models adapted for the MINK study were used to
simulate the impacts of the 1930s analog climate
change and increased atmospheric CO» on the
four natural resource sectors and the MINK
regional economy. This was done in four stages:
1) the analog climate change first was imposed on
today's economy with mid-1980s technology and
no adaptation by economic actors in the region;
2) today's economic system was then allowed to
make low-cost adjustments to climate change and
CO», fertilization effects were allowed to occur in
the agriculture and forestry sectors; 3) future eco-
nomic growth to 2030 was projected to occur with-
out climate change; and 4) analog climate change,
COo, fertilization, and technical adaptation were all
added to the scenario, one at a time, and the impli-
cations for the region's economy analyzed.

The impacts of climate change on "typical" agri-
cultural cropping systems were analyzed using a
version of the Erosion-Production Impact Calcu-
lator (EPIC) computer code originally developed at
Texas A&M University (Williams et al. 1984). The
EPIC code was modified in two major ways for this
study to incomporate the direct effects of CO5 on
crop growth: 1) An adjustment was made to the
photosynthesis equations in the model based on
empirical, species-specific response surfaces for
net photosynthesis as a joint function of irradiance
and CO, concentration, expressed as radiation
use efficiency (RUE). RUE is further adjusted for
photosynthetic sensitivity to humidity for each
species. 2) The Penman-Monteith (P-M) method
of calculating evapotranspiration was incorporated
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in the model (see Martin et al. 1989). Net farm
yields and profitability were estimated for over
40 "typical" prototype farms in the MINK region.
Prototypes were developed from extensive inter-
views with agricultural experts in the region.

Preliminary results for the value of farm production
appear in Table 1. These results assume that
farmers make some low-cost attempts to minimize
the effects of climate change by adjusting farming
practices in the short run and that they adopt a
reasonable range of new technologies in the long
run.

Responses that were analyzed included changes
in land management practices such as changes in
crop selection and planting practices (dates,
depths, spacing, sequences, and patterns),
changes in irrigation practices (events, amounts,
installation, or dismantling) and changes in harvest
practices (timing and drying) (Easterling et al.
1989).

Analysis of water supplies and demand indicated
that under the 1930s analog climate, average
annual streamflows would decline to 72% of
normal for the Missouri and Upper Mississippi
basins and to about 93% of normal in the Arkansas
basin, rendering streamflows inadequate to satisfy
both consumptive and instream demand. At the
same time, EPIC suggested that irrigation demand
for water would rise sharply, increasing total con-
sumptive use by 23% in the region if water use
efficiency is not improved by increased CO» and by
17% if it is. Improved water conservation practices
generally were not considered in the short run, but
would clearly become much more important in the
long run as navigation and hydroelectric power
outputs of the Missouri main-stem dams are cur-
tailed. A critical institutional issue in the context of
climate change turned out to be the operating

TABLE 1. Effects of Climate-Induced Reductions on Value of
Crop Production in the MINK Regional Economy (million 1982%)

Analog Climate,
COs, and Farmer

—_AnalogClimate =~ __Adjustments
Change % Change Change % Change
-2709 -17.1 -532 -3.3

1931-1940

1980s Conditions

2030s Conditions  -5285 -22 +845 +3

criteria of these dams. In the analysis of the effects
on the regional economy, it was assumed that no
additional water diversions for agriculture would be
allowed. The resulting water shortages were
modeled by reducing the acres in irrigated crops
and watering these acres more intensively.

The forest products resources of the MINK region
were characterized and climate impacts were
analyzed using a version of the FORET computer
code (Solomon et al. 1984; Solomon and West
1987) called FORENA. FORENA was modified for
the current project to allow for the possible effects
of elevated atmospheric CO, concentrations on
photosynthesis and water use efficiency.
FORENA was used to perform preliminary analysis
of forest stand biomass in stocked stands and after
clearcutting at points up to 200 years in the future.
Forests in southeastern Missouri (the only com-
mercial forest area in the region) were found to be
quite sensitive to increases in temperature and
decreases in moisture. Within 10 years of impos-
ing a 1930s analog climate, simulated biomass
production declined between 7 and 20%. After
200 years, the analog climate resulted in a de-
crease of 25 to 60%. Elevated CO» reduced the
losses slightly, but they were still 20 to 50% in the
long term. Adaptation possibilities of the commer-
cial forest products industry were found to be
confined to salvage logging and early harvest. No
analysis was done on the impact to values of stand-
ing forests such as tourism and recreation.

Regional energy demand and supply issues also
were examined. In the absence of adaptation, the
analog climate increased agricultural energy con-
sumption by a net 3 to 4% (increases in irrigation
demand for energy being partially offset by de-
creases in energy for crop drying). Reduced
streamflow could impair cooling water condensing
operations at thermal power plants, as well as
reduce energy supplies from the six main-stem
Missouri river dams. Analysis showed that energy
used for irrigation pumping (most of it non-electric)
under a 1931-1940 climate might increase by 23%
if farmers simply were to try to replace moisture loss
without any other adjustments. Although water
temperatures would be higher and flows less
under a warmer climate, analysis to date has not
identified any major problems with supplies of
water for energy within the region, since the major
energy use of water (for power plant cooling)
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mainly represents a diversion rather than a con-
sumptive use. Flows appear to be adequate for
cooling for the region's power plants under re-
duced flows. Water for hydropower is not an issue
in the region, contributing only about 3 to 6% of all
electricity generated in the region. However,
hydropower may become an issue in regions up-
stream on the Missouri River system.

Economic integration of the MINK region is being
accomplished using the IMPLAN regional input-
output model, originally developed for the U.S.
Forest Service. During FY 1989, work focused on
collecting economic data and describing the
baseline economy so that the IMPLAN modeling
system can analyze it. IMPLAN is a flexible
modeling system based on a 500-plus sector
national input-output table that can be adapted to
any state or regional economy in the United
States.

Table 2 shows the impacts of climate change on
the MINK regional economy of changes in
agricultural yields under today's technical and
economic conditions for two alternative underlying
assumptions. The first assumption is that the
increases in costs of feedgrain (corn and sorghum)
production lead to a reduction in export demand
equal to the simulated decline in crop production
from EPIC--i.e., the loss of production falls entirely
on exports of crops from the region. This is a
minimum damage case, since no downstream food
processing industries are affected. Alternatively,
in the maximum damage case, it is assumed that
the full amount of the decline in feedgrain is borne
by animal producers in the region, leading to a
proportional decline in feedlots and meatpacking.
Neither assumption is fully realistic; however, the
two cases point out the range of possible effects.

TABLE 2. Effects of Climate-Induced Reductions in Feed-
grains on Overall Regional Economic Production in MINK Under
Mid-1980s Technical and Economic Conditions (million 1982%)

Analog Climate,
1931-1940 COg, and Farmer
—AnalogClimate = _Adjustments
Chapge % Change Change % Change
Production Decline -3123 -1.0 -1777 -0.6
Falls on Exports
Production Decline -28881 9.7 -17622 -57

Falls on Animal
Producers in MINK

Within the resources available for the study, it
proved too difficult to develop reliable production
multipliers for the year 2030, so a complete
analysis of the effects of lost production on the
region could not be done for that year. However,
comparing the crop production declines for the
mid-1980s and 2030 and projected changes in the
MINK economy, the worst-case loss of feedgrains
to the meat production sector in the year 2030
could result in a 10% loss in regional production. If
CO, fertilization and farmer adjustments should
lead to yield increases, however, the economic
production of the region as a whole would benefit.

Summary

The Resources Analysis Program is involved in
analysis of the potential impacts of climate change
on natural and human resources at the regional
level. The current work represents several
advances over previous analyses: 1) the study
deals with the region as a whole rather than
isolated resources or sectors; 2) CO5 fertilization
and climate change are treated realistically in
submodels of plant physiology; 3) technological
change and the other effects of time are
incorporated in the analysis; 4) regional context is
established, with external influences such as world
crop prices treated explicitly; 5) the analysis also
explicitly accounts for uncertainty.
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