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ABSTRACT

Inclusive Lepton Production in Hadronic Events
from e*te” Annihilation st 29 GeVv

Mark Everett Nelson

ABSTRACT

We have measured the production rates of prompt electrons and muons
in hadronic events from e*e” annihilation at 29 Sev. The inclusive rate
per hadronic event for leptons mith total momenta greater than 2 Gev/c
is determined to be (0.033 = 0.003 2 U.012) for electrons and
(0.037 * 0.005 % 0.008) for muons. We mearure the tongitudinal and
transverse momentum spectra of these leptons. The harder transverse
momentum spectrum of leptons from bottom quark decays relative to charm
decays allous us to separate the bottom and charm quark contributions to
the prompt lepton signal. The longitudinal momentum distributions aliow
us to study the fragmentatic:. properties of these heavy quarxs. For
charm quarks we ¢+find average semileptonic branching’ ratios of
(6.4 * 1.3 ¢ 2.8)% 1into electrons and (8.1 & 1.6 = 1.8)X into muons.
for bottom quarks we {ind average branching ratios of
(12.9 2.5 £ 2.00% into electrons and (12.2 *+ 5.0 * 3.0)% into muons.
The fragmentiation function for bottom quarks 1is determined to be peaked

at large z with ¢z>p = 0.75.
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INTRODUCTION 1

1. INTRODUCTICON

The discoveries of the Js¥(3100) in 1974 [1] and the T(94606) in
1977 [2] marked the beginnings of the experimental investigations of
particies uhich are interpreted as containing charm {¢} and bottom (b)
quarks. The J7¥ is interpreted as a bound state of a charm quark and
its antiquark (c€) and the T is assumed to be a bound state of bottom
and its antiquark (bb). The Js¥ and T have net charm and bottom quantum
numbers of zero since they contain both a quark and an antiquark of the
same tlavor. Thus they can decay via the electromagnetic and strong
interactions which conserve the flavor quantum number. A full
understanding of the properties of ¢ and b quarks requires the
investigation »f their weak decay properties as well. This can be
accomplished through the study of particles uhich contain only one c or
b quark and which therefore have nonzero ¢ or b quantum numbers. The
lowest lying mass states of these charm and bottom particles can only
decay via the flavor changing weak interaction.

Since the discoveries of the Js¥ and T, several particles with
nonzero charm or botiom gquantum numbers have been observed. Table 1.1
lists these particles, along with some which have not yet been observed,
but which are predicted by the standard quark model?, These charm and
bottom particles can be produced in electron-positron annihilations at
high energies. In this thesis we wWill investigate some of the
production and decay properties of such particles by studying the
leptons which are produced in semileptonic weak decays.

In this chapter we begin by discussing the production mechanism tor

¢ and b quarks (heavy quarks) in e*te” annihilations. We then discuss
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the phenomenotogy of the bhadronization process, in which these initigl
heavy quarks produce observeble final state hadrons. Hext we exolore
the semileptonic weak decay process, in which heavy hadrons decay into
final states containing leptons. We end this introductory chapter with
a discussion of the experimental method we wuill use +to study these
processes. In Chapter 2 we will discuss the details of the Hark }I
detector. Chapters 3 and 4 ki)l describe the identification algorithms
used to find e¢lectron and muon candidates and will discuss the
backgrounds arising from the more numerous pions, kaons and protons in
hadronic events. chapter 5 will detail the analysis procedure which
leads to the determination of the inclusive lepton rates and cross
sections. These rates and cross sections will be presented in Chapter
6. In Chapter 7 we will interpret these measured lepton cross secticns
in terms of the production and decuy properties of ¢ and b quarks.

1.1 Heavy Quarl. Prodyction ip e*e- Annihilation

Hadronic avent production in e*e- annihilations is mediated by the
quark pair production diagram shown in Figure 1.1. At a center of mass
energy of 29 GeV, five quark flavors can be produced. These fiavors are
denoted u (up), d {(doun), s (strange), ¢ (charm}, &nd b (bottom). A
sixth flavor t (top) 1is also predicted by the standurd model but its
mass is apparently too large for it to be pair produced in ete-
annihilations at presently aveilable center of mass energies. Since
quarks are not observed az free particles, the definition of a quark
mass is somewhat model dependent, especially for light quarxs. Models
which predict "constituent quark masses™ typiczlly predict the following

magnitudes: my = mg = 0.3 GeVscZ, mg = 0.5 GeVrseZ, mg = 1.7 GeVrc?, my
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et q
' hadrons
72°
e” q .

Fiogure 1.1: Hadronic event production in e*e” annihilation.
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Name Quark P Mass

Content J (MeV/c2)
CHARMED MESORNS
bt (cg) 0~ 1869
D** (cd) 1" 2019
n° (cii) 0- 1865
pre (cti) 1- 2019
Ft (cS) o~ 1979
F (c8) 1"

CHARMED BARYONS

Act clud?, it 2282
Ittt cluw) i 2450
et c(ud)y i 2450
£e0 c(dd) $*
BOTTOM MESONS

By (bid) 9" 5272
BT (bD) 1
Bd® (bd) 0- 5276
Bg*®  (bd) 1"
Bg® (bs) o
Bg*? (bs) i

Table 1.1: Charm and bottom mesons and baryons

Particles which have no entry in the "Mass™ column have not
yet been observed, but should be produced with rates
comparable to the observad states.
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% 5.0 Ge¥rsci, The u, d, and s quarks are referred to as light gquarks
while the more massive ¢, and b quarks are considered heavy quarks.
The cross section for producing a pair of point-tike spin 3}

particles via the single intermediate virtual pheton of Figure 1.1 is:

g =

E —

qnaqz 3-p? ]
c
3s 2

Here q is the maanitude of the charge of the produced particles, B8 is
their velocity, s is the square of the center of mass energy, and ¢ is a
color factor. € = 1 for charged lepton-antilepten pairs (e'e”, p*n-,
and 1*1-) and € = 3 for quark-antiquark pairs fag). At energies
sufficiently above the production thresholds (B ¢ 1), quark pairs of
different flavors are thus produced in proportion to their charge
squared. At 29 GeV uwe expect the charge -1/3 quarks (d,s, and b each
to contribute 1711 to the total quark pair production cross secticn
uhile the charge +2/3 quarks (t and ¢) should each contribute 4711 to
the total. These quarks do not appear in the final state as free
particies, but instead appear in bound states as mesons (by combining
uith an antiquark) or baryons (by combining with two other quarks). The
process in which these quarks are transformed into observable particles
is called quark fragmentation.
1.2 Quark fraagmentation

One way to characterize the quark fragmentation process is to
define a phenomenological fragmentation function Dq”(z). This function
is defined to be the probability that a quark q wWith energy Eq will
result in a hadron H of energy 2Eq via the fragmentation process. Here

the variable z, 0¢2¢t, is the fractional energy carried by the hadron.
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Many models for the fragmentation process, such as the
Feynman-Field [3) or color potential [4] model, involve the production
of secondery quark-antiquark pairs as illustrated in Figure 1.2. In
these models, the primary and secondary quarks combine to form final
state hadrons. In such models, the probability for pair producing
secondary heavy quarks is suppressed relative to light quarks. Thus
heavy quarks are assumed to be either bprimary guarks which carry the
energy of the incident beam or to be the wesk decay products o¢ heavier
quarks (e.g. b-c decay}.

Although the details of the actual fragmentation process may
involve complicated dynamical effects, simple kinematical considerations
osuggest that, as quark masses increase, hadrons containing the heavy
quark should carry an increasing fraction of its energy [5]. There is
at present experimental evidence that the charm quark to charmed meson
fragmentation does lead to a harder momentum spectrum than is the case
for the light quark fragmentation [6-8].

1.3 Parameterization of Heavy Quark Fragmentation Functions

Peterson et al. [9]1 have proposed a parameterization of the heavy
quark fragmentation function which is based on simple kinematic and
quantum mechanical arguments. Their derivation is cutlined below.
Consider a process such as that shown in Fisure 1.2(b), in which a heavy
quark R fragments into a heavy hadron 4 = (Q§) and light quark q. The
initial heavy quark momentum is p, and the final state momenta ece 2p
and (1-2)p for the heavy hadron and light quark respectively. There is
an energy transfer in the process AFE = Eq - Ey -Eq» Which is in general

non-zero. The quantum mechanical amplitude for this process, ignoring
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dynamical vertex functions is proportional to AE-'. The energies for

each of the three particles in Figure 1.2(b) are:

Eg = Jmg? + pt & p + mq?/2p
En = Jmg? + 22p2 « 2p + mqZ/2zp
Eq = ymg? + (1-2)3pT e (1-2)p + mq2/2(1-2)p

Thus the energy transfer AE is given by:
&% = Eq -~ Ey - Eq = (mgZ/2p)[1- 1/2 - eq/t1-2))
where e€q is my?/mg? and where we have assumed that my = mq. Since the
amplitude goes as AE-', the transition probability 1w proportional to
ag-2, If we ignore the small transverse momentum components (typically
300 Mev/c w.r.t the direction of Q) then the transition probability is
also proportional to the longitudinal phase space factor dp,/E (as
opposed to d3psE for three-dimensional phase space.. Since dpsE = Bdp/p
2 dzsz for B # 1, the factor of 1/z is included and the following ansatz
for the fragmention function is proposed:
1 1

DeM(z) « « (.0
2€AEX% 2[1 ~ 172 - eqs(1-2)]2

Figure 1.3 shows the resulting shapes of the fragmentation function
for several different values of e€gq. Note that the average z of the
distribution increases as €q is reduced. It has been shawn by Schlatter
£10] that the existing experimental data on charm quark fragmentation
can be satisfactorily described by Eq. (1.1) with ¢q 2 0.25. This value
of €g results in an average 2z = 0,55. Figure .4 shows the D*
production cross section in e*e” annihilation as measured by several

experiments including the Mark II. The solid curve is Eq. (1.1) with €q

= 0.25, A similar analysis by Kleinknecht and Renk [i1] finds a best
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Fiaure 1.2: Hadronization via gquark fragmentation.
(a) Hadronization via secondary production of
quark-antiquark pairs. (b) Fragmentation of a heavy quark

Q into heavy hadron H.
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Fiaure 1.3: Fragmentation functions as parameterized by Eq. (71.1).
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Fiaure 1.4: D* production craoss sections in e*e~ arnihilation
This figure was taken from Ref. [10]J. The =olid curve is
Eq. (1.1} with eq = 0.25.
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value of ¢q = 0.11 resulting in an average z = [.62. The data from the
Mark II 0* analysis [6] is consistent with both fits but favors the eq =
0.5 value.
1.4 peca of Heavy Hadron

Thus far we have described the process that 1eads from the initial
annihilation of an electron-positron pair, through the intermediate pair
production of heavy quarks, to ine production of observable heavy
hadrons which carry non-zero charm or bottom quentum numbers. These
heavy hadrons are not stable. The lowest lying mass states decay via
the weak interaction with lifetimes that are typically in the range of
10°13 to 10-'2 sec [121. Even if these heavy hadrons carried the full
original quark energy (14,5 GeV in our experiment), they woula typically
travel less than tuo millimeters in our detector before decaying into
more stable particles.

The decays of thesr particles can be understood in terms of the
standard keinberg-Salam SU(2) X U(1) gauge theery of weak interactions
[13) combined with the Kobayashi-Maskawa (K-M) six quark model [14]. 1In

this model, quarks and leptons are grouped into doublets as follows:

AENINININIY

where d’, s’, and b’ are mixtures of the d, s, and b quarks. This

mixing can be described by a unitary mat-~ix U as follions:

() b

The charged weak current which couples leptons to their neutrinos and

charge -1/3 quarks toc the charge 2/3 quarks is written as:
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The mixing matrix U has been parameterized by Kobayashi-Maskawa:

C1 $qC> S183
U = -81c;  €16203 ~ 5253818 646253 + szogeid

-54S2 ©452C3 + c€253e?5  gys285 - ¢zeieif

swhere c; = cosB; and s; = sin®;. Thus there are four angles 84,602,083
and 6 mhich completely describe the mixing in this six quark model. In
the linit of 62 = 83 = 6§ = 0, this reduces to the followiny matrix where
[: 0% is the more familiar Cabibbo angle of the four quark

Glashow-I1icpoulos-Maiani (GIM) model [15]:

cosf¢ sinf¢ 1]
U = -sinB¢ cosB¢ 0
0 0 -1
In this limit, the b guark does not mix with the d and s qguarks. 1t

this were the case, the b quark would only couplie to the more massive t
quark via the charged weak current J.. Since the decay of b into t
would be kinematically forbidden, the b gquark would be stable. Recent
results on b decay from the CESR storage ring at Cornell indicate that
this is not the case [16]. They find the relstive rate for b+c relative
to b+u (the two kinematically allowed couplings) [12]:

T(b+uv)

€ D.10 (0% C.L.)
T'{b=c)
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There is also information on charm decays from the Mark 11 at SPEAR [17]
which yield:

T(c»d)

e .05 - .10
T(ers)

These charm decay resuits are about the same as would be expected from
the four quark model which predicts this ratio to be tan?8. = 0.05.
These results can be combined to define & preferred decay hierarchy for
flavor changing weak decays, namely:
b*c~»s~»u

In the following discussion, decays which follouw the above sequence will
be caiied "K-M favored" and those which do not (e.g. b-u or c»d) will be
referred to as "K-M suppressed®.

in the simplest decay model for charm and bottom hadrons, the weak
decays piroceed via the diagram in Figure 1.5(a). In this figure, the
charged weak current Jc is mediated by a charged weak vector boson W!.
This diagram is called & "spectator™ diagram since the light quark § is
a spectator in the sense that it doves not directly participate in the
weak decay process. In this spectator model, the heavy qusrx is treated
as a free particle and the decay rate can be calculated in analogy to
the muon decay process shown in Figure 1.5(b).

The spectator diagrams for charm and bottom meson decay are shoun
explicitly in Figures 1.6 (&) ard (b). The product o’ the color factors
(1 for leptons, 3 for quarks) and the phase space factors are shown for
each decay mode. A simple calculation based on these factors predicts
semileptonic branching ratios of ¥ 20% (1/5) for c*X8Pg and = 17%

(17/5.8) for b»XRUg where £ = e or pu. The spectator model also predicts
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Figure 1.5: Charged current weak decays
(a)Spectator diagram for heavy hadron decays. (b) Diagram
for muon decay.
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Spectator diagrams for charm and bottom decays

(a) Charm meson decay. (b) Bottom meson decay. The numbers
above the W decay products represent the product of the
color factor and phase space factors for each mode.

Fravre i,6:
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Heavy Hz.ron Ecn Mode Branching Ratio Reference
Composition (GeV) (e cr p) %)

AVERAGE CHARM RQRESULTS

56% D%; 44% 0* 3.77 e 8.0 .5 perece [18)
567 p°; 44% p* 3.77 e 7.2 % £.8 LG [19]
0°,0*,F* 3.99-4.08 e &0 * 3.0 DASP  [20]
0°,D*.F*,Ac* 3.9-7.4 e 8.2 2 1.9 LGH [21]

INDIVIDUAL CHARM RESULTS

n* 3.727 e 6.8 ¢ 6.4 MARKIT [17]
Do 5.5 * 3.7
D* 3.77 e 22.0 + 4.4 - 2.2 DELCO [22]
0o <4 (95% c.L.3
A 4.5-6.8 e 4.5 + 1.7 MARKII [23]
AVERAGE BOTTOM RESULTS
50% BO; 50% B* 10.55 e 12.7 £ 1.7 £ 1.3 CLED  [24]
"% 8Y; S0% B* 10.55 " 12.4 + 1.7 ¢ 3.1 cLED [24]
50% 0°; 5C% B* 10.55 e 13.6 £ 2.5 ¢ 3.0 cusB  [25]

Table 1.2: Heavy hadron semileptonic branching ratios
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equal semileptonic branching ratios for b* (cd) and D° (cli) since the
light quark does not take part in the decay process. These predictions,

however, do not agree very well with the experimental results summarized

in Table 1.2, Here We see that the D* and D% semi-electronic branching
ratios are not equal. The D* branching ratio seems to be larger than
that for D° by a factor of 3I-C. In addition, the average charm

branching ratios are in the 7-10% range, Whereas the simple spectator
model predicts ¢ 20%. There is no experimental information on the
individual B% and B* brunching ratios, but the average results of
12-13% are somewhat lower than the = 174 predicted by the simple
spectator model.

The failure of the simple spectator model to correctly predict the
charm semileptonic branching ratios has prompted many theoretical
extensions and alternativc approaches. The current theoreticatl
situation for charm decays and the extension to bottom decays has been
reviewed by Leveille [261. The major points will be outlined below.

There are basically two improvements which can be made to the
simple modei: 1) strong interaction effects can be included in the
spectator diagrams and (2) non-spectator diagrams can be included.
There are two types of strong interaction corrections which can be made.
The first type involves the radiation of gluons by the quarks, in
analogy to the radiation of photons in muon decay. The corrections for
singfe gluon radiation in semileptonic charm decays have been czlculated
by cabibbo and Maiani, and Cabibbo, Corbo, and Maiani [271. The
uncorrected rate I'y for semileptonic charm decay (neglecting phase space
corrections and strong interaction corrections) is reiated to the rate

for muon decay by:
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Mc] S 6ZMcS
To = |—]| T(presd) =
192 n®

The corrected rate I' can be expressed in terms of the uncorrected rate

Ty as:
2ag
I'/Ty = gte)[1 - ~ f(e)]
3w
where gle) is a phase space factor
gle)=t - 8eZ -~ 24e¢"In(e) + 8¢® - ¢°
fle) is the strong correction coefficient, € = My/Mc is the ratio of the
strange and charm quark masses, and agx is the strong coupling constant
evaluated at the heavy quark mass,

120

ag(Mg) =
(33-2N§) 1niMg2rAZ?)

with Mg the heavy querk mass, A the QCD scale parameter (= 0.3 Gev) and
N§ the number of quark flavors that can be produced. The function fle)
is a smoothly decreasing function of ¢ which varies between = 3.62 at
€=0 and 1.5 at e=1. ag decreases as Mq increases. The total
corrections toe I'p are on the order of 50X for charm decay and 15% for b
decay. Although this correction is quite large for charm decay the
effect on the charm semileptonic branching ratioc not as substantial
because most of the corrections in the semileptonic decays exactly
cancel sith simitar corrections in the nonleptonic decays. The net
effect however is to slightly decrease the semileptonic branching ratio.

There is a second type of strong corrections to the non-leptenic
spectator diagrams uhich can be sizable. These corrections are

generally termed “short distance enhancements" [28). For the simple
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spectator diagram for non-leptonic charm decay (Figure 1.6 (a) with ¢ »
sud), the interaction Hamiltonian can be expressed in an abbreviated
form (neglecting v matrices) as:

G

Hy = —= c0820(8c - Td)

V2
Since the W boson does not carry color, the strange quark must carry the
same color as the charm quark and the up quark carries the same color as
the down antiquark. for any given color of the charm quark, there are
three possible colors for the ud pair. 6iuons can alter the flow of
color in the diagram. An example of a spectator diagram with rearranged
color flow is shouwn in Figure 1.7. The net effect of including such
diagrams is to give rise to two terms in the Hamiltonian [28]:

Gf

By = — co328¢ [
V2

fatf. 1754 8
(5¢ + Gd) +
2 2

(8d - Uc) ]

The coefficients f4 and f. are given by:

(12/033-2N¢))
F. = £.72 = [ag(Mg)/astMy]

The first term bhas the same color arrangement as the original
Hamiltonian while in the second term the up quark carries the color of
the charm quark and the strange quark carries the same color as the down
antiquark. In order to compute rates using this model one must also
take the K-M mixing angles and the phase space factors into account. As
an example, Leveille caiculates the charm semileptonic branching ratio
in the approximation of my =mg=my=0, m.=1.5 Gevs/c? and my =80 GevscZ.
With these masses, f., 2 0.69 and f. = 2,09, The nonleptonic rates are
enhanced by a factor of (2f,2 + f.%) = 5.32, compared to a factor of 3
in the simple model. This results in a szmileptonic branching ratio

prediction oi.
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Blc¥XEPe) = 1/(2 + 2§,2 + $.2) = 13%

as compared to 20% predicted by the simple spectator model. 1f the
single gluon radiative corrections discussed earlier are also included,
the semileptonic branching ratio decreases from 13% to about 10X in
reasonable agreement mith the experimental data in Table 1.2

These improvements to the simple spectator model do not exple’n the
differences in the D? and D* semiieptonic branching ratios. This
difference must arise from non-spectator disgrams in which the light
quark also participates in the decay. The possible non-spectator
diagrams for D°, D* and F* decays are shown in Figure 1.8. Important
points to note esre: (1) the 2% non-spectator diagrams are purely
non-leptonic; (2) the D* diagram is K-M suppressed; (3) the F* diagram
is K-M favored; (4) all non-spectator diagrams are helicity suppressed

(in enalogy to pion decay in which n = er is suppressed relative to nw »

Hy) . In order for these diagrams to contribute signiticantiy, the
helicity suppression mechanism must be overcome. This can be
accomplished by including  the effects of gluons. These gluens can

either be included in the charmed meson wave function or can be emi‘ted
before the decay interaction, leaving the meson in a spin 1 state. HW.th
the nproper choice of certsin phenomenological parameters, the
contributions from the non-spectator D® diagrams can be comparable to
those of the spectator diagrams. Since there are no eorresponding K-M
favored diagrams for the D* decays, the difference in the D® and DY
semileptonic branckiny ratios can be explained.

ATl of ihe enhancemeats to the simple spectator model for charm

decays also apply to bottom decays. The strong inieruction corrections
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Fiqure 1.8: MNon-spectator diagrams for D%, D*, and F* decays.
Sraong interaction corrections (gluons) are nat included ir

the diagranms
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should be smaller for bottom decays than charm because the strong
coupling conctant ay is smaller at larger mass scales. In Table 1.2 we
saw that experimental results on the semileptonic branching ratios of
bottom hadrons were in the 12-13% range whereas the simple spectator
model predicted = 17X, Leveille has calculated the semileptonic
branching ratio for bottom decays, including strong interiction
corrections, to be 11-13%, in good agreement with the experimental
results,

1.5 Analysis Objective and Motjvation

Tne goal of this thesis 1is to study the inclusive production of
prompt leptons arising from the semileptonic decays of heavy quarks.
This study witl be carried out using data from the Mark Il detector at
the PCP storage ring to investigate hadronic events from e'e"
annihitations at 29 oGev. We are particularly interested in
investigating the properties of the recently discovered bottom hadrons
as wWell as in furthering the understanding of the charmed bhadrons.
There are two properties of these heavy particles which we will
investigate in this analysis.

The #irst such property is the average semileptonic branching
ratio. This quantity has been measured for bottom quarks at the T(43)
at the CESR storage ring (see Table 1.2), At the CESR energy (10.55
62V), only the lowest lying B meson states (84°, Byu~) can be produced.
At a center-of-mass cnergy of 29 Gev, other bottom flavered hadrons,
such as the By® meson or bottom baryons can also be produced. The
semileptonic branching ratio measured at 29 Gev will thus be an average

over al' weakly decaying bottom mesons snd baryons, weighted by their
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relative populations. I1¥f the branching ratie measured at 29 GeV were
signitficantly different #rom that measured at CESR, i* might be an
indication of the presence of a bottum hadron species that has a
substantially different semileptonic u,anching ratio.

This point concerning the measurement of & "dWeighted™ averaye
branching ratio is also 6articularly relevant to the charmed mesons
which are known to have different semileptonic branching ratios for D*
and D° (see Table 1.2). Recent measurements of the D* production
cross-section in ete” annihilati;ns at 29 Gev [6] ndicate that D*
production may comprise a significant fraction of the total charm
cross-section. Since = 64% of D** decays and 100% of D*® decays result
in a DO, the production of 0*’s can lead to a D® to D* ratio that is
significantly greater than 1. In this case, one would expect to measure
an average charm semileptonic branching ratio that is smaller than the
averages measured at the ¥’ (=ee Table 1.2) where the ratio of D° to D*
is « 1.27. In addition, as in the case of bottom, any significant
producticn of other hadron species (e.g. F*®, Ag*) could also affect the
measured average.

The second property of interest is the fragmentation funciions for
charm and bottom quarks. As Ne have already discussed ir section 1.3,
the charm quark fragmentation is harder than that of light quarks. The
theoretical expectation is that the bottom aquark fraomentation will be
even harder (i.e. peaked near z=1) than that for charm. In this thesis
we will obtain the first experimental information on the bh-quark

fragmentation function.
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Figqure 1.9: Transverse lepton momentum distributions
“his figure is taken from Ref. {30).
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In order to investigate these properties of charm and bottom
quarks, we need a uay to distinguish the lepténs sthich arise from their
semileptonic decays. The contribution from bottom decays can be
enhanced by selecting events in which the lepton has a relatively Targe
transverse momentum p, with respect to the event jet axis. This
approach was first suggested by Barger et al. (297 and extensive
discussions of its applications in e*e” annihilations at PEP and PETRA
energies have been presented by Ali [30] end by Puhala et al. [31].
Figure 1.9 shous typical lepton trarsverse momentum distributions for a
few heavy quark decay models. The fact that the sional above p, of = 1
Ge¥sc is largely from bottom decays will allow us to distinguish between
the contributions from charm and bottom.

In this thesis we will measure both the total! momentum (p) and
transverse momentum (p,) spectra of prompt electrons and muons in
hadronic events. The transverse momentum p; will be measured with
respect to the thrust axis defined by all the charged particles in the
event. Due to the limitations of our electron and muon identification
algorithms we uwill not be able to identify electrons with p ¢ t GeV/c or
muons With p < 2 GeV/c. In the following chapters, the data will
typically be presented in a two-dimensional matrix, binned in 1 GeV/c

bins of p and 0.5 Gev¥s/c binrs of p,, as illustrated in Table 1.3 below.
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The headings to the left of each rou indicate the value of
the low edge of the momentum bins in units of GeVsc.

PA\PT D.00 0.50 1.00 1.50
1.0
2.0
3.0
4.0
5.0
6.0
Jable 1.3: Typical (p,p;) table.

headings at the top of each column indicate the low edge of

the transverse momentum bins.

The last bin in a rou or

column contains all overflows (e.g. p > 6 GeVsc or p; > 1.5

GeVsc).
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2. THE MARK 11 DETECTOR

The MARK Il detector s & wulti-purpose magnetic detector, designed to
detect both charged and neutral particles produced in ete-
annihilations. The Mark II was installed in the SPEAR stcrage ring at
the Stanford Linear Accelerator Center (SLAC) in the wxinter of
1977-1978. Data on e*e- annihilations at center of mass energies
between 3.8 and 7.4 Ge¥ were collected from the spring of 1978 until the
summer of 1979. The detector was moved out of SPEAR in the summer of
1879 and instailed in the PEP storage ring at SLAC. The detector
configuration at PEP differed only siightly from that at SPEAR. Thus
the detector performance and characteristics were well wunderstosd from
the vutset of the PEP data asnalysis.

The data to be discussed in this thesis were collected at PEP at a
center of mass energy of 29 GeV from the winter of 1980 until the summer
of 1982 and correspond to a total integrated Iluminosity of 32 pb-1.
Figures 2.\ and 2.2 show cross sectional and isometric views of the
detector as it was configured at PEP, For the data analyzed in this
thesis, there were three slightly different detector configurations.
These three configurations ar® summarized in Table 2.1, The details of
the individual detector components will be discussed in the following
sections.

2.1 Beam Pipe

For configuration 1, the vacuum around the interaction region uwas
contained by a 2 mm thick aluminum pipe. It was 8.0 om in radius and
had & lenath of 1.5 m. For configurations 2 and 3, the vacuum was

contained by a 1.4 mm thick beryllium pipe which also served as the
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a1

Detector Mean Thickness Radiation Comments
Element Radius Length
(cm) (em) (gmsem?)
CONFIGCURATION 1
Integrated Luminosity = 15.4 pb"?
Momentum reselution (m,/p)2 e (,01)2 + (0.01p)2
Vacuum pipe 8.0 0.2 0.5 0.023 Aluminum
Pipe counter 12.1 3.8 1.6 0.035
Trig. chmbr. 18.5 7.3 0.7 6.025
Lexan window 37.3 0.3 0.4 0.009
prift chmbr. 94.0 113.0 0.2 0.009
outer can 151.0 0.6 1.7 0.071
TOF counters 152.0 2.6 2.7 0.064 96 PM tubes
Magnet Coii 155.0 2.0 35.0 1.300 B=4.6 kG
calorimeter 190.0 40.0 135.0 16.500
Muon system 350.0 105.0 860.0 63.0038

Momentum resolution

* Yacuum pipe 7.
* Vertex chmbr. 21.
Lexan window 37.
Drift chmbr. 94.
puter can 151.
TOF counters 152.
Magnet Coil 155,
calorimeter 190.
Muon system 350.

Momentum resolution

Yacuum pipe 7.
Vertex chmbr. 21.
Lexan window 37.
Drift chmbr. 94,
Outer can 151.
* TOF counters 152.
* Magnet Coil 155,
Calorimeter 190.
Muon system 350.

Iabie 2.1:

COoOO0CcCODOoOWoe N

0.2 0.3 0.006
26.0 0.4 0.022
0.3 0.4 0.009
113.0 0.2 0.009
0.6 1.7 0.071
2.6 2.7 0.064
12.0 35.0 1.300
40.¢ 135.0 16.500
105.0 800.0 60.000
CONFIGURATTION 3
Integrated Luminosity = 18.4 pb-!
(oprpl? &
0.2 0.3 0.006
26.0 0.4 0.022
0.3 0.4 0.009
113.0 0.2 0.009
0.6 1.7 0.071?
2.6 2.7 .064
12.0 35.0 1.300
40.0 135.0 16.500
105.0 800.0 60.000

(=N — - B — BN & Iy — RN

e ODNFJB6URATION

14

2

Integrated Luminosity ¢ 3.4 pb-!
(op/p)2 & (LONZ + (0.01p)2

Beryllium

(.02)2 + (0.01p)2Z

MARK 11 d2tects~ configurations.

93 PM tubes
R=2.3 kG

# denotes a change from previous configuration.
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inner wall of the vertex dritt chamber. This pipe was at a radius of
7.7 cm and was 1.4 m in length. A 50 um thick titanium foil cylinder
was inserted inside the beryllium tube to absorb synchrotron radiation.
The outside of the tube was wrapped with a 50 um sheet of mylar to
insulate it from a 25 pm shee of aluminum foi) which served as a ground
shield for the vertex chamber. The beam pipe wuas constructed ‘from
beryllium in order to minimize the multiple scattering contribution to
the track extrapolation error. .
2.2 Pipe Counter

Four hemi-eﬂlindricql scintillation counters formed tuwo concentric
cylinders around the beam pipe in configuration 1. The inner radii of
the tus cylinders were 11.0 and 12.5 cm and they were each 8% cm in
length. Signals from photomultipliier tubes which viewed the counters
were used in the primary trigger logic to reduce the background from
cosmic ray events. There was no pipe counter in configurations 2 and 3.
2.3 Iriqger Chamber

The trigger chamber was a cylindrical drift chamber that occupied
the space between the pipe counter and the main drift chamber in
configuration 1. The 86 cm long chamber consisted of four layers each
containing 64 drift cells. The inner and outer lavers were at radii of
7 and 20 cm. The resolution was about 300 microns at each layer.
Signals from this chamber were used in both the primary and secondary
trigger. Because of its small radius and short length relative to the
main drift chamber, the trigger chamber provided a factor of 2 reduction
in trigger rate by rejecting background tracks originating at large r

and z. The information from this chamber was not uscd in the charged
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track reconstruction in this analysis. The trigger chamber was replaced
by the vertex chamber for configurations 2 nnd'3.
2.4 Vertex Chamber

The vertex chamber is a high precision drift chamber mhich was
designed to accurately measure the position of secondery vertices
resulting from particle decays. 1t reolaced the triygger chamber and
pipe counter in configurations 2 and 3. Yhe vertex chamber consists of
seven layers of sense wires grouped into two bands. The inner band
contains four iayers of 60-75 sense wires each at radii betwe2n 10 and
13 com from the beamline. The outer band contains three layers of
180-:99 sense wires each =i radii between 30 and 32 cm. The distance
betwee: sense wires and field wires is 0.53 cm. fhe spatiai resolution
per layer is = 110 um. The rms error on the position of a track
extrapolated to the interaction voint is given by o = {(95um)2 +
(95um/p)2. The second term is the contribution from multiple scattering
in the 0.6%Z radiation length beryllium beam pipe.
£.5 Main brift Chamber

The main drift chamber consists of sixteen cylindrical layers at
radii between 41 and 145 cm enclosed in a common gas volume. Six lTayers
are parallel to the incident beams and the other 10 are skewezd at * 3°
relative to the beams. The per layer spatial resnlution is typicalily
200 pm. For configuration 3 (half-field), the rms momertum resolution
in the plane transverse to the incident beams is given by:

(6p,70 .22 = (0.02)2 + (0.01p)?2

where p is in units of GeVs/c. 1In this analysis the momentum measurement

is combined with information from tho liquid argon calorimetgr to select
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electron candidates and with information from the muon system to
identify muon candidates.

2.6 Lim Fligh 1)

The time of flight (TOF)? system consists of 43 Pilot F
scintillatars surrounding the main Arift chamber at a radius of 1.5 m.
Each 1 inch ¢hick scinti)lator is 3.4 m long and viewed at each end by a
2 inch ¥P2230 photomultiplier tube. The output of each phototube is
processed to obtain both timing (7DC) and puise height (ADC)
information. In addition, & time-compensated latch signal for =2ach
scintillator is provided for use in the primary and secondary trigger.
The ADC inform-tion is usead to perform pulise-height slewing corrections
to the TDC information for each tube. The time of flight for a particle
traversing & scintillator is calculated from an average cof the tuwo
corrected phototube times. If tuo charged particles traverse a single
scintilltator (as determined from the drift chamber information} then the
time of flight for each particle is calculated using the information
from the phototube which is unobstructed by the other track. 1f three
or more particles traverse a single scintilliator then the time of flight
information is considered unusabie. The overall resolution of the TOF
system for the single hit case is approximately 350 ps. In this
analysis, the TOF information is used to idcntify Yow momentum electron
candidates belonging to potential photon conversion or Dalitz decav
pairs.

2.7 net il
The aluminum coil of the solenoid magnet lies just beyond the TOF

counters at a radius of 1.6 m. The magnet consists of two layers of
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water cooled aluminum conductor with insulating material between the tuo
layers, In configurations 1 and 2, the magnet provided a nominal
longitudinal fi2ld of 4.64 KG. configuration 3 resulted #from an
electrical short uhich developed betueen the tmwo layers of the magnet
windings. In order to operate the magnet in this condition it was
necessary to power onty the outer winding while letting the inner one
float. This was accomplished by cutting the sluminum conduct;r at the
end of the detector where the inner and outer windings joined. As a
result, three of the TOF phototube assemblies als2o had to be removed
from that end of the detector. in the new configuration the magnet
provided a numinal 2.32 kG ‘ield.
2.8 Endcap calorimeters

At each end of the Mark II detector are proportional chamber
calorimeters which cover the polar angular region from = 15° - 40°
except tvr cutouts in ¢ to accommndite the door Kkevsays. Each erdcap
consist of tuwo layers of proportir.al chambers, each preceded by about
2.3 radiation lengths of lead. The rms energy resoluticen for photons
and electrons is approximately “(E)/E = SUXIJE(GeV).
2.9 $mall_Angle ¥ in m

The smalt angle tagging (SAT) system provides charged particle
tracking and calorimetry in the angular region from 21-82 mrad with
respect to the beamtine. The SAT system was designed to detect the
scattered electrons resulting from either small angle Bhabha events or
tuo-photon interactions. The measurement of the snall angle Bhabha

cross section results in a * 5% determination of the luminosity.
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Figure 2.3 shous the details of the SAT system. Each SAT counter
system consisted of three layers of planar drift chambers., three layers
of acceptance defining scintillation counters, and a shower counter.
Each drift chamber layer contained three pairs of 20 pm sense Wires.
Each prir of sense wires is placed above an inductive delay line, This
sombination provides a spatial resolution of ¢« 300 um in the drift
coordinate and # 0.5 cm in the delay line coordinate. The acceptance
scintillators are arranged in such a way as to define four axes along
which the coiinear electrons from a bhabha event would travel. These
counters are used in the luminosity measurement. The shouer counters
consist of eighteen layers of 1/4 inch lead sheets followed by NE114
plastic scintillator. Light from the scintillaters Mas transfered to 2
inch phototubes via plastic sheets doped with a wavelength shifting
compound BBQ. The energy resolution of the calorimeters is o(E)/E ¢
15.5%/E.

2.10 Liyuid Argon Calorimeter

The Mark Il liquid argon (LA) calorimeter system has been described
in reference [32]. The details that are relevant to the understanding
of the electron identification algorithm (Chapter 3) will be described
here. The LA calorimeter system consists of & modules (3.3 m long % 1.8
m Wwide x 0.3 m deep) 1in an octagonal array surrounding the magnet coil.
At the front of each module is a "massless™ gap consisting of three
aluminum planes separated by & mm LA gaps. The central plape is
segmented into 3.8 c¢m wide readout strips running parallel to the
incident beams. This "massless” gap was designed to identify showers

which begin in the 1.25 radiation length magnetic coil which precedes
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the calorimeter mocuies. The remaining sensitive volume of eoch module
consists of 37 planes of 2 mm thick antimony strengthened lead planes
separated by 3 mm LA gaps. The lead planes and LA gaps are arranged in
the following pattern:

1) A solid plane at grouand potential

2) A liquid argon gap

3) A segmented readou® plane at +3.5 kv

4) A liquid argon gap

This arrargement results in 18 readout layers in depth, each of which
contains a central segmented readout plane to measure the ionization in
two LA gaps. Each of the 18 readout layers is « 0.8 radiation length
thick resulting in a total calorimeter thickness of = 14.5 radiation
lengths. About 202 of the energy is deposited in the liquid argon. Vhe
readout planes are segmented into strips as follows:

1) F sirips: 9 of the 18 layers have 3.8 cm wide strips
running parallel to the beam direction and thus measure the
azimuthal angle #.

2) T strips: b6 of the layers have 3.8 cm wide strips running
perpendicular to the F strips and thus measure the polar
angle 6.

3} U strips: The remaining 3 layers have 5.4 c¢m wide strips
running at 45° with respect to the F and T strips. These
tayers help resolve multi-hit ambiguities.

In order to reduce the amount of readout electronics, some layers nith
the same strip orientation were grouped together to form six ganged
readout layers {F1, T1, U, F2, T2, and F3) as sheun in Figure 2.4.

The overall rms energy resolution is o(E)/E « 122/JE. The

sensitive area of the calorimeter system which is used in the electron

identification procedure covers e 64% of the 4m solid angle.
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Figure 2.4:
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Ganging pattern in LA calorimeter modules

In thi_. view, incident particles would enter from the top

(i.e. the first layer encountered would be the Trigger Gap.



THE MARK Il DETECTOR 40

2.11 Muon Svstem

The Mark Il muon system at SPEAR has been described in detail in
reference [33]. The wmuon system at PEP consists of 4 walls Jocated
above, below, and on either side of the central detector. Each wall
consists of alternating layers of steel hadron absorber plates and
layers of proportional tubes. At PEP there are four such layers in each
watl. The properties of each wall are shoun 1in Table 2.2. The
proportional tubes in the first level of each wall are oriented so that
they measure the polar coordinate 8 while the second through fourth
lev:1s measure the azimuthal coordinate ¢. 7The fourth level of the muon

syutem covers = 45% of the 4m solid angle.

East Wall Top MWall West Wall Bottom Hall
D T D T ] T D T
Level (m) (gmsem2y] (m) (gmsecm)| (m) Cgmsem2d] (m) C(gm/cm?)
1 3.2 182 2.5 182 3.2 182 2.5 182
2 3.6 184 2.3 184 3.6 184 2.8 184
3 4.0 244 3.2 239 4.0 244 3.2 244
4 4.5 196 3.6 184 4.5 196 3.6 244
Total 806 789 806 854
Jable 2.2: Muon system configuration

D is the perpendicular distaice from the center of the
absorber to the interaction point. T is the absorber
thickness.

A cross sectional view of a proportional tube module is shown in
Figure 2.5. Each extruded aluminum module contains 8 triangular tubes

suhich run the full length of the absorber layer. The 45 pm sense wires
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are spaced 2.5 cm apart. This spacing is well matched to the typical
extrapolation errors arising +{rom the drift chamber tracking error and
multiple Coulomb scattering.

2.12 Event Triager

The tMark 11 trigger system at SPEAR has been descrited in detail in
reference [34]. The changes to the system since the move to PEP will be
described below.

Overview:

The time between beam crossings at PEP is 2.4 usec compared to 780
nsec at SPEAR. The event trigger is implemented as & two level process.
At the first level (primary trigger) a decision to keep »>r reject the
detector information is made with = 1 psec after beam crossing. If
there is no evidence of a potentially interesting event {he detector
electronics is restt in time to accept data from the next beam crossing.
Thus there is no assiciated deadtime from the primary trigger. I1f there
is evidence of an inte sting event, the primary trigger logic sends a
signal to the Master Irterrupt CcController (MIC). The MIC module
transmits a signal (MAIT) to the detector electronics to prevent data
collection from suhsequent beam crossings. MIC sends another signal
(START) to the Master Clock (MC) module which controis the hardware
track finding electronics. buring the 30 psec hardware track finding
process, the MC sends a signal (BUSY) to MIC. This 30 unsec delay
introduces a deadtime of 3% per kHz primary rate. When the hardware
track finding is complete, MIC makes a final trigger decision (secondary
trigger) based on the intormation from the harduare track processor anc

from other detector components. 1 a secondary trigger is initiated,
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the MIC module sends an ints;r7upt to a VAX 11,788 computer which then
reads the detector data and wsites the data to tape. At the end of the
data transfer, or if a secondary trigger was not initiated, MIC removes
the WAIT signal and the detector electronics are reset to enable data
collection from the next beam crossing.

Primary Triqger:

The charged particle primary trigger requires a coincidence of a
beam crossing signa) IBX), a drif{ chamber majority (BCM) requirement
for layers in the inner and main drift ch.mbers, and & time-compensated
tatch from at ‘l'east one time-of-fiight scintillator (TOF). In
configuration 1, a pipe counter signal was also used to further reduce
wie background from cosmic ray events. The primary trigger rate is
typically less than 1 kHz, resulting in less than 3% deadtime from the
secondary trigger.

The BX signal is derived from & signal induced on a beam pickup
electrode 1l.cated inside the PEP vacuum pipe near the Mark 1II
interaction point. The pcM signal is derived from a set of inner and
main drift chamber signals called “LAYER OR"™. Each layer (7 vertex
chamber, 16 main drift chamber) has an associated signal which is true
if any sense wire within the tayer had a hit. These signals are
connected to a programmable memory logic module (MLM) which forms a
majority signal based on pre-programmed requirements. A typical

majority requirement vas:

2 274 1lnner vertex chamber layers
and 2 1/73 Outer " " "
and ! 2/4 Innermost main chamber layers
and 2 1/3 Mid-inner " " .
and ! 1/3 Mid-outer n n "
and 2 274 OButermost " - b4
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The programmability of the majority requirement made it easy to maintain
a nigh DCM efficiency (> 99%) for good events even when some drift
chamber layers uere operating at low efficiency. This uwas accomplished
by simply excluding these layvers from the programmable majority
requirement.

In addition to the charged particlie primary trigger described
above, there were alsc primary triggers associated with a total energy
trigger derived from the calorimeters and a small angie bhabha trigger
derived from the SAT system.

Bardware Track Finding:

The harduare track finding electronics is identical to that at
SPEAR [34]. The only changes have been in the "shapes™ of the
programmable curvature masks in the Curvature Modules and in ‘the
programmable requirements on the track definition criteria. Figure
2.6(a) illustrates how the curvature module "roads" were defined at
SPEAR. Figure 2.6(b) shous an enlargement of a single road. All tracks
With radii of curvature p between py and p, uwhich originate from the
beamiine can be contained within this road. This is also true of the
new road illustrated in Figure 2.6(c). The roads in 2.6(b) and {¢) are
equivalent when th: interrection point Rint is equal *o Rgax. The
curvature roads at PEP were defined by first constructing the roads as
defined at SPEAR (Fig. 2.6(a)). The intersection point of vach road was
then moved from Rgax t0 8.2% X Rgax- This definition results in roads
with smaller angular widths 6% at small radii (i.e. for vertex chamber
and trigger chamber layers). This results in an improved r~jection of

backgrourd tracks originating at large radii from the beamline.
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Figure 2.6:
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The typical track definition requirements ("A™ track definition) at
PEP required the following number of channels mithin a curvature road:
¢ 274 inner vertex chamber tavers
and 2 5/7 main drift chamber layers
and 2 1/3 outer main drift chamber layers
and an associated TOF counter.
Secondary Trigger:
The secondary trigger typically required one or more of the
following conditions to be satisfied:
(a) 2 2 tracks found by the hardware track processor
The hardware track processor required these tracks to have
momenta greater than = 1020-200 MeV/c and to ke within the

central ¢« 672 of the detector solid angle.

(b

~—

At least 1 GeV of energy deposited in the front half of 2
or more of the 8 barrel LA calorimeters.

(c) A small angle bhabha event in the SAT counter system.
Because of the high rate for this topology, this trigger

uas typicalliy prescaled by a factor of 16.
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3. ELECTRON IDERTIFICATION
3.1 general philosophy '

Electrons can be distinguished from other stable charged particles
by the nature of their interaction with matter. The difference arises
primarily from the bremsstrahlung process in which the electron loses
energy by radiating photons. ’Bremsstrlhlung is the dominant energy loss
process for electrons above the critical energ" (= 7 MeV in lead}. This
mechanism of energy loss is suppressed for heavier particles by a factor
of = (me/m)2 where m is the particle mass. It is negligible for other
stable charged particles tmuons, pions, kaons and protons) which are
hundreds of times more massive than the electron.

The bremsstrahlung process results in & unique pattern of energy
loss for electrons which is called an electromagnetic cascade shouer.
The energy distribution for the bremsstrahlung photons is almost
constant from zero up to the full energy of the electron. These photons
most often interact mith matter to either create an electron-positron
pair or to eject a single electron from an atowm via Compton scatte, ing.
In either case, the resulting electrons have energies comparable to the
incident photon. These new electrons then radiate more photons uhich
produce more electrons, thus creating a cascade process, This process
initially results in an increasing number of particles with increasing
depth in the material. The average energy of these particles is
decreasing and at some depth &ill reach the c¢ritical energy where
ionization energy loss will dominate and the cascade process will
terminate. 1¥ the material is thick enough, then the {full incident

electrun energy Nill be deposited in the matter via the cascade process.
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A natural firgt step in developing an electron identification
algorithin is to make use of the fact that a high momentum electron will
deposit almost all of its incident energy in an appropriately designed
calorimeter whereas a typical hadron of the same momentum «ill only lose
a small fraction of its enargy. 1f the energy Edep deposited by a
particle with momentum p coulid be accurately measured, then electrons
uould have Edep/P © 1 and most hadrons would have Edep/p <& 1. A
practical electron identification algorithm must also take the finite
energy resolution of a real calorimeter into account (o(E)J/E ¢
(10-15)%/JE(GeV)). In order to maintain a high efficiency for electrons
above 1 Ge¥/c, such an algorithm might require Edep/p > 0.7 for electron
candidates. In practice, however, the misidentification probability of
such a method is too large for our purposes. There are tuwo aspects of
this standard method that lead to a relatively large misideniification
probability. First, in order to obtain good energy resolution, a
relatively wide region around the track projection in the calorimeter
must be searched to efficiently collect the deposited energy. This
results in a sizable probability for mis-measuring Egqep by accidently
collecting additional energy from nearby particles. Second, in order to
properly reconstruct Edepr 8 sharing algorithm must be implemented which
divides the energy deposited on a calorimeter strip among all the
photons and charged tracks which could have deposited energy on that
strip. This can increase the misidentification probability because the
sharing algorithm sometimes mis-assigns energy from photons to nearby
charged tracks. It can also decrease the electron identification
efficiency by mis-assigning energy from a real electrnn to other

particles in the jet.
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Ore must therefore devisze an electron identificaticn algorithm
Which is less sensitive to thzse overlap and sharing effects. This can
be accomplisted by a procedure which does not attempt to accurately
reconstruct the deposited energy but which only checks {hat it is
consistent with that expected from an electron chower. An electron will
deposit most of its energy in a narrow core around the track projection.
This new algorithm will only search for energy in this narrow region.
Since some of the deposited energy will fail outside this search region,
one might expect th=t ‘he energy resolution, and thus the
electron-hadron separation vould be degraded. In practice, however,
this approach dramaticaily improves electron-hadron separation by
reducing the contributions from track overlap. In order to alleviate
the need to implement sharing schemes, the electron identification
algorithm will not reject a candidate if it seems to deposit too much
energy. Although this may result in a slightly higher misidentification
probability, it bhas the great advantage of making the identification
efticiency insersitive to the patterns of nearby and overlapping energy
deposits.

The LA modules are ganged in depth as shown in Figure 2.4. This
ganging scheme provides some information on the longitudinal shouer
development which can be used in the identification algorithm. e will
define the "~" energy to be that collected on the strips labelled F1 and
F2 in Fig. 2.4, Similarly, we will define the "T" and "U" energies to
be those collected on the T1 and U strips. Note that we have excluded
the T2 and F3 strips from these groupings. In addition, the "FRONT"

energy will be the sum of F1,F2,11, and U, The M"FRONT™ agarouping
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comprises the first « 7 radiation lengths (Xg) of the calorimeter. The
algorithm monitors the Yongitudina) shower development by checking the
deposited energy in each of these "coordinates” for consistency with an
etectron shower. In addition, the algorithm checks the transverse
shower properties by searching a narrow region around the track
projection.

In order for & track with momentum p to be considered an electron
candidate, the energy found within the search region at each layer must
be at least as much as would be expectet from an electron shower. This
expected energy scales approximately with the momentum of the incident
track. Minimum 1ionizing hadrons with p > 1 Ge¥sc will not deposit
enough energy in the calorimeter to lead to misidentification. Some
hadrons, however, uill interact in the calorimeter and deposit a large
fraction of their energy. Many of these interacting hadrons will not be
misidentified as electrons because of the specificity of the
identification algorithm for the elestromagnetic shower topology. This
distinction is possible because the interaction length in the
calorimeter is much longer than the radiation length. Thus the average
hadran shower starts deeper in the calorimeter and tends to be less
uniform in both the transverse and longitudinal directions. For
example, a hadron that interacts relatively laste in the calorimeter will
not deposit much energy in the front tayers. A hadron interaction which
produces high momentur charged secondaries will likely deposit energy
relativeiy far from the track projection, 1leaving little or none within
narrouw search region. Such an interaction may also deposit a 1ot of

energy in onc layer of the calorimeter, but teave hardly any in another.
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Showering hadrons with the above patterns of energy loss are not likely
to be misidentified as electron candidates by the algorithm. The
interactions that are most likely to be misidentified as electron
showers are charge exchange interc.tions that occur either in the
magnetic coil or early in the calorimeter module. These interactions
are of the form:

" +n>a®+p
n o+ p>ad +n

The w%’s decay into tuwo phatons which then shower electromagneticaily,
giving uniform longitudinal and transverse sheusrs.
3.2 Implementation

The details of the electron identification algorithm as it is
actually implemented are provided belou. The following steps are
performed for each charged track in an event:

1) The projected coordinates and angles of the track at each LA
coordinate (F1, F2, T, and U) 4re obtained from the drift
chamber tracking information.

2) The deposited energy in each coordinste is associated with the

incident track in the fz)liowing manner:

2a) A search width is calculated using the formula:

—

Wsaarch = Hshouer *+ Wgang X |tan(s) |

uhere Hyearch i5 the calcutate: search width, Wghower reflects
the typical width of an electromagnetic shower (= 3 c¢m), Wgang
reflects the ndditional width arising from the separation (2
4-7 cm) of the front and back of a ganged tayer, &and 6 is the
angle between the track projection and the normal te the
layer. This angle is measured in the plane which contains the
strip coordinate and the normal. Thus for F strips, & = ¢,
and for T strips 6§ = wr2-6. Hghower actually has an angular
dependence given by Mp/cos(8) uwhere Mo is the width at normail
inridence, but this effect is approximately handled by the
Haang term. Table 3.1 below shous the values of Wghower and
Wyang that were actually used in the algorithm. The
calculated width typically contains =« 80-90% of the deposited
energy from an electromagnetic shower.
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Strip
coordinate | Wghowar | Hganyg
Fl1, F2 0.75 0.9
T 0.75 1.5
u 6.70 1.5

Yable_3.1: Values of Hyhower 8nd Hgang in units of strip widths

2b) If the center of a strip lies within the search region, then
the energy from that strip is associated with the projected
track.

3) The energy associated 1in each coordinate is designated £5 (=
€51 + E42), Et» and Ey. The sum of E¢, Et, and €y is
designated E¢ront. We postulate that an electron candidate
With momentum p should hrve:

[ > ag X p {lag = 0.14)

and Egi 3oy X p (24 = 0.10)

and Ey > ay X p (ay = 0.10)
and Efront > RfrontX P (afront = 0.50, p ¢ 4;
afront = 0.40, p > 4}

where p is the track momentum and the a parameters are chosen
such that most electrons (70%-95%, depending on smomentum) will
satisfy these four energy requirements.

4) A test of the four requirements stated in 3) above is
implemented by defining a variable Egqin a5:

Emin = minimum of (Fra¢, T/7ai, Usay, FRONT/Gfront?

The four requirements can nok be concisely stated as Enin/p >
1.

In practice, the value of Epijn/p which is actually used to define
electron candidates can be varied. If the cut on Egijn/pP Were moved
higher, the misidentification probability would decrease as would the
electron efficiency. Figure 3.1 illusirates this effect., The figure is
based on a sample of knoun electrons (p = 1.5 GeV/c) and pions (p = 1}

Ge¥/c) from SPEAR data. The Igin/P distributions for these two samples

are shown in Figure 3.2
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1/n dn/d(Ep,/p)
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3.3 ldentification efficiency

In this analysis, electron candidates are taken to be those tracks
that have Egin/P > 1.1 and which are not too near the edge of a
calorimeter module. The sensitive arez defined by the latter
reguirement covers & 64% of the 4n solid angle. This region gill be
referred to as the electron fiducial valume. The electron
identification efficiency for tracks within the fiducial volume has been
determined using sources of known electrons.

Electrons from bhabha events (e*e" = e*e~) and {from identified photon
conversions {y + N = e*e” + N) were selected from both SPEAR and PEP
data. Figure 3.3 shows the results of these measurements.

Teble 3.2 gives the overall identification efficiency as a function
of p and p,. For a ygiven momentum, the efficiency rises slightly at lom
Py This 1is due to the association of additional energy from nearby
tracks in the core of a jet. The quoted efficiencies in the 1-2 GeV/c
momentum bins are weighted averages of the rising efficiency and the
falling electron momentum spectrum within the bins. In the other
momentum bins the efficiency is slouwly varying. A 2% inefficiency that
results from prompt electrons Leing misclassified as coming from photon
conversion pairs (see section 3.5) has been included. The systematic
error on the detection efficiencies is estimated to be * 5% in each bin.
3.4 Hadron misidentification

Charged hadrons are misidentified as electrons whenever the energy
collected within the seerch region at each calorimeter layer is at least
as much as would have been decposited by a real electron. This collected

energy can eithc, come from the energy actually deposited by the track
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P\PT 0.00 0.50 t.00 1.50
1.0 0.80 0.78 0.76 0.76
2.0 0.90 0.88 0.87 0.87
3.0 0.91 0.91 0.90 0.90
4.0 0.91 0.9% n.90 0.90
5.0 0.91 0.91 0.9 0.91
6.0 0.91 0.9 0.9 0.91

Table 3.2: Prompt electron detection efficiency

of interest or from energy deposited by nearby photons and other charged
tracks in the event. We will study these tuwo contributions separately
and then see how they combine to affect the overall misidentification
prabability.
Hadron interactions:

Hadron interactions in the LA calorimeters were siudied using known
pions fror several sources. The results from each of these studies wil}
be discussed below.

Pions _from ¥ =+ 2(n*n )0 at SPEAR:

The following -.election criteria were used to select event

candidates:

4 observed charged prongs
- Totai charge zero
- Less than 10 unused drift chamber hits after track
reconstruction
- No potentir! ¢amma conversion pairs
- Recoil mass? against 4 prongs within £ (06 (Gev/c2)2 of my?
- Recoil momentum against 4 prongs > 100 MeV/c

Figure 3.4 shous the momentum spectrum of the pions selected by these
cuts. Figure 3.5 shous the distribuiions ©f Emin/p in three different
momentum ranges. The misidentification probabilities for a electron

selection criterion of Epin/p > 1.1 are shown in Table 2.3,
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1/n dn/d(E;,/p)

Figure 3.5:
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Pions from Beam Test Data:

In this data sample several thousand 2 and 4 GeV pion interactions
were recorded in a partially instrumented LA calorimeter module. in
order to apply the electron identitication algorithm to this data sample
it was necessary to:

1) Determine the position of the pion beam for each
calorimeter coordinate (F,T,and U).

2) Adjust the tayver to layer normalizations to correspond to
those observed in the PEP data.

3) Determine the overall energy normalization to convert
deposited to incident energy.

Step 1) was accomplished by plotting the energy weighted mean position
in each layer. This mean value was t-en taken as the projected
coordinate for each event, thus simu1a£ing the projection of the OC
tracks into the LA moduie. Step 2) was accomplished by looking at the
mean minimum ionizing energy deposited in each coordinate. The layer to
layer corrections necessary to reproduce PEP data Were of the order of
10%. Step 3) was accomplished by adjusting the minimum ionizing peak to
agree with that observed in the PEP data.

A small correction to the pion misidentification probabilities must
be applied to account for the different amount of material preceding the
calorimeter module. The test beam data was taken with 1 %o of aluminum
in front of the LA module. At PEP there is a 1.3 Xo magnetic coil in
front of the LA modules. Showers from charge exchange interactions
which take place in the coil often look very electron-like, since the
electromagnetic shower starts developing near the frunt of the LA
module. Thus it is important to reproduce the effects ot the cvoil in

measuring the misidentification. Because of the way the layers are
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ganged in depth and the way they are combined in the electron algorithm,
it is not necessary +tor the charge exchange‘tn occur in the coil in
order for the shower to Yook electron-like. To be misidentified, it can
occur anywhere within about the #first {ew radiation lengths of the
calorimeter. Thus the correction to the test beam data for having 0.3
Xo less material in front of the calorimeter is on the order of 10%.
Figure 3.6 shous the E~:-/p distributions vor the 2 and 4 GeV test beam

data. The misidentification probehilities are showun in Table 3.3.

momentum data sumple & tracks ¢ misid misidentitication
probability

0.50 - 0.75 ¥ data 1751 16 .009 *+ 002
0.75 - 1.00 v data 1193 1 .009 & 003
1.00 - 1.30 v data 680 3 .005 ¢+ .003
2.0 beam test 3602 22 .006 * .00)
4.0 beam test 5181 19 .004 = 001

Table 3.3: Pion misidentification probabilities.

Figure 3.7 summarizes the pion misidentification measurements from
the beam test and SPEAR ¥ data. The line on the plot is the best
straight tine fit to the data and is given by:

misid = .0075 - ,0060 * logyp(py)
Clearly, this is not the correct functional form of the
misidentification probability. However, it serves as a guide {io
estimate the misidentification in the ra e of = 500 MeVs/c up to ¢ §

GeV/c.
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Pions from K,% = w*n- at PEP.:

The Ks° data includes the effect of track overlap since the K¢%’s
are produced in the middle of jets. Kg°’s were selected by consiraining
oppositely charged pairs of tracks to a vertex and requiring an
invariant mass and flight path consistent with the K4° hypothesis. The
calculated misidentification probability is 0,022 % 0.006. This value
is three to four times larger those shoun in Table 3.3 which were based
on the ¥ and pion test beam data. This is primarily due to the effects
of track overlap mentioned above. Also, there is = 10% background from
non-Kg tracks in the resulting sampile, uhich would mean a possible
electron contamination on the order of =}%.

Pions from r Pair Events at PEP.:

The 7 pair events are interesting because the "r -+ 3 charge prongs”
tecay provides an easily identifiable source of multi-GeV pions in the
PEP data. This topology 1s most easily recognized when the other 7 in
the event decays into a single charged prong resuiting in a "1+3" event
topology. Unfortunately there are not enough such events io measure the
misidenti“ication probability precisely. Furthermore, there is a
relatively large systematic uncertainty in the measured probability
which is due to differences in the neutral energy component (i.e. 7 =2 3
prongs + neutrals) relative to hadronic events. This effect results in
an absolute uncertainty in the misidentification probability that is on
the order of 1%, Since this 1% 1imit is larger than the expected
misidentification determined from the other methods, the 7 data simply
provides a consistency check for those results. The results from the

first 15 pb~' data show 3 out of 277 pions misidentified as electrons.
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0f these 3, 2 appear to have overlapping photons because the LA energy
is much greater than the momentum measured in the drif{t chamker. This
leaves 1 out of 277 pion with an electron-like shower, giving a
misidentification ¢ 1.4% at the 90X C.L., ignoring systematic errors.
Track overlap:

The misidentification probability =as a function of momentum in an
uncronded environmert (i.e. no track overlap) was shoun in Figure 3.7.
The jet topology of PEP hadronic events however results in & much more
crowded environment due to the large number of nearby photons and
charged tracks. In this situation, the misidentification probability
can be much targer than shown in Figure 3.7. Consider, for the moment,
a hypothetical charged particle that conveniently stops losing energy as
soon as it enters a calorimeter module. If this particle were in a jet
event at PEP and the electron identification algorithm were applied, it
is likely that some energy would be associated with the track, even
though the track itself deposited no energy. The associated energy
would come from other particles in the jet that depositred energy on the
strips within the search region. Because of the strip geometry of the
tA modules, the overlap only needs to occur in cne coordinate (F,T or V)
in order to contribute. [f there were enough energy associated in every
coordinate, it would be possible for this hypotteticel particle tnat
deposited no energy to be called an electron.

A scheme for simulating such a hypothetical particle was devised in
order to study the overlap problem in the PEP events. The scheme relies
on the fact that, in general, a hadronic event consists of tko

back-to-back jets. The orientation of the two jets can be characizrized
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by a single axis such as the thrust exis. The deposited energy density
tends to be peaked along this axis and decreases farther away from the
axis. Thus we can imagine that the average energy density is described
bv some function which depends only on the argle relative to the axis.
I1f we consider taking a charged particle trajectory from one jet and
"§lipping™ it 180°, the neuw trajectory will point into the opposite side
jet. The new projection is into & region of the calorimeter which has
the same relative angle aith respect to the axis as before. This new
region Will have, on the average, the same energy density as the region
the track originalily came from. Ther2 will, of cource, be no energy in
the secynd jet corresponding to the energy lost by the original track.
Thus the "flipped” track simulates the hypothetical one described above.

The statements 3just made about the equivalent average energy
densities of the two jets are not rigorously correct. In particular,
there is an effect which tends to give a higher energy density in the
oppesite side jet. This is simply due to the tact that the opposite jet
has essentially the full beam energy available while the remainder of
the same-side jet has the beam encrgy less the cendidate track energy.
This difference is not very important for a 1 GeV/c track in a 14.5 GeVv
jet, but the effect can be substantial for trccks of higher momentum.
Fortunateiy, the high momentum region where this systematic effect is
important is the region where the misidentification is dominated by the
shower contribution and the overlap effect is almost negligible.

In  order to study the effects of overlap onh hadron
misidentification, charged tracks from hadronic events were "tiipped” as

described above and the electron identification algorithm mas applied to
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the energy associated with the "flipped™ track. The number of tracks in
each p,p, bin that had Eaijesp > 1.1 , after the flip, was divided by the
tola) number of tracks in that bin, to obtain a misidentification
probability from overlap. To first order, the total misidentification
probability is the sum of the misidentification probabilities from the
overtap study and the "clean™ pion shower studies. The first entry in
each bi1 of Table 3.4 is the resulting sum s just described.

This procedure may underestimate the total misidentification
probability. It is possible for the sum of the overlap energy plus the
shower energy to be sufficient to make & hadron look electron-like,
without the overlap or shower energy alone being sufficient to do so.
In order to study the combined effect, a file was created which
contained measured energy depositions from knoun pion interactions. A
ned overlap study was then made in which the track flipping scheme wmas
used to obtain a sample overlap energy and the data file was used to
obtain a sample pion shower. The overlap and shouwer energies were added
together in eacii calorimeter coordinate. The electron identification
algorithm was then applied to the summed erergies. This method thus
simulates the combhined effect of overlap and shouwer contributions. The
file of pion showers was created using known pions from the SPEAR ¥
data. Since these pions have momenta less than about 1.3 GeVsc, a
scheme for simulating pions of higher momenta had to be implemented. In
order to do this, two simple scaling rules were used as explained tnlum.

The deposited energy distributions for pion interactions consist of
a minimum ionization region in which the energy deposited is independent

of momentum, & charge exchange interaction region where the deposited
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energy is roughly equivalent to the incident momentunm, and an
intermediate region which has a more complex 'momentum dependence. In
order to carry out our study, two simple scaling schemes were used,
neither of which correctly reproduced the full distribution. The first
scheme took the pion showers from the file and did not rescale their
ene-gies before adding them to the overlap energies. This approach
reproduced the contributions from the minimum ionizing part of the
distribution, but underestimated the contributions from the momentum
dependent tail. The results of this »cheme are the second entries in
eack bin of Table 3.4. The serond scheme was to ruscale the deposited
energies by the ratio of the momenta of the chosen track and the pion
which actually created the interaction. This scheme reproduced the
effects of the momentum dependent tail, but overestimated the effects
from the minimum ionizing region. The results of this scheme are the
third entries in each bin of Table 3.4.

We now have three different estimates of the misidentification
probability, each of which we suspect is either systematically high or
tow. We must extract an overall probability for each bin, as well as an
estimate of the systematic error on that probability. For the bins with
Py > 1.0, overlap plays a negligible role and the probabilities assigned
for those bins are taken directly from Figure 3.7 . For the other bins
a simple average of the results from the three methods is used end an
estimate of the error is made based on the difference between the
highest and lowest results obtained by the various methods. Finally, a
few bins whose values do not seem to fit well with the general p,p,

trends are adjusted slightly (by ne more than .002) to give smooth
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variations with p and p;. The results of this procedure and the
assigned errors are shown in Table 3.%5

We can now calculate the expected background contribution from
misidentified hadrons. Table 3.6 shous the number of charged tracks in
the hadronic event sample that passed all of the necessary quality and
fiducial cuts to be an electron candidate, but had (Egin/pP) ¢ 1.1. This
sample is made up of about 65% pions, 20% kacns, 10% protons, 5% muons,
and a few non-identified electrons. Al non-electrons car potentially
be misidentified as electroni. The different particle species have
different hadronic interaction properties, but they are all equally
effected by random energy overlap. We will compute the electron
misidentification probability for these tracks as if they were all pions
(i.e. wusing Table 3.5). In doing so we introduce a small systematic
error that is proportional to the fraction of non-pion tracks times the
per~er tage difference in the pion and non-pion misidentification
probabilities. He have estimated that 35% of thes tracks are non-piens.
Since a large part of the misidentification arises from track overlap,
we do not expect a large difference betweer pion and non-pion
misidentification probabilities. Even if the difference were as large
as 50%, it vould only introduce an systematic error of = 18% which is
small in comperison to the 50% systematic error we assigned to the pios
micidentification probabilities themselves. Table 3.5 gave the
probability P(n+e), a~ a function of p and p,, that a pion would be
migsidentified as an electren. We obtain the expected background from
misidentified hadrons by multiplying the number of observed hadrons in
each bin of Table 3.6 by P(nre)s/[1-P(u-+e)]. The result of this

calculation is shown in Table 3.7
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P\PT 0.00 0.50 .00 .50
1.0 {.D016 £ .003 .008 ¢ .003 .007 + ,003 .007 * .003
- .023 ¢ 002 .006 * .001 .000 = .002 .000 = .020
2.0 |.030 & 002 011 & 002 .003 ¢ 902 .010 * .02D
2.0 {.011 ¢+ .co3 .008 & .003 .006 ¢ .003 .006 * .003
- .009 = 002 .063 ¢ 00! .000 & .004 .001 = .004
3.0 |.024 & 003 .014 ¢ 003 .07 = .004 .007 ¢ .003
3.0 ].008 * ,003 .006 ¢ .003 .005 ¢ .003 .005 ¢ .003
- .005 & 002 .002 & 002 .000 = .006 .000 * .006
4.0 1.016 £ .004 .01t 2,004 .009 ¢ 006 .006 & ,006
> .007 & (003 .005 ¢ 023 .004 £ 003 .004 ¢+ 003
4.0 |.004 = 002 .001 ¢ 002 .090 ¢ .005 .000 ¢ .007
.016 ¢ 003 .014 & (004 .L00 ¢ 005 .016 * .003
Table: ]
3.4 i
key Sum of overlap misid + .
shower misid.
Result of "flipping™ showers
without rescaling energy.
Result of "flipping™ shouers
and rescaling energy so
rnergy «€ momentum.

Jable 3.4: Misidentification probability estimates including overlap.
P\PT 0.00 0.50 1.00 1.50
1.0 .D23 = 008 .010 = .005 .007 ¢ ,003 007 * .003
2.0 .015 * 608 .008 * .005 .007 = 103 007 * .003
3.0 .010 £ .005 .006 * .003 .005 * 002 005 * .0D2
4.0 .007 ¢ 003 .005 ¢ 003 .004 = 002 004 * .002
5.0 .067 ¢ ,003 .005 ¢ 003 .004 & 002 .004 & .Q02
6.0 .006 * .003 .004 * ,003 .003 = .902 003 * .0D2

Jable 3.5:

Overall Pion misidenl'ification probability
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PA\PT 0.00 0.50 1.00 1.50
1.0 10952, 5662. 1481. 169.
2.0 4104, 2633. 707. 448,
3.0 1911. 1329. 363. 269.
4.0 923. 696, 231. 176.
5.0 484, 369. 141, 95.
6.0 657. 565. 200. 228.

Yahle 3.5: Hadrons (non—electrons) in electron fiducial volume.

P\PT 0.00 0.50 1.00 1.50

1.0 j241. * 88. 57 £ 23 19. * 4.4 1.2 0.5
2.0 62. & 33. 21. 13, 4.9 * 2.1 3.1 1.3
3.0 19. *10. 8.0 * 4.0 1.8 £ 0.7 1.3 0.5
4.0 6.5+ 2.8 3.5 * 2.1 0.9 £ 0.5 0.7 + 0.4
5.0 3.4t 1.5 1.6 & 1.1 0.6 £ 0.3 0.4 0.2
6.0 3.9 2.0 2.3 x 1.7 0.6 + 0.4 0.7 0.5

Iable 3.7: ¢Expected electron background from misidentified hadrons.
The errors shown reflect the systematic uncertainties in the
misidentification probabilities quoted in Table 3.5.

3.5 Electrons from ¥ _conversions snd Balitz decays

In addition to the background from misidentified pions, there is a
smailer background contribution from non-prompt sources of real
electrons. The mejor contribution to this background comes from photons
which pair corvert in the material between the interaction point and the
tracking chamber. A smaller contribution comes from the Dalitz decay of
w%’s (i.e. WO > ye'e"). The branching ratio for the palitz decay is e
1.15%. Since each non-palitz n? decay produces two photons and since

the pair production rate per unit distance is # 0.8/Lpad» the number of
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e*e- pairs =zxpected from Dalitz decays is sbout the same as would be
expected from pair conversions in 0.7% Xo of material!. There was = 9.3%
Xo of material in the first 15 pb-' of this data sample »nd = 3.7% Xp in
the remaining 26 pb-'. Thus Datitz decays account for about 11% of the
produced pairs in the full data sample.

It is possible to substantially reduce this contribution to the
background by removing pairs of oppositely charged tracks which are
consistent with a photon conversion or D0alitz decay topology. Such a
pair finding procedure should be implemented in such a way as to
maintain a high efficiency for "real™ pairs, while minimizing the
probability of finding "fake™ pairs. A fake pair cceurs when a prompt
electron is accidently combined wxith an unrelated oppositaly charged
track in the same jet to form a pair candidate. The pair finding
algorithm that was actually implemented is described belon.

The pair finding nlgorithm combines euch identified electron
candicate with every oppositely charged track in the same event. For
each of these track pairs, the following quantities are calculated:

- Ayxy is the gap distance between the tracks in the XY-plane, at
the point where they have the same #.
+ Rxy is the radius from the intrraction point to the minimum gap
point in the XY-planc.
« 8Zp is the absolute difference in Z between the two tracks at
the origin.
- 88 is the absoiute difference in the dip angle 8.
The 2ofinitions of these variables are illustrated in Figure 3.8. Ttie
distributions of 8yy, 4Zg, and 86 are shown in Figure 3.9. Note that
dxy ca’ bpe eithes negative or positive depending on Wwheiher or not the

tuwo tracks intersect. Potential pair candidates must have the absoliute

value of Axy less than 6.015m. We make this cut relatively broad in
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order to maintain a high efficiency for Dalitz decays. The pairs from
such decays have small negative gap distances because the finite
invariant mass of the pair results in a finite opering ungie. A useful
property of the variable A,y is that it is relatively insensitive to
track mis-reconstruction in the dip angle 8. This is in contrast to a
variable like the invariant mays which c¢an be large for real! conversion
pairs if one of the tracks has an impropeily reconstructed dip angle.
This puint is important since the most rrobable mis-reconstruction for
these tracks is in the dip angle 8 rathei than the =az2imuihal angle ¢,
One way to check the integrity of the dip information is to look at 4Z,,
the absolute difference in 2 of the two tracks, at the origin. It this
difference is reasonably large (> 0.10m) we assume that the dip
information is incorrect and we make no further geometrical cuts. If
A2y is acceptable then the variable 88 is required to be less than 120
mrad for pair candidates. In making the cut on 42y, ue make the cut
generous enough to accommodate the expected difference in 2z for two
tracks of different momenta which convert at a large radius. This
expected difference arises because the two track helices only match in 2
at the point where the photon materialized.

If a pair of tracks meets all of the geametrical criteria for a
conversion oI Dalitz pair then further tests are made on the second
member of the pair to check its consistency with the electron
hypothesis. For iracks mith mementa less than 2 GeV/c, & test is made
on the particles time of flight infarmatior if available. To be
consistent with the electron hypothesis, the time of f1ight must be no

more than 3 standard deviaticns later than the expected time for an
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Fiaure 3.3:

{} _ TRACK 1 (a)
2
N,
d > X
/

TRACK 1 (b)

(e)

A9

42y

Definitions of pair finding variables

Examples illustrating (a) ~ positive gap distance (Ayy) and
a positive radius of conversion (Ryy) and (b} a negative
Ayy and a negative Ryy. Example (c) illustrates the dip
angle difference (48) and Z difference at the origin (AZg).
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Figure 3.9: Oistributions of pair tinding variables
(a) Oxy; (b)) 14Zgt; (c) 148l
The arrous illustrate the values of the cuts which select
photon conversion prir candidates.
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electron. For tracks of momenta greater than 0.7 GeV, a test is made
based on the electron identification algorithm. To be consistent with
the electron hypothesis, Emin/p must be greater than 0.5 if the track is
within the electron fiducial volume. These cuts are > 98% efficient for
electrons and reject a substantial fraction of hadrons. 1f the second
track is inconsistent with the electron hypothesis, then the pair is
consi”sred to be “fake™. Figure 3.10 shouws the reconstructed radius of
canversion for the real pair candidates. The structure of the material
in the detector is clearly visible. Table 3.8 shows the number ot
electron candidates which are identified as belonging to real pairs in

each p, p, bin.

NPT 0.00 0.50 1.00 1.50
1.0 211, 46. 10 0.
2.0 49. 22. S. 1.
3.0 20. 6. 1. 4.
4.0 3. 4. 1 6.
5.0 0. 3. 0 2.
6.0 ¢ 3. 0. 1.

Jable 3.8: Electrons belonging to real pairs.

The Monte Carlo was used to determine the efficiency for
identifying reul pairs as well as the probability for misidentitying a
prompt electron by accidently forming a fake pair. The efficiency is
determined 4s a function of the momentum of the observed electron
candidate. Ffor electrons in the range 1-2 GeV/c the algorithm finds 76%

of the real pairs. The efficiency drops somewhat with increasing
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(b} Data from 20 pb~! with 3.7% X. total material
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observed electron momentum, Fc- electruns above 6 GeVsc, the
probability of correctiy identifying a real pair is about 60%. The -rop
in efficiency occurs because high momentum photons often produce tuo
high momentum electrons that share seversl cells in the innermost DC
layers before the magnetic field can sueep them apart. These shared
cells can result in one of the tracks being mis-reconstructed or
unidentifind by the track reconstruction algorithm. The probability
that a prompt electron nill form a fake pair with an unrelated track was
determined to he = 2%. The fact that the fake pair probability is so
small is due in part to our ability to check the second track for
consistency With tne electron hypothesis.

There is another may to reject gamma conversions in th 20 pb-' data
sample taken mith the vertex chamber. Electrons from photons which
convert at the lexan or outer V¢ cover should have no associated signals
in the vertex tracking chamber. In order to make use of this fact, all
electron candidates that had signals in less that two out of seven
possibie vertex chamber layers were visually scanned to 1look for
misreconstructed pairs or accompanying untracked lom momenium tracks
which cur! tightly in ‘he magnetic field and are missed by the t?ack
reconstruction algarithm. I¥ there was no evidence of a potential
second track that could form a pair with the original track, then the
electron candidate was not removed from the sample. In practice = 90%
of the candidates without vertex chamber signals were actually removed.
Table 3.9 below shows the number ot czndidates that were removed by this
procedure in each p,p, bin. Since we knon the number of pairs found by

pair-finding algoritim and its efticiency, me can calculate the expected
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P\PT n.oo 0.50 1.00 1.50

5.0 30. (28.) 8. (9.) 2. 1)) 0. (0.)

2.0 8. (70 5. (4.) 2. (1)) 0. (0.)

3.0 2.0 30) 1. (1)) 0. (0.) 0. (0.)

4.0 2. (0. 1. (0.) 0. (0.) 0. (0.)

5.0 0. (0. 0. (0.) 0. (0.7 0. (0.)

6.0 1. (0.) 0. (0.) 0. ¢€0.) 1. (0.)

Table 3.9: Electrons removed with less than 2 V¢ cells. The leftmost
number in each bin is the number actually removed.
numbers in parentheses show how many were expected to be
removed.

P\PT 0.00 0.50 1.00 1.50

1.0 66.0 12.0 3.0 1.0

2.0 16.0 6.0 1.0 0.5

3.0 7.0 2.0 1.0 0.5

4.0 t.0 1.0 0.5 0.25

5.0 0.5 0.5 0.25 0.25

6.0 0.5 0.5 0.25 0.25

Iable 10: Expected background electrons from unidentified pairs.



ELECTRON IDENTIFICATION 30

number of remaining unidentified pairs. Multiplyng this number by the
fract.on of total material tnat occurs after the vertex chamber yields
the expected number of pairs to be found in iz hand-scan, assuming a
100% efficiency for the scan. The numbers in parenthesis in Table 3.9
are the results of that calculation. iney agree quite mell with the
numbers of tracks actually removed.

After removing those electron candidates with missing vertex
chamher hits, there is still a small residual contamination of electrons
from unidentified gemma conversions and Dalitz decays. The expected
remaining backyround can be calculated from the number of identified
gamma conversions (Table 3.8) and the knoun efficiency of the pair
finding algorithm. The results of the calculation are shown in Table

3.10.
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4. MUOK IDENTIFICATIOUN
4.1 General phil h

Muons can be distinguished from other siable charged particles by
the nature of their interaction with wmatter. For muons MWith momenta
greater than a few hundred MeVs/c, this interaction is characterized by a
relatively uniform rete of energy loss dE/dx due primarily to the
ionization of atoms and molecules in the material. This pattern of
energy loss is very different from the electromagnetic shower wuhich
characterizes an electron interaction. The difference arises because
the relatively large muon mass suppresses the bremsstrahlung which
initiates the electron-photon cascade process. Muon energy loss differs
from that of pions, kaons, and protons because muons do not participate
in the strang interaction. Although both muons and charged hadrons
undergo the relatively uniform dZ.sdx energy loss, only the hadrons
experience large localized energy loss due to nuclear interactions.

If a mixture of muons and other stabie charged particles are
incidant on a sufficient smount of material, then almcst all of the
electrons and hadrons in the mixture will deposit their full energy in
the materiat. Those muons which have incident energies greater than
that which will be lost to dEs/dx will penetrate the material. In a
practical muon detector, the amount of material to be used as an
absorber is therefore 1limited by the requirement that the muons of
interest be able to penetrate the absorber. For a typiral absorber 1like
iron, the rate of energy loss dE/dx is about 200 MeV per interaction
Tength. In the MARK 1] experiment we would like to have a low momentum

cutoff in the 1 - 2 GeV/c range for incident muuns. This implies that
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ue can only use ¢ § - 10 interaction lengths of abscrber. Uith an
absorber thickness in this range, a non-negliéible fraction of incident
hadrons will fail to interact strongly and will penetrate the muon
system, thus simulating muons. In addition, some hadronic interactions
in the absorber will create charged particle secondaries kRhich penetrate
the absorber, w!'so simulating muons. Some rejection of these
secondaries can be accomplished by obtaining spatial information about
the penetrating tracks. MWithout this information, the occurrence of an
hadronic¢ interaction is not apparent until all of the charged
secondaries have bren absorbed. This limitation can be overcome by
having sufficient spatial information to recognize the large-angle
scatters and multi-prong topologies associated with hadronic
interactions [35].
4.2 Implementation

The MARK Il muon system, described in detail in chapter 2, consists
of four walls located above, below, and on either side of the central
detector. Each wail consists of four layers of alternating steel plates
and planes of proportional tubes. Hits in the proportional tube planes
signal tke penetration of charged tracks through the absorber and
provide spatial inforaation about the location of the penetrating
tracks. The total gmount of material traversed by a charged particle at
normal incidence is # 2.6, 4.0, 5.8, and 7.4 interaction lengths for
levels 1-4 respectively. The muon identification algorithm involves
extrupolating a charged particle trzjectory, as measured by the centrat
drift chamber, through tlie absorbing walls and then looking for hits in

the proportional tube planes that are consistent with the expected range
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and multiple scattering for the incident track. In the extrapolation
process, expected dE/dx losses, multiple Coulomb scattering, and bending
in the magnetic field (some of the absorber serves as a flux return) are
taken into account.

In practice, each drift chamber track 1in an evert is extrapolated
into the muon system and a search is made for proportional tube hits
within 20 of the non-scattered extrapolation. Here © is the rms
extrapolation error arising from multiple scattering and the drift
chamber tracking resolution. A variable MUSTAT is formed wkich contains
a bit paltern corresponding to the levels which had such hits. The
lowest order bit of MUSTAY correscands to a hit in the first level of
the muon system. A track which had an associated hit only at the first
tevel would thus have MUSTAT = 1 = 0001;. A track which had associated
hits in all .our levels would have MUSTAT = 15 = 1111,. Figure 4.1
shows the MUSTAT distribution for all tracks in the muor system fiducial
volume (more on how this is defined in section 4 3).

Multiple Coulomb scattering:

The primary coniribution to the extrapolation error o comes from
mul iple Coulomb scattering in the magnetic c¢oil f£x 1.3 Xp), the
calorimeter modules (¢ 16 Xp), and hadron absorbers (= 13 X, per level)
which precede the proportional tube planes. The mean-squared radius
distribution relativ: to the non-extrapolated trajectory, after passing
through an absorber of thickness to and a drifi space of distance dgy 15
given by [361:

xe2 = Bp2(te2s3 + todp + do?) 4.1
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Fiaure 4.1: MUSTAT distribution for muon fiducial volume tracks
MUSTAT contains a bit pattern which corresponds to the
levels in which associated preportional tube hits were
found. The populations are expressed in terms of the "per
track probability."”
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where 9 is the rms scattering angle in the Gaussian approximation. In

this approximation, B¢ is given by [37]1:

21 Mev to 4
g = ————- (4.2)
p(MevV) B Lra

where p and B sre the momentum and velocity of the incident particle, to

is the amount of ubsorber traversed, and L.ad iS the radiation length of
tte absorber.

A particle typically traverses several detector wiements, each at
different distances from the propo:tional tube planes. The effects of
each element are independent and the contributions can be added in
quadrature. Since the proportional tube wires in each layer measure
only one coordina.", say x, We are really interested 1n o, wuhich is
equal to o,/Vy2. Therefore, for the roordinate of interest we ! ve:

53 5 F E6i2(ti2/3 + tid; + diD) (4.3)
i

where 8;, d;, and t; are the rms multiple scattering angle, distance to
the detector plane, and thickness of element i respectively.

This component of the extrapolation error is combined in quadrature
Wwith the extrapolated drift chamber tracking error (typically 2 3 cm) to
ebtain the overall extrapolatican error ¢ wused in defining MUSTAT.
figure 4.2 .nous a plot of the measured deviation of proportional tube
hits from the extrapolated trajectory uvivided by the o, calculated from
£q.#(4.3). If oy is properly calculated and if the distribution of
deviations were actually Gaiissian, then the normalized distributions
should be wunit width Gaussians as illustrated by the solid curves in
figure 4.2. These curves fit the data fairly well, indicating that we

understand the extrapolation errors.
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4.3 Muon identification efficisn

For the purposes of this analysis, muon candidates will be required
to have MUSTAT=15 (i.e. to have a hit within 20 of the extrapolation in
all four levels of the muon wall). The possible gsources of inefficiency
inciude all those which could cause a real muon t2 he missing a hit in
one or more levels. The various contributions will be discussed below.
Fiducial criteria:

Tuwo obvious ways for a muon to fail the selection criteria are for
it to have missed the geometrical acceptance of the muon system or for
it to have had too lit'le momentum to penetrate all four levels. In
order to avoid the large inefficiency from these effects, we define
fiducial criteria which eliminate most failures of this type. Muon
candidates are required to have drift chamber track extrapolatisas wmhich
lie within the sensitive volume of the muon proportional tube planes.
The solid angle subtended by the outermost proportional tube levels (the
limiting case) corresponds to & 45% of dw. Muon candidates are also
required to have sufficient initial momenta to penetrate all four levels
of the absorber. The caleculation of the minimum momentum is based on
the amount of expected dE/dx less along the extrapoiuted trajectory.
for a muon traversing the absorber planes at normal incidence, the
minimum momentum raquired to penetrate all four levels is about 1.8
GeV/c. For other angles of incidence, more material is traversed, and
correspondingly larger momenta are necessary to penetrate al) ievels.
These two criteria. that the muon candidate extrapolate inte the
sensitive volume and that it have enough momentum to penetrate alil four

levels, are expressed in MARK Il software notation as MULEVE=4. MULEVE



MUON IDENTIFICATION 1]

transtates as "number of muon levels expecied”. In this analysis muon
candidates must have MULEVE=4 and an incident momentum p > 2 GevVsc.
Myltiple scattering losses:

Since real charged particles do not exactly follow the calculated
extrapotations through the muon system, it is possible for actual muon
trajectories to lie outside the 2o search region. Multiple scattering
near the edges of the fiducial volume can resuit in tracks being
scattered out of the sensitive region, The inefficiency resulting from
such scattering is greater for lower momentum tracks since they have a
larger rms scattering angle. Muons can also scatter out of the 20
search region wshile remaining within the sensitive voiume. The
inefficienc, from this effect is momentum independent, since the
differences in the rms scattering are included in the calculation of o.
Range straggling losses:

Because of the statistical nature of the ionization energy loss
process, varjations in dEsdx result in fluctuations in range. A measure
of this variability is the percentage runge straggling which is defined
as the ratio of the rms variation in range to the expected range. In
the momentum range ot interest (2-14.5 Gevsc) this percentage range
straggling varies betueen ¢ 3 - 6%. For further details, see the
numerical calculations presented by Sternheimer [38] and experimental
measurements in the MARK Il detector by Hayes [23]. Range straggling
can result in fluctuations in energy loss which result in the muon
ranging out before penetrating all layers, thus failing the muon

selection criteria.
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This distribution is used tn determine the proportional
tube efficiencies in the muun system. The populatiens are
expressed in terms of the "per track probability.®
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Proportional tube effiziengies:

A muon track may be missing a hit at a particutar proportional tube
plane because of electronic inefficiency. In order to study this
effect, a sample of e*e” » p*np" events (pu ¢ 14.5 GeV/c) were studied.
Figure 4.3 shous the MUSTAT distribution for such muons that mere within
the muon system fiducial volume. The populations at MUSTAT=14, 13, 11,
and 7 correspond to single missing hits in levels 1-4 respectively.
From these populations me estimate the inefficiency to be (3%1)% per
track per level.
gxtrapolation error:

A muon track that is improperly reconstructed in the central drift
chamber can fail the identification criteria because the track
extrapolation is more than 2~ away from the proportional tube hits Jeft
by the muon. It is more likely that a track will be mis-reconstructed
in the polar angle B rather than the azimuthal! angle ¢. This occurs
because the polar angle is determined from the ® 3° stereo layers iu ihe
drift chamber, whereas the azimuthal angle is determined by the axial
layers. The proportional tubes in level 1 of the muon system measure
the polar angle ® while levels 2-4 measure the azimuthal angle #.
Therefore, mis-reconstructed muons will often not have an associated hit
in the first level because the extrapolation misses in B.

Monte Carlo determination of efficiency:

A1l of the effecty described above have been incorporated into a
detailed Monte Carlo simulation program. From this program, the
acceptance and identification efficiencies for muons have been

determined as & function of momentum. Table 4.7 below shows the
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identification efficiency for muons in the muon §iducial volume. The
momentum dependence 1is due to the multiple scattering losses near the
edges of the fiducial volume and range stragaling losses. Both effects

tend to decrease the efficiency st lomwer momenta.

PA\PT 0.00 0.50 1.00 1.50
2.0 0.78 0.78 0.78 0.78
3.9 G6.82 0.82 0.82 0.82
4.C 0.86 0.36 0.86 0.86
5.0 0.90 0.90 0.90 0.90
6.0 0.92 0.92 0.92 0.92

Jable 4.1: Muon identification efficiency
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4.4 Hadr misidentifi ion pr ili

Hadron misidentification can occur when a hadron fails to interact
strongly in the absorber and penetrates all four levels of the muon
system. fMisidentification can also occur when a nuciear interaction in
the absorber does take place if some of the interaction secondaries
penetrate al) four levels. It is also possible for misidentificeiion to
arise from hits which were actually caused by random noise or by the
penetration of other nearby tracks.

Muon_syestem noise:

Random hits in the muon system can arise from either purely
electronics related roise ("hot channels™) or actual physical processes
(cusmic rays, synchrotron radiation) which fire the pr-oportional tubes.
The etfects of random noise in the muon system were measured by
combining muon system raw data from bhabha events (e*e” -+ e*e”) with the
central detector data from hadronic events. Since bhabha events
contains no penetrating tracks, the c¢orresponding muon sysiem raw data
contains only noise hits. Figure 4.4 shous the MUSTAT distribution

obtained by combining charged tracks from hadronic events with the

random muon hits. The fourth level has the most noise, as can seen by
looking at the MUSTAT = 8 = 1000, bin. About 5% of all charged tracks
in the muon fiducial volume have a random hit in this level. None of
the "noise” tracks satisfy our muon criterion of MUSTAT=15, primarily
because of the low noise levels in the inner levels. The noise can
contribute to the hadron misidentification probability however, as in
the case of a hadron which only penetrates to the third Tevel but which

also has a noise hit in the fourth.
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Another source of random hits are those caused by other penetrating
tracks in the event. These other tracks can be either muons or hacrons
that have punched through into the muon system. Because of the jet
topology of the hadronic events it is quite common for the 2o search
regions around the charged track trajectories in a jet to overlap. In
order {o study this effect, the folloming algorithm was used. Tracks in
a hadronic event were reversed in direction and projected into the muon
system on the opposite side of the event. The muon identification
algorithm was then applied to the "flipped™ “‘rack. The resulting MUSTAT
distribution is shown in Figure 4.5. Note that in addition to the
"noise" populations (cf. Figure 4.4) there are now substantially larger
populations in the MUSTAT=1 and MUSTAT=14 bins. These values of MUSTATY
correspond to track overlap in the 8 and # coordinates respectively.
The fact the MUSTAT=1 represents a single associated hit and MUSTAT=14
represents three associated hits is a consequence of the wire
orientation of the four proportioral tube levels.

Hadron punchth.ough:

Hadron punchthrough results uhen a hadron or a secondary from its
nuclear interaction in the absorber penetrates into the muon detector.
Figure 4.6 1illustrates this effect with data from the SLAC 20
spectrometer [39] as reanalyzed by Harris et al.[35]. In this figure,
the ordinate gives the fraction of incident pions that generate
penetrating radiation. The momentum dependence of this fraction is due
to the fact that the reaction secondaries penetrate deeper as the
incident energy increases. The slopes for various incident momenta,

however. are almost identical because the pion-nucleon cross section is



MUON 1DENTIFICATION

a6

Fiqure 4.6:

os|- X 4

oz} \ . <.

otk s
w
g
<
2 oosl . "4
2z
g
ooz - . R
15 B GeV/e
ool |- I
0.7 Gev/c
0005 |~ 47 Gevie VY 7.7Geve
— e 1 1 L A1 1 P ]
r 2 3 e Lo B N I} |

6 7 L] b4
CHANNEL NUMBER
1 1 3 L 1 1 1 1, 1 d

08 33 38 83 108 (33 58 183 208 233 258
EQUIVALENT THICKNESS OF IRON (N CM

Pion raage data from the SLAC 20 GeV spe.trometer.
The ordinate gives the fraction of the incident pions th at gencrate
penctrating radiation vs the absarber thick.ness in ec vivalens cm

of iron. B the its tend 1o peneirate
deeper as the incident momentum incteates, the curves shift to
the right with i i Utii  h .

the slopes become similar for difTerent incident momenta, a
consequence of the fact that the original pion-nuclear reaction
<ross section iy relatively over this range.

Pion range data from the SLAC 20 GeV spectrometer

This figure in taken from Reference [3s5].



MUON IDENTIFICATION 97

relatively constant over this momentum renge. in the 20 Sevy
spectrometer experiment, no spatial information on the penetrating
tracks is provided, thus the occurance of a hadronic interaction is not
apparent until all of the interaction secondaries have been absorbed.

A muon detection system mhich provides spatial information on the
penetrating tracks can have better pion rejection than that illustrated
in Figure 4.6. Figure 4.7 shous the fraction of incident pions
surviving within a circle expected to contain 96% of the incident muons
based or a multiple Coulomb scattering calculgtion. This data comes
from Harris et al.[35] which, 1ike the MARK II. uses multiwire
proportional chambers and iron absorbers. The slope of the curve in
Figure 4.7 corresponds to an attenuation length of 16.6 cm as compared
0o ~ 21 cm for the curves in Figure 4.6. The 6.6 cm attenuation length
corresponds to an c¢ffective "cross section™ of 710 mb, which can be
compared to a calculated cross section for iron of 725 mb obtained from
n* data on copper at 3 GeV/c [40] assuming the inelastic cross section
goes as AZ73, The inelastic cross section is assumed to be the dominant
process in separating pions from muons. The elastic part of the cross
section also contributes to a small degree since the typical scattering
angle (= 20 mrad) combines in quadrature mith the multiple Coulomb
scattering to yield a slightly wider distribution for non-interacting
pions relative to muons.

We can use the data from thes2 two experiments to estimate the
punchthrough probabilities for the MARKII muon system. The arrangement
of detector =lements in the MARK Il system gives it a sensitivity to

interaction secondaries that 1ies between those illustrated 1in Figures
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4.6 and 4.7. Thus we expect that the pion attenuation iength in the
MARK II should Tlie between # 17 and = 271 cm of iron and that
punchthrough %o the fourth level of the muon system {= 130 c¢m Fe) should
be less than = 1%, With this information in hand we Nill nou describe
measurements of pion punchthrough using data from the MARK Il detector.
MUSTAT distribution:

The MUSTAT distribution for all tracks in the muon fiducial volume
uas shown in Figure 4.1, Figure 4.5 showed the contributions to this
distribution from random noiseé and overlapping tracks. In addition to
the random and overlap hits, there chould be contributions to the
observed MUSTAT distribution from real muons and from hadro.
pur.chthrough. If we ignore electronic inefficiencies, multiple
scattering outside of the search region, and range straggling then real
muons Will penetrate to the fourth level and have MUSTAT=15. Hadrons
that penetrate the absorbers do naot necessarily reach the fourth level,
but are usually absorbed earlier. The populations of hadrons punching
through to the various levels should have an attenuation length of 17-21%
cm as we saw earlier. If we determine the number of tracks that
penetrate to the first, second, and third levels, we can use the
attenuvation length to extrapolate to the fourth level. We cannot
measure punchthrough to the fourth 1level directly because it is
contaminated by the real muon signal, the magnitude of which is unknoun.

Table 4.2 shows the contributions of three components (labelled
"RAND™, "MUGN"™, and "PUNCHTRROUGH™) to the observed MUSTAT distribution.
The first component 15 due to random noise and overlapping hits. The

MUSTAT distribution for this component, as measured by the "“track
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f#1ipping™ algorithm, is shoun in the column 1labelled "RAND™. The
"OBSERVED™ MUSTAT distribution (rightmost column of Table 4.2) differs
from the "RAND"™ distribution kecause of the presence of penetrating
trocks in the real data sample. Note, for example, the significant
increases at MUSTAT=1,3,7, and 15 in the T™OBSERVED" distribution
relative to the "RAND" distribution. These values of MUSTAT primarily
correspond to track penetration to levels 1-4 respectively. Since ue
select the tracks in our sample by requiring MULEVE=4 (i.e. the tracks
are expected to penetrate all four level of the muon system under the
muon hypothesis) we expect all real muons to pepetrate all levels and
thus have MUSTAT=15, This will not be rigorously true, however, since
electronic inefficiency, multiple scattering, and range straggling can
result in other values of MUSTAT. Muons from pion and kaon decays in
¢light ean also contribute to the MUSTAT distribution. The expected
contributions of both prompt and decay muons are shown in the column
Tabeiled "MUOH"™. Since the total number of tracks must be conserved,
the muon MUSTAT population must deplete other values of MUSTAT. For the
most part (= 804 of the time) this depletion occurs at MUSTAT=0. Dther
values of MUSTAT are depleted in proportion to their frequency of
occurance. This explains the existence of negative entries in column
"MUDN"™.

In determining the populations in column "MUON", the population at
MUSTAT=15 is adjusted to be consistent with the “OBSERVED" MUSTAT=15
population, after including punchthrough effects. The "MUGR"™
populations wt other values of MUSTAT are based on Monte Carlo

predictions wuhich include the effects of hadron decay in flight,
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MUSTAT RAND MUCN PUNCHTHROUGH PREDICT OBSERVED
1 2 3
0 7984.0 -193.6 =-973.7 -%54.2 -856.1 —15.9 ©6490.7 6444.0
1 541.0 -10.2 973.7 -9.3 -3.8 =1.1 1490.3 1469.0
2 310.3 -7.5 ~37.8 -2.2 -2.2 -0.6 259.7 285.0
3 40.0 3.8 37.8 265.5 1.5 -0.1 348.5 349.¢
4 22z.0 -5.4 -27.1 -7.1 -1.6 ~0.4 180.5 185.0
5 21.0 -0.4 27.1 -0.4 1.6 -0.0 48.8 65.0
6 31.0 -0.8 -3.8 -0.8 1.5 -0.1 27.1 39.0
7 6.0 22.5 3.8 8.3 59.1 0.5 100.1 98.0
8 432.6 -i9.5 =52.7 -13.7 -3.0 -0.9 351.2 356.0
9 36.0 -0.7 52.7 -0.7 -0.3 -0.1 86.9 96.0
10 19.0 -0.5 -2.3 -0.2 -0.1 ~0.0 15.9 27.0
11 3.0 5.6 2.3 14.6 6.1 0.5 26.2 24.0
12 31.0 -0.8 -3.8 -1.0 -0.2 =0.1 25.2 23.0
13 1.0 5.4 3.8 -0.0 0.1 0.5 10.7 10.0
14 31.0 8.6 -3.8 -0.9 -0.1 0.4 35.2 27.0
15 2.0 1%4.5 3.8 1.9 3.6 17.3 213.1 213.0
TOTAL 9710.0 0.0 .0 0.0 0.0 0.0 9710.0 9710.0
Jable 4.2: Determination of hadron punchthrough probabilities.
eltectronic inefficiency, multiple scattering, and range straggling. The

magnitude in each bin is normalized with respect to the "MUON" MUSTAT=15

population.

Notice that the "MUON" population

comparison to
MUSTAT=7 is

probability to

the "OBSERVED™ MUSTAT=7 population.

dominant

level 3.

in

the

1f we

determination
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at MUSTAT=7 is non-negligikle in

The population at

had ignored the "MUON"
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component,

punchthrough
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The remaining
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corrections for punchthrough to 1levels 1-4, The corrections to the
MUSTAT distribution for punchthrough to levels 1-3 were determined using
a maximum likelihood fit to the "OBSERVED" distribution. The correction
for leve! 4 was obtained from an extrapolation of the punchthrough
probabilities from the first three tevels. The fit procedure and
correction algorithm are described below.

For each value of MUSTAT, a correction is applied based on the
change that would occur if some fraction Pj of all incident tracks
punched through te level j. For example if Py of all tracks punched
through to the first tlevel, then Py, of the tracks that originally had
MUSTAT=0 would move to MUSTAT=1, Similarly, P4y of the tracks that had
MUSTAT=2,4,6,... would move lo MUSTAT=3,5,7,..., whereas those that
originally had MUSTAT=1,3,5,... would not change, since they already
contained a hit at level one. Similarly, if P2 of all tracks punch
through to the second level, then P, of the tracks that had
MUSTAT=0,1,0or 2 would move to MUSTAT=3. Those that orvginally had
MUSTAT=3 would not change. Those that had MUSTAT=4, 5, or 6 would move
to MUSTAT=7, etc.. The corrections that are shown in Table 4.2 were
obtained by maximizing the 1likelihood for observing the "OBSERVED"
populations for MUSTAT = 0 - 14, There were three free parameters in
the fit, namely, the punchthrough probabilities P; for levels 1, 2, and
3. The population at MUSTAT=15 was not included in the 7it since it
contains actual signal muons, wuhereas Me only wuant to fit +to hadron
punchthrough. The %it results yield average hadron penetration
probabilities Pj of (12.820.4)%, (3.3:0.2)%, and (0.9:0.1)% for levels 1

- 3 respectively. Extrapolating these values to the fourth level using
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an attenuation length of ¢ 19 cm, predicts a punchthrough probability Py
= (0.220.1)%.

This procedure reproduces the observed distribution quite mell, as
can be seen by comparing the c¢olumns labelled "PREDICT™ and “OBSERVED™.
1t we study the entries in the MUSTAT=15 row of Table 4.2, we will find
that hadron punchthrough contributes about 29 tracks te the raw signal
of 213. We wnill briefly discuss the various sources of these 29
background tracks. Starting with the column labelled "RAND"™ we see that
random overlap and noise alone contribute 2 of the %iracks. In the
cotumn labelled "PUNCHTHROUGH 17" there are 3.8 background tracks which
are the result of punchthrough to leve! 1 combining with MUSTAT=14 noise
hits to result in MUSTAT=15. In column "PUNCHTHROUGH 2" Me see that
punchthrough to 1level 2 combines with MUSTAT=1Z and MUSTAT=14 to
contribute 1.9 background tracks. Punchthrough to the third level
combines with noise 1in the fourth level to contribute = 3.6 tracks to
the background (PUNCHTHROUGH 3). Finally we see that = 17 of these 29
background tracks are actually due purely to punchthrough to the fourth
level (PUNCHTHROUGH 4).

Pions from K<® + pip-:

Figure 4.8(a) shows the momentum spectru: of charged pions from
reconstructed Kg° - n*n-  decays. Figure 4.8(b) shou the MUSTAT
distribution for those pions which satisfied the muon fiducial criteria.
Table 4.3 shows the calculated punchthrough probabilities, based on a
maximum 1ikelihood fit similar to the one described ahove. The results
are qui*e simitar to those obtained from the MUSTAT analysis for all

tracks.
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Pions from 7 - 3pw:

Figure 4.9(a) shous the momentim spectrum of charged pions from
recoenstructed r -+ 3mr decays. Figure 4,9(b) shon the MUSTAT
distribution for those pions which satisfied the muon fiducial criteria.
Table 4.3 shous the calculated punchthrough probabilities. The results
give higher probabilities than those obtained from the fit to the MUSTAT
distribution for =ll tracks. This probabiy arises from the harder
momentum spectrum of this pion sample. In fact, the punchthrough
probabilities are similar to those obtained by fitting the MUSTAT
distribution for all tracks with p > 6 GeVsc.

Kaon punchthrough:

Although kaon cross sections are smaller that pion crosc sections,
the penetration probabilities for K’s beiow & few Ge¥Ys/c are smalier
those for pions at the same momentum. This is due to the fact that the
K’s have less kinetic energy and thus range out sooner due to the
heavier ionization loss. Knons which do nat range out are expected to
have larger punchthrough probabilities because of the smaller
interaction cross sections. The results on pions and kaons from D°’s
cescribed below indicates that this is indeed true. our fit to the
MUSTAT distribution of all tracks handies the mixture of pions., kaons
and protons in a statistical sense, resulting in an wWeighted
punchthrough probability for tke mixture.

Pions and Kaons from _D° - Xn:

A sample of identified D° candidates were obtained by utilizing the

kinematic constraints in the decay 0** = DOx* (+ c.c.). MWe then use the

identified 0% » K 1* to obtain a sample of identified charged pions and
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kaons. The punchthrough resulis are shown in Table 4.3. The statistics
are poor, but there is some indication that the kaon punchthrough

probability is larger than that for pions.

PUNCHTHROUGH PROBABILITIES
level 1 level 2 level 3
source momen tum prob (%) prob (X) prob (X)
all tracks p2 12.820.4 3.320.2 0.920.1
atl tracks 2¢p<3 10.5£0.6 2.4:0.3 0.820.2
all tracks 3¢pcC4 12.3%0.9 3.020.4 0.7:0.2
all tracks 4¢p<¢b 17.421.1 4.620.6 1.020.3
all tracks p)>6 17.0:1.5 5.420.8 2.0:0.5
Kg® = n¥n- 2¢(p<6H6 9.932.9 3.421.6 <1,
T > 3mp 2<p <10 21.522.9 6.621.6 0.820.7
n trom D° 3¢p¢H 6.8*5.0 5.433.3 <7.0
K trom D° 3¢p<6b 23.1%7.0 5.03.7 6.0%3.5
Table 4.3: Measured punchthrough probe™ilities from various
sources.

Momentum dependence:

The fact that the pion-nucleon cross section is relatively constant
over the momentum range of interest and the fact that the muon
identification algorithm is able to detect hadronic interactions early
in thei.- development implies that the punchthrough probability should
not be too sensitive to the incident energy. In order to investigate
this assumption, the MUSTAT distributions can be analyzed for various
bins of incident track momenta. Figure 4.10 shous the results ana the
resulting extrapolation to the fourth level of the muon system. The

measured punchthrough values for levels 1-3 are tabulateo in Table 4.3.
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There is a distinct momentum dependence, houever, it is not as large as
that shown in Figure 4.6 for the 20 GeV specirometer, where no rejection
of secondaries was possible.

Iransverse momentum dependence:

One might naively expect that the misidentification probabilities
from punchthrough would not depend on transverse momentum. This would
be true if it were not for the fact that the track overlap probability
is dependent on transverse momentum. The probability of picking up a
MUSTAT=1 or MUSTAT=14 contribution from overlap is larger at low p,, and
this reflects in the overall probability of obtaining MUSTAT=15 when
combined with punchthrough.

Based on all the previous results, we can estimate the punchthrough

probability as a function of p and p,. The calculation is shown in
Table 4.4. We divide the data into high (p, > 1) and low (p, < 1)
transverse momentum regions for this analysis. We use the punchthrough

prababilities shoun in Table 4.3 to predict punchthrough probabilities
to all levels as a function of momentum. The leftmost numbers in rows
(L)-(e) of each p,p, bin of Figure 4.4 are, from top to bottom, the
runchthrough probabilities to levels 1-4 respectively. For example, for
2 ¢ p < 3, we estimate probavilities of 11.0%, 3.0%, 0.6X. and 0.13%.
In calculating these punchthrough probabilities, ue include the effect
of the = 3X proportional tube inefficiency at each level. In order to
calculate the total misidentification probabilities we need to muitiply
these punchthrough probabilities by the probabilities that they wil}
combine with *®random™ MUSTAT hits to form MUSTAT=15. Explicitly the

contributions are:
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PNPT <1.0 >0
2.00 1.0 ®* 0003 = .0003 } 1.0 * 0001 = .0001 (a)
L1100 ®* 0050 = .0005 §.1100 ¥ 0025 = .0003 (h)
.0300 * 0100 = .00D3 }|.0G300 * .0075 = .0002 (c)
.0060 ®* 0600 = .0004 |.0060 * _0600 = .0004 >
.0n13 *¥ 1,000 = .00713 (.0013 * 1.000 = .G013 (el
.0p28 .0023 SuM
3.00 1.0 % 0002 = .D002 1.0 * 0001 = .0001 (a)
.1300 ® 0033 = ,0004 |.1300 * .0016 = .0002 bl
.0350 ®* _p066 = .D002 |.D350 ® .0D49 = .0002 (c)
.0080 * 0400 = ,0003 [.0080 * .0400 = .0003 {d
.0018 ®# 1,000 = .0013 |.0013 * 1,000 = .0018 (e)
.0029 .002% sum
4.00 1.0 * 0002 = ,0002 1.0 * 0000 = .0000 (a)
L1500 * 0025 = .0004 |.1500 * .0012 = .0002 (h)
.0400 * 00508 = ,0002 {.0400 * .0038 = .0002 (c)
.0100 ® 0300 = .0003 |.0160 * .0300 = .0003 (d)
.0622 ®# 1,000 = .0022 |.0022 ® 1.000 = .0022 (e)
.0033 .002% sum
5.00 7.0 ® 0002 = ,0002 1.0 * 0000 = .0000C (a)
L1700 ® _0D20 = .0003 }.1700 ®* _D010 = .0002 (b)
.0500 ® 0040 = ,0002 |.0500 * 0030 = .0002 (c)
.0120 ® 0240 = ,0003 |.0120 * .0240 = .0003 (d>
.0027 ® 1,000 = ,0027 |.0027 * 1.000 = .0027 (el
.0037 .0034 SUM
6.00 1.0 * 0001 = ,0001 1.0 * 0000 = .0000 (a)
.20C0 * 0016 = .0003 |.2000 * .0008 = .0002 b}
.0600 * 0033 = .0002 |.0600 * 0027 = .0002 (c)
.0140 ® 0200 = .0003 {.0140 * .0200 = .0903 (d)
.0036 * 1,000 = .0036 (.0036 * 1.000 = .0036 (el
.0045 .0043 SUM
Jable 4.4: ctalculantion of hadron punchthrough probabilities
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ta) 1. x MOIS)
{b) Py X M(14)
el Py X [MC12) + M{14)]
(d) Py X MC2 8)
(&) Py X MC2 0)

where P; is the punchthrough probability te level i, and M(3) is the
probability of having a random MUSTAT=j. The values of P; are estimated
from Table 4.3. The values of M(j) are calculated from Figure 4.5
assuming that the overlap probability (e.g. MC13. MNM(149)) is tuwice as
large at low p, as high p,; and that noise hits (e.g. H(8),M(12)) are
independent of p,. The assumption about the p; dependence of the
overlap is based on studies of the p,p, distributions of MUSTAT=1 and id
in the flipped track analysis.

Table 4.5 shous the population of charged tracks the passed the
nuon fiducial eriteria. We combine Tables 4.6 and 4.5 to ohbtain the
expected background population from punchthrough as a function of p and
py- This result is shown in Table 4.7.

Hadron decay in flight:

Charged piens and kaons can decay in flight {o produce final state
muons which penetrate the absorber and give signals in the proportional
tubes. The branching ratio for n* to p'y is nearly 100X, uhile the
branching ratio for X* to p*v is =« 64%. The fraction of charged pions
or kaons which actually decay into muons before reaching the muon system
1s, of course, much smaller than the branching ratio. The probability
that a particle with mass m, momentum p, and proper lifetime 7o decays
before it has traveled a distance R is:

P(CR) = 1 - expl-mispcreld (4.4)
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P\PT 0.00 0.50 1.00 1.50Q
2.0 2568.0 1655.0 432.0 257.0
3.0 i185.0 851.C 247.0 200.0
4.0 567.0 453.0 153.0 122.0
5.0 316.0 240.0 97.0 74.0
6.0 415.0 358.0 136.0 165.0
Yable_4.5: Hadrons in muon fiducial volume

P\PT 0.00 0.50 1.00 1.50
2.0 6.0028 0.0028 0.0023 0.0023
3.0 0.0029 0.0029 0.0026 0.0026
4.0 0.0033 0.0033 0.0029 0.00z°
5.0 0.0037 0.0037 0.0034 0.0034
6.0 0.0045 0.00435 0.0043 0.0043
Jable_4.6: Hadron punchthrough probabilities

P\PT 0.00 0.50 1.00 1.50
2.0 7.2 4.6 1.0 0.6
3.0 3.4 2.5 6.6 0.5
4.0 1.9 1.8 0.4 0.4
5.0 1.1 B.9 0.3 0.3
6.0 1.8 1.6 8.6 0.7
TYabie 4.7: Background to munn signal from hadron punchthrough
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fiaure 4.11: Pion and Kaon p; decay probabilities
(a) pion decays and (b) kaon decays. The solid lines shou
the p; decay probabilities. The dotted lipes shou the
misidentification probabilities. The momentum is that of
parent pion or kaon.
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The values of crq are 7.8m and 3.7m for pions and kaons, respectively.
If se use a flight path £ of 1.6m, wuhich is the average distance to the
calorimeters, and include the branching fraction for kaons, we find:

n > uv: P(1.6m}> = .029/p(GeY/c)
K = uv: P(L1.6m) = .136/p(GeYsc)

The solid and dashed lines in Figur~. 4.11 show the decay probabilities
based on this simple calculation.

Actually, only a fraction of these decays are identified as muon
candidates by the muon identification criteria. This is due to the
decay kinematics which can produce muons that are too low in momentum to
penetrate the absorber or which can result in large decay angles causing
the muon trajectory to lie more than 20 away from the extrapolation.
Both of these effects are more pronounced for K decays relative to m
decays because of th: larger Q2 in the process.

Figure 4.12 shous a plot of the decay muon momentum versus parent
hadron momentum for pions and kaons with p > 2 GeVsc. Those decays in
which the muon momentum 1is 1less that =« 1.8 Ge¥sc fail the muon
identification criteria since they cannot penetrate all layers of the
steel absorbers. Figure 4.13 shous the product of the decay angle and
the parent hadron momentum for pions and kaons. For comparison, a solid
line is shown at the value which represents a 20 rms multiple scattering
(z 17 rad GeVsc)} from the 16Xy thick calorimeter modules (a major
compunent to the extrapolation error). Many of the kaon decays result
in a decay angle which is large in comparison to the typical multiple
scattering angle. Therefore proportional tube hits from muons in these

decays may often lie outside of the 20 search rzsion.
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Figure 4.12: pp vS. Phad in 7 and K g, decays

(alpion decays; (b) kaon deczys. The solid line shaus the
momentum necessa~y for penetration to the fourth muon
detector level. HNote that many of the decays result in
daughter muons which are unable to penetrate that far.
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Fiaure 4.13: Qecay angle times phag for w and K p; decays
(a)pion decays; (b) kaon decays. The solid line
illustrates a typical 20 multiple scattering angle from
the detector components. Note that most of the kaans
decays result in larger decay angles.
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A further complication arises from the tuo kinematic effects
discussed above. When the decay point 1lies within the drift chamber
volume, there nwill be two track segments wmith different momenta and with
different slopes at the decay point. The charged track reconstruction
algorithm does not attempt to distinguish the two segments, but rather
tries to fit a singte smooth track through the two kinked segmenis. 1f
the decay occurs very early in the chamber, the fit momentum will tend
to refiect the muon momentum. 1f the decay occurs very late, then the
fit will more nearly reflect the parent hadron momentum. 1 the decay
occurs at an intermediate point, then the detected momentum will have a
more complicated relation to the produced momenta and mill depend on the
magnitude and orientation of the decay angle. In sevsrc cases, the
track finding algorithm may fail to find any acceptable trajectory
through the tuwo segments.

In order to properly handle all of these effects, we use a Monte
tarle simulation to calculate the expected misideatification
contributions from @® and K decay. Since a "decay" track
(parent-daughter combination) with a given measured momentum can arise
from a broad spectrum of produced parent momenta, it is necessary to
reproduc> the entire hadron spectra in order %o calculate the number of
expected decays at any given detected momentum. Figure 4.14(a) shous
the observed charged particle sepectrum in the data. Figure 4.14(b)
shous the corresponding spectrum from the Monte Carlo. The fractions of
n’s, K’s, and p’s produced in the Monte Carlo are consistent with
previous measurements [41]. Using this spectrum, We define a

misidentification probability Ph.p as:
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# us from h decays detected with momentum p

Ph-ntp) =
8 charged hadrons h detected with momentum o

The hadrons h, that appear in the denominator, are required to pass the
same fiducial criteria as the muon candidates. Figure 4.11 shous these
misidentification probabilities as dotted lines. These probabilities
are smaller than the decay probabilities (shown as solid lines) due to
the decay kinematics discussed earlier.

We use the Monte Carlo prediction, normalized to the total number
of observed charged tracks passing the muon fiducial criteria, to
predict the p,p, population of muon candidates arising from decays in

flight. The result is shown in Table 4.8.

P\PT 0.00 0.50 1.00 1.50
2.0 10.0 6.0 3.0 2.0
3.0 6.0 4.5 2.5 1.0
4.0 2.5 1.5 1.8 1.0
5.0 1.5 1.5 0.5 0.5
6.0 1.5 1.0 0.5 0.5

Jable 4.8: Background to muon signal from decays in flight.
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5. ANALYSIS PROCEDURE
5.1 Hadronj v ] ]

The total data sample corresponds to an integrated ‘luminosity of
approximately (32 £ 2) pb-?! taken at a c.m. energy of 29 Gev. The
following c¢riteria mere used to select a sample of hadronic event
candidates:

1) A reconstructed event vertex with a radial distance from the
interaction point (projected in the xy-plane)} < 0.0d4m and a

longitudinal distance (projected along the beamline) ¢ 0.07 m.

2

~

At least five charged tracks satistying the following criteria:

2a)Radial distance of closest approach to interaction point
¢ 0.04 m and a longitudinal distance < 0.08 m.

2b) Pyy > 0.100 Gevsc and Pyot € 16.0 GeVsc

2¢) Not a member of an identified photon conversion or Dalitz
decay pair.

3) A total visible energy Eyis > 0.25 Ecas where Ecq is the center of
mass energy. The contribution from charged particies was calculated
by summing the momenta of all tracks that satistfied requirements 2a}
and 2b) akove. Neutral energy umes calculated by summing the energies
from reconstructed photon candidutes which satisfied:

3a) The photon was reconstructed in a LA barrel module.

3b) Reconstructed energy > 200 MeV.

3c) ¢ 50%2 of its energy shared wWith other reconstructed
shouers.

3d) Distance of shower centroid from nearest charged track
projection > 0.07 m.

4

-

lcosBthrust] € 0.7, where @thrust is the angle between the beamline
and the reconstructed thrust axis. The event thrust axes is
calculated using all charged tracks which satisfied 2a) and 2b)
above. An extra "ghost™ track is added by the algorithm to balance
momentum,

A total of 10691 events passed these cuts.
5.2 Event backqrounds

Processes other than the single photon annihilation of e'e- into
hadrons can produce event topolegies which meet the above selection

criteria. Altogether they constitute = 2% of the events in the sample.
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Lach of the important background processes and its poasible contribution
to the lepton signal will be discussed below.
ter o+ gtrT:

It is important to consider the background from ¥ pair production
because the leptonic decay mode 5 -+ Rvv can potentially contribute to
the prompt lepton signal. Furthermore, since each t is produced with
the full beam energy of 14.5 Gev, the resulting decay lepton has a
relatively large average momentum. If leptons from this background
source did contribute to our sample, they could significantly increase
the observed number of high momentum prompt leptons in our sample.

When a 1 decays leptonically, it produces only one char, ed track in
the final state. Thus in a 71 pair event uWhere one 7 decays
leptonically, the other decay must result in four or more observed
charged tracks in order for the event to pass thr multiplicity cut of
five. The branching ratio for r into five charged particles has been
measured to be less than 0.5% [42]. From this limit we expect less than
4 events of this "1+5" topology in our sample. In a visual scan of all
events containing a lepton with p > 4 Ge¥/c, no "1+5" event candidates
were found. The only other topology that can contribute to the lepton
signal occurs when the second v decay contains one or more photon
conversions or T° Dalitz decays. Note that our hadron selection
criterion of five observed charged tracks excludes members of identified
pairs (criterion 2cJ}, This eliminates most of the v pair background
arising from events containing photon conversions or Dalitz decays.
Inere is a small residual contribution from events where the conversion

pair is not identified. In a visual scan of all events wmith lepton
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candidates with p > 4 Gevs/c, one event satisfied the "i+3+conversion”
topoltogy and uas removed.

There is a 7 pair topology which does contribute to the hadronic
event sample, but which does not contribute to the prompt lepton signal.
This topology occurs when both 1’s in the event decay into three charged
tracks. This "3+3" topology is expected to contribute on the order cf
35210 events to the hadronic sample.

e'e- » e'e” + hadrons:

The order a* diagrams which contribute to the total cross section
for e*e” » e*e” + hadrons are shoun in Figure 5.1(a)-(b). There is also
an s—-channel diagram, similar to Figure 5.1(b), which does not
contribute significantly to the cross section. in the following
discussion, events arising from the diagram in Figure 5.1(a) will be
referred to as "two-photon” and those arising from Figure 5.1(b) as
"inelastic Compton suvatters”. The dominant contribution to the total
cross section comes +rom the two-photon diagram. The distribution of
total produced hadron energy W from this process is peaked near zero and
falls rapidly. Most events from this distribution fail the visible
energy requirement (Eyvig > 0.25 Egyp) in our hadron selection criteria.
We are able to estimate the total rumber of events remaining in our
sample by using the data from the small angle tagging (SAT) system.
This system detects electrons which are scattered between 21 and 32 mrad
from the beamline. The probability that a tuo-photon event will result
in an electron being observed in this region is 20%5%. In the hadronic
sample of 10691 events, 32 such events were observed. This implies a

background of about 160 % 489 events.
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There are particular event topologies resulting from the at
processes which can contribute substantially to the high momentum prompt
electron signal. Fortunately these events are relatively easy to
distinguish from the single photon hadronic events and the contamination
can be removed. These events occur when one of the photans in Figure
5.1(a) or (b) has a momentum transfer Q large enough tn deflect one of
the electrons into the main detector. Usually the hadrons wre also
visible in the detector since they balance the transverse momentum
(u.r.t. the beamline) of the electron. The etectron itself usually has
an energy greater than .25 Egg. Thus if the hadronization results in
four or more visible charged tracks, the event will satisfy our
setection criteria.

In order to remove these background events a visual scan wmas made
of all events containing an electron with momentum greater that 6 GevV/c.
There were a total of 39 such events. Four of these events wuere
classified as inelastic Compton scatters (see Figure 5.2) and three of
them had tuo opposite sign electron candidates per event. Thus a total
of 7 electron candidates were removed in this category. A total of 10
events were classified as two-photon (see Fig. 5.3) and each event
contained a single electron candidate. Thus a total of 17 high momentum
prompt electron candidates were removed. Figure 5.4 shous the momentum
spectra for the 25 remaining signal candidates and for the 17 background
candidates. Note that the momentum spectrum of the remaining signal is
falling with increasing p while the background spectrum is rather flat

With some peaking in the 8 - 10 GeV/c region.
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In order to check that the number of events removed was
reasonable, a comparison was made with a version of the Smith-Vermaseren
[43] Monte cCaurlo. This Monte Carlo integrates tha cross-section for
ete” » e*e nty- over a defined geometric and kinematic acceptance using
the diagrams in Figure 5.1(¢) and (d). The corresponding cross section
for e‘e” + hadrons, can be estimated in the .ontext of the quark-parton
model by replacing the muons with quarks. The ratio of hadrons to p
pairs for the two-photon ciagram in the hard scattering approximation is
about 34/27. This estimation comes from the q4* coupling for u,d,s,and
c quarks and a factor of 3 for color. A similar calculation for the
ratio of hadrons to p pairs from inelastic Compton scatteriny results in
a ratio of 10/3. Here the cross section is proportional to q¢Z and the
color factor is the same. The Monte Carlo predicts a cross section of =
4 x 10°% nb, or 12 events in 32 pb-', for e*ep*p~, where at least one
electron 1is within the electron fiducial volume and both muons are
visible in the detector. The tmo-photon and inelastic Compton processes
each contribute about equaliy. This transiates into about 29 expected
hadronic events in the hard scattering approximation. We +¢xpect the
number actually observed to be somewhat 1lcwer than this because the
hacron selection criteria require at least four visible charged tracks
from the hadronic system in addition to the electron candidate. The
mass of the hadronic system, especially 1in the inelastic Compton
process, is such that it often produces a 1louwer multiplicity final
state. The prediction of 29 produced hadronic events is thus consistent

with the observation of 14 events which pass our selection criteria.
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Figure 5.2:
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Figure 5.3: Inelastic Compton scatter background event.
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eam-ga: vents:

The beam-ges contamination can be estimated from the longitudinal
event vertex distribution. From this distribution we estimate that less
than 20 of the 10631 hadronic candidates arises from beam-gas
interactions. This low rate is primarily due to the multiplicity and
total visible energy cuts in our hadron selection. A background
beam-gas event in which both the beam electron and the nuclear fragments
were scattered into the detector would qualitatively look very much like
the two-photon process described above. The event uould have a large
tongitudinal momentum imbalance and the electron would tend to be
scattered in the direction of the same-sign beam. Such an event would
have been removed in the visual scan for two-photon events that was

described above.
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5.3 glectron results

The net prompt electron signal is obtained from the raw signal by
subtracting the backgrounds from misidentified hadrons and from
non-prompt electrons. This subtraction and the associated statistical
and systematic errors are discussed below.

Ra iqnal:

The raw electron signal in the hadronic event sample consists of
all electron candidates (as defined in Chapter 3) that are not
associated with & photon conversion or Dalitz pair. Events that were
determined to be two-photon or inelastic Compton scatters have been
excluded from this sample. Table 5.1 shows the momentum and transverse
momentum distribution for the raw electron signal. The backgrounds from
misidentified hadrons and from non-prompt electrons uill be subtracted
bin-by-bin from this distribution.

Misidentified hadron subtraction:

The background from misidentified hadrons was calcutated in Section
3.4 and sunmarized in Table 3.7. That tsble is reproduced in Table 5.2
belou.

Pair subtraction:

In addition to the background from misidentified hadrons, there is
a smaller background from non-prompt electrons. The dominani
contribution comes from residual ¥ conversions and Dalitz decays that
were not removed (seec section 3.5). The expected background
contritution from this source was shown in Table 3.10 and is reproduced

in Table 5.3 belown.
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P\PT 0.00 0.50 .00 1.50
1.0 363 12 28 3
2.0 115 54 21 13
3.0 46 31 12 9
4.0 29 23 10 6
5.0 7 " 5 1]
6.0 9 9 q 3

Table 5.1: Raw prompt electron signal.
Etectrons from identified photon conversions and Dalitz
decays are not included.

P\PT 0.90 0.50 1.00 1.50

1.0 [246. : B8, 57. + 28 10, * 4.4 1.2 + 0.5

2.0 | 83. * 33. 21. * 13. 4.9 * 2.1 3.1 1.3

3.0 19. * 10. 8.0 * 4.0 1.8 2 0.7 1.3 0.5

4.0 6.5 2.8 3.5 = 2.1 0.9 * 0.5 0.7 £ 0.4

5.0 3.4 1.5 1.9 = 1.1 0.6 * 0.3 0.4 + 0.2

6.0 4.0 + 2.0 2.3 ¢ 1.7 0.6 + 0.4 0.7 £ 0.5
Jable 5.2: €Expected electron background from misidentified hadrons.

The errors shoun refiect the systematic uncertainties in the
misidentification probabilities.

P\PT 0.00 0.50 1.00 1.50
1.0 66.0 12.0 3.0 1.0
2.0 16.0 6.0 1.0 0.5
3.0 7.0 2.0 1.0 0.5
4.0 1.0 1.0 0.5 0.25
5.0 0.5 0.5 0.25 0.25
6.0 0.5 0.5 0.25 0.25

Jable 5.3: Expected background from non—prompt electrons.
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Table 5.4 shous the net prompt electron signal and the
corresponding statistical and systematic errors in each bin. the
systematic error is dominated by the uncertainties in the hadron
misidentification probabilities. These uncertainties wuwere given in
Table 3.5 and are typically * 50%. There is a much smaller contribution
to the systematic error from uncertainties in the number of residual
electrons from gamma conversions, Dalitz decays and non-hadronic event

sources. This uncertainty is estimated to be & 20X.

P\PT 0.0 0.50 1.00 1.50
1.0 50.86 42.8 14.6 0.8] Signal
26.0 13.5 6.4 2.3f Stat. Err.
102.6 31.0 5.8 Nn.8] Syst. Err.
2.0 36.5 26.8 15.7 9.8} Signal
13.9 9.0 5.1 4.0| Stat. Err.
34.4 11.8 2.3 1.4| Syst. Err.
3.0 19.7 21.0 9.2 7.1] Signal
8.5 6.4 3.9 3.3]| stat. Ere.
1.1 4.4 1.1 0.8] Syst. Err.
4.0 21.5 17.5 8.6 5.0} Signal
6.0 5. 3.4 2.6| Stat. Err.
3.5 1.9 0.6 0.4| Syst. Err.
5.3 3.1 3.6 4.2 7.4| Signal
3.3 3.7 2.4 2.9| Stat. Err.
1.8 1.0 0.3 0.2| Syst. Err.
6.0 4.5 6.2 3.1 2.1| Signal
3.7 3.4 2.2 2.0| Stat. Err.
2.1 1.2 0.4 0.4} Syst. Err.

Jable 5.4: Net prompt electron signal.
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$.4 Muon resulls

The net prompt muon signal is obtained from the raw signal by
subtracting the backgrounds from punchthrough hadrons and from hadron
decays in flight. This subtraction and the associated statistical and
systematic errors are discussed belou.

Rauw_signal:

The raw muon signal in the hadronic event sample consists of all
muon candidates (as defined in Chapter 4). Table 5.5 shoks the momentum
and transverce momentum distribution for the raw electron signal. The
backgrounds from hadror punchthrough and decays in flight will be
subtracted bin-by-bin from this distribution.

Hadron punchthrough subtraction:

The background from hadron punchthrough was calculated in Section
4.4 and summarized in Table 4.7. That table is reproduced in Table 5.6
belou.
o_and K decay subtraction:

The background from charged m and K p; decays was discussed in
Section 4.4 and summarized in Table 4.8. That table is reproduced in

Table 5.7 below.
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Net sigpal:

Table 5.8 shous the net prompt muon signal and the corresponding
statistical and systematic errors in each bin. The systematic error
aris's from an estimated 2 50% uncertainty in the hadron punchthrough

probahilities and a * 25% uncertainty in the w and K decay

contributions.

PN\PT 0.0 0.50 1.00 1.50

2.0 17.7 19.7 11.8 3.2] Signal
7.1 6.5 5 3.0 Stat. Err.
5.9 4.0 1.3 0.8] syst. Err.

3.0 9.5 17.1 7.9 4.5] Signal
5.2 5.4 3.5 2.7] Stat. Err.
3.0 2.1 0.7 0.5] syst. Err.

4.0 15.6 6.6 3.8 0.9]| Signal
4.9 3.7 2.5 1.7] stat. Err.
1.¢ 1.2 0.4 0.4] syst. Err.

5.0 5.1 3.8 2.0 2.0] Signal
3.3 2.9 2.0 2.0| stat. Err.
1.0 0.8 0.3 0.3] Syst. Err.

6.0 4.2 3.6 1.6 1.3{ Signal
3.4 3.2 2.1 2.2} S*tat. Err.
1.4 1.3 0.5 0.6| Syst. Err.

Table 5.8: Net prompt muon signal.
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6. PROMPT LEPTON CROGSS SECTIONS

In order to extract inclusive prompt lepton cross sections from the net
lepton signals (Tables 5.4 and 5.8) we must correct the data for
fiducial acceptance and detection efficiencies.
6.1 fiducial acceptance

The fiducial acceptance for prompt leptons 1in detected hadronic
events is defined as:

# leptons with momentum p satisfying the fiducial criteria

€acclpP) = 6. 1)
4 leptons produced with momentum p

The denominator only includes those leptons produced in the detected
events. Thus the agceptance efficiency as defined above does not
include the efficiency for detecting hadronic events. 1f the prompt
leptons were produced isotropically and there %as no bias from our
hadronic event selection criteria, then this acceptance wouvld be
equivalent to the simple geometrical acceptance of the fiducial volume.
The acceptance as defined in £Eq. (6.1) is actually somewhat larger than
the geometrical acceptance. This is due to the fact that the hadronic
events are jet-like and that the leptons are correlated with the jet
direction. Since the detected hadronic event must be fairly well
contained in the detector (Eyijg > .25 Ecm and 1cosOihrust! ¢ 0.7) we
enhance the probability of observing the lepton. We determine the
acceptance from a Monte Carlo detector simulation using definition
Eq. (6.1) (For a description of the Monte Carlo see Section 7.1.) There
is a slight model dependence arising from uncertainties in the bottom
and charm quark fragmentation functions. Fragmentation functions which

yield larger average energies for bottom and charm hadrons result in
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Figure 6.1: Fiducial acceptance for electrons and muons.
Electrons (solid line):; Muons (dashed Jline).
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more collimated isavy quark jets and thusl a larger prompt lepton
acceptance. The acceptance also depends somewhat on the momentum of the
detected lepton. This effect also arises from the effects of the event
selection criteria. The fiducial acceptances for electrons and muons as
determined from the Monte Carlo are shoun in Figure 6.1. A systematic
error of *5% 1is assigned based on the model dependence of the
determination.
6.2 Jdentification Efficiency

The identification efficiency for prompt leptons in a sample of
detected hadronic events is defined as:

® leptons with (p,p,) identified

€idlp,p,) = (6.2)
% leptons with (p,p;) satisfying the fiducial criteria

These identification efficiencies were determined 1in Sections 3.3 and
4.3 for electrons and muons respectively. The p,p, dependence of these
effic. icies wuere shown 1in Tables 3.2 and 4.1. These tzbles are
reproduced in Tables 6.1 and 6.2 belowu.
6.3 Inclusive Cross Sections

The net prompt lepton signals (Tables 5.4 and 5.8) are corrected
for the fiducial acceptance and identification efficiency to obtain the
corrected signals shown in Tables 6.3 and 6.4. We can nom extract
inclusive rates per hadronic event and inclusive cross sections from
these corrected signals. In calcu'ating the rate per hadronic event, we
make the assumption that our hadronic event selection ¢riteria are
unbiased, in the sense the efficiency for detecting a hadronic event
which contains a semi-leptonic decay is the same as that for a hailronic

event mhich does not contain such a decay. This assumption has been
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P\PT 0.00 0.50 1.00 1.50
1.0 0.80 0.78 9.76 0.76
2.0 0.90 0.88 0.87 0.87
3.0 0.91 0.91 0.90 0.90
4.0 0.9 0.91 0.90 0.90
5.0 0.9 0.91 0.91 0.91
6.0 0.9% 0.91 6.9t 0.91

Jable 6,1: Prompt electron detection efficiency.

PAPT 0.00 0.50 1.00 1.50

2.0 0.78 0.78 0.78 .73

3.0 0.82 0.82 0.32 0.32

4.0 0.86 0.86 0.36 0. 86

5.0 0.%0 0.90 0.90 0.90

6.0 0.92 0.92 0.92 0.%2
Jable 6.2: Prompt muon identification efficiency.

checked wusing our standard Monte Carlo models. This was done by

measuring the hadronic event detection efficiencies for both
semi-leptonic and purely hadronic events. The detection efficiencies
are the same within a feu percent, being sltightly lower for the
semi-teptonic events due to the decrease in visible energy resulting
from the undetected neutrinos. This result is mode]l dependent however.
1f for examplie there were semileptonic event topologies which tended to
result in final states with very low charged particle multiplicities,
then our hadronic event selection criteria would be biased since we

demand at least five visible charged tracks.
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P\PT 0.0 0.50 1.00 1.50

1.0 97.3 77.2 26.7 1.5| Signal
44.9 23.9 11.8 4.2 stat. Err.
174.% §55.0 10.7 1.5| Syst. Err.

2.0 56.2 41.4 24.5 15.3] signal
20.8 13.8 8.0 6.2| stat. Err.
51.2 18.3 4.0 2.5| Syst. Err.

3.0 28.8 30.4 13.4 10.5] Signal
12.3 9.3 5.6 4.8] stat. Err.
16.0 6.7 1.9 1.4] Syst. Err.

4.0 30.3 24,7 12.2 7.2| signal
8.5 7.2 4.8 3.8] stat. Err.
5.3 3.3 1.2 0.8] syst. Err.

5.0 4.3 11.9 5.7 10.1}| Signal
4.5 5.0 3.3 4.0| stat. Err.
2.5 1.6 D.6 0.8 Syst. Err.

6.0 6.1 8.4 4.2 2.8| Signal
4.9 4.6 3.0 2.7] stat. Err.
2.8 1.8 0.6 0.6] Syst. Err.
Yable 6.3: Efficiency corrected prompt electron signal.
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PNPT 0.0 0.50 1.00 1.50

2.0 54.1 60.0 36.90 9.8| signal
21.6 19.9 13.7 9.1} Stat. Err.
18.7 13.5 5.3 2.7} Syst. Err.

3.0 26.2 47.8 21.8 12.4] Signal
14.3 14.9 9.7 7.6| Stat. Err.
8.7 7.4 2.9 1.9| syst. Err,

4.0 39.3 16.7 9.5 2.4} Signal
12.5 9.3 6.3 4.4f Stat. Err.
5.6 3.5 1.4 0.9] Syst. Err,

5.0 1.9 8.8 4.6 4.7] Signal
7.6 6.6 4.6 4.6} stat. €rr,
2.6 2.0 0.9 06.8| Syst. Err.

6.0 9.2 7.8 3.5 2.8| Signal
7.5 7.0 4.6 4.7} Stat. Err.
3.2 2.8 1.1 1.3} syst. Err.

Iable 6.1: Efficiency corrected prompt muon signal.
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In the case of unbiased event selection, the prompt lepton rate per
produced hadronic event is the sume as the rate per detected hadronic
even:. Thus the inclusive rates can be extracted from Tables 6.3 and
6.4 by summing the corrected signals in the kinematic regiocn of interest
and dividing by the total number of detected hadronic events. The
corresponding statistical errors wre calculated by combining the
statigstical errors from each bin in quadrature. The systematic errors
are assumed to be corretated and the contributions from each bhin are
simply summed. The corrected number of hadronic events after
subtracting expected backgrounds iz 1048%1 * 104, There is =also some
systematic uncertainty (= £3%) in the number of true hadronic events in
the remaining sample. This introduces a small systematic error which is
negligible when added in quadrature with the other systematic errors.
The inclusive rates per hadronic event in two different p,p, regions are
shoun in Table 6.5.

The prompt 1lepton rate can also be expressed s a cross section
Clep defined as:

Glep = Mlep X R X oy (6.3)
where riep is the prompt lepton rate per hadronic event, R is the ratio
o(ete” » 7 = hadrons)/ouy, and oyy is the total cross section for
e*e” + ¥ »u*p". The value of R at 29 GeV has been determined [44] to be
(3.90 ¢ .05 ¢ .25), The velue of oyy at 29 v is 103 picobarns (pb).
We use these value to obtain a scaling factor of Rxoy, = (402 * 26)pb to
convert rates per hadronic event into cross sections. The inclusive
rates in Table 6.5 ere expressed as inclusive cross sections in Table
6.6. The unceriainty in the scaling factor is reflected in the

systematic errors.
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Figqure 6.2: Differential total momentum cross sections.
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He can also obtain differential momentu@ and transverse momentum
crors sections from Tables 6.3 and h.4. The results of such are shoun
in Figures 6.2 and 6.3 for prompt leptons with p > 2 GevVsc. In these
figures we have extended the momentum and transverse momentum bins out
to 8.0 and 3.5 Gev/c (from 6.0 and 1.5 GeVsc) respectively in order to

better indicate the shape of the distributions.

Kinematic rerqion Prompt Electrons Prompt Muons
p>2.0p, > 0.0 ) 0.033 £ D.D03 % D.012 | 0,037 * 0.0D5 * 6.008
p>2.0p,; > 1.0} 0.010 % 05.001 £ 0.001 | 0.010 * 0.002 * 0.002

Taeble 6.5: Prompt Lepton rates per hadronic event.
The first error quoted is statistical; the second is
systematic.

Kinematic region Prompt Electrons Prompt Muons

L>0.0 | 13.3 £1.4
Lo an 0.6

(L1
i+ 1+

4.9 14.9 3.5
0.6 4.1 0.8

I+ 1+

1.8
0.9

i* 1+

P> 2.0p
p>2.0p

Table 6.6: Prompt Lepton cross sections.
Cross sections are in picobarns (pb).
The first error quoted is statistical; the second is
systematic.
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7. PROPERTIES OF AEAVY QUARKS

7.1 Fit _to the lepton p,s, spectra

1f we assume that the hadronic event sample contains only events
arising from the process e*e" = g§ » hadrons (Figure 1.1}, then the
possible sources of lepton candidates ire:

*) Background from misidentified hadrons
(electrons - hadron showers and track overlap)
(micns - hadron purchthrough)
2) Background from non-prompt leptons
(electrons -~ unidentified ¥ conversions and Dalitz decays)
(muons - w and K decays in flight)
3) prompt leptons from charm decay in ¢C events (C primary)
4) Prompt leptons from charm decay in bb events (C socandary?
§) Prompt leptons from bottom decay in bb events (8 primary)

The background contributions have been measured and were discussed in

Chapters 3 and 4, 1f Wwe subtract these backgrounds from the observed
lepton signal, we are left with the prompt lepton signal. This prompt
signal arises from the weak decays o7 heavy quarks. In order te

determine the contributions from each of the processes 3) =~ 5) we must
be able to predict the lepton p and p, distributions arising from each
type of weak decay, To accomplish this we must specify a model for the
production and semileptonic decay of charm and bottom quarks at 29 Gev

*e” annihilation. This «ill be done by using a Monte Cario

in e
simulation as described below.

Monte Carlo _simulation:

The Monte Carlo simulation uses a Feynman-Field hadronization model
[3] with gluon radiaticn as incorporated by Ali et al,[45]. In the
Feyuman-Field model, a quark fragments into a mesor by combining with an
antiquark from a secondary quark-antiquark pair (see Figure 1.2). This

process leaves an unpaired secondary quark which can fragment into
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another meson in a similar manaer. This process is repeated until there
is teo little energy lefi to form a new meson. At each step in the
process, the unpa’-ed secondary quark is left wnith a fraction % of the
original quark (E + py). The pair-production of secondary charm and
bottom qua-ks is greatly suppressed relative to light guarks. Thus all
produced heavy quarks are taken to be primary quarks (ignoring those
that arise from the uweak decay: ¢ other heavy quark.,. This results in
a simple relationship betueen the heavy quark splitting function and
fragmentation function, namely:

f(n) = bl 1-m)
In the case of secondary pair production of tight quarks the
probabilities for producing the various +lavors are taken to be
puit)=p(dd)=0.45 and p{sE)=0.10. Because ©of this secondary pair
production, the relationship between the splitting function and
fragmentation function is more complex for 1light gquarks. In the Monte
carlo model, this light quark splitting function is parameterized as:

f(n) =1 - a+ 3an?
where we take a = 1.00.

For each meson ¢ :znerated in the Monte Carlo there is a choice of
particle spin. our model generates 60% pseudoscalar and 40% vector
particles. Once the mesons have been created they are allowed to decay
into stable particles via appropriate decay models.

emi onic_deca i he Monte Ca :

The momentum and transverse momentum distributions of leptons from

semileptonic decays result from a boost of the rest-frame lepion

momentum spectrum into the frame of the decaying parent hadron. Thus it
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is very important for the Monte Zarlo correctly reproduce the rest-frame
decay spectra of charm and bottom hadvons. The Monte tarlo lepton
spectra have been compared with experimental results and adjusted to fit
the measured spectra. The electron spectrum from D’s has been measured
by DELCO at the ¥~ [18]. Figure 7.1 shows a comparison of those results
and the results from our Monte Carlo. The Monte Carlo histogram was
made by producing pairs of D’s at E.p=3.77, simulating the momentum
resolution oi the DELCO detector, and normalizing the results to the
peak of the experimentally observed spectrum, The shapes agree quite
well. The electron spectrum from 8’s has been measured by CLEO at the
T(4s> [24)]. Figure 7.2 shows a comparison of those results and our
Monte Carlo. The seolid histogram is for B - D&v. The dashed line is
for B » D*Zv and the dotted line is for 8 ~ X&v with m, = 2.2 Gev/cZ.
The prediction with my = 2.2 GeV/c? gives the best fit to the data and
our Monte Carlo model was modified to produce a charm remnant of that

mass.
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Parameteri i ¥ _fit:

Recall that our model for predicting the observed 1lepton siagnal
consisted of five components (misidentified hadrons, non-prompt leptons,
primary charm decays, secondary charm decays, and bottom decays). Bosed
on this model, we make the following prediction for the expected number
of observed lepton candidates Ng in any given (p,p,) bin:

Nelp,p,) = Npilp,ps) + Nnplp,p,) +

+ eiulp,Py) X €id(Pspy) X

[ZH(sE)X(Be £ Weli)*Pepri(sP,ipL))

+2N{bb)X(Bp ; Wb(3)*Pppri(3,p,Py)+Be z Wp(j)*Pcgeclirp,py))]

3 3

Np;i is the background from misidentified pions expected in each (p,p,}
bin. These numbers come from Table 3.7 for electrons and Table 5.6 for
muons. Nnp is the background from non-prompt leptons expected in each
{o,p,} bin. These numbers come from Table 5.3 for electrons and Table
5.7 for muons.

€¢4y and €34 are the fiducial acceptance and identification
efficiencies for prompt leptons as discussed in Section 6.1.

N(cE) and N(bb) are the expected number of ¢E and bb events in the
total hadronic event sample. MWe assume that gquark pairs are produced in
e*e” annihilation in proportion to the quark charge sguared. Thus we
expect that roughly 4711 (36.4%) of the observed hadronic events are
from charm quark events and that 1711 (9.1%) are from bottom guark
events. In practice, there are slightly different efficiencies for
detecting hadronic events arising from different quark flavors. We use

the flavor dependent detection efficiencies derived from our Monte Carlc
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to predict ¢ 3840 (36.6%) ©& and = 1140 €106.9%) bb events in the 10481
corrected hadronic events.

Bc and Bp are the semi-leptonic branching ratios for charm and
bottom. These will be two of the parameters in the fit.

The meights Wc(3) and Wp(j) specity the shapes of the differential
cross sections dosdz for charm and bottom mesons. In this analysiz the
kinematically allowed regions of 2 (mg/Epeam £ 2 ¢ 1.) is divided into
six equally size? regions. The index j (3j=1,6) refers to a particular
bin in 2. This division is made independently for charm and bhottom
since the lower kinematic limits Zain = Mq/Ebeam are diiferent. The
.bins of 2 indexed by j will therefore be of different siz: and wilt have
different boundaries for each flavor. For example, j=1 refers to the
region 2=.128-.273 for charm and .358-.465 for bottom. The differential
cross-section for producing a heavy hadron H is taken to be proportional
to B times the fragmentation function D(2). Here 8 is the velocity of
the heavy hadron H. The beta factor arises from the kinematical factor
Bss in the differential cross section for inclusive hadron production:

do 2ma2B 1

= 2z (2mWy + ~ B22VH3)
dz s 3

This factor naturally forces the heavy hadron production cross-section
to zero at zain. Recall that the shape of the fragmentation function is
taken to be:

A
bgl(z) =

2[1 - /2 - eq7(1-2))2
In order to calculate the meights for the j’th bin of the fragmentation

function, the product of B times the f-agmentation function DgY s
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integrated over the range in 2 corresponding from the lower to the upper
limit of the j’th bin:
Zmax(3)
Wali) = J dz BpgH(2)
Zminli)
where @ = ¢ or b.

The parameters ¢, and €y determine the the average value (2> for
charm and bottom hadrons respectively. 1In our fit we will fix € = 0.25
in accordance with previous measurements of c-quark fragmentation (see
Section 1.3). ey will be left as a free parameter in the fit.

The quantities PeprilisPsP1)s PbprilispspPis), and Pgogecli:p,p,) are
the probabilities that the semi-leptonic decay of a heavy hadron (charm
primary, charm secondary, or bettom primary) with a 2 in the j“th bin
will ~roduce a lepton in the (p,p,) bin. These probabilities uwere

calculated from the Monte Carlo and are tabulated in Appendix A.
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7.2 git results

Maximum likelihood fits to the observed electron and muon signals
(Tables 5.1 and 5.5) were performed using the prediction discussed in
the previous section. The results of these fits are shoun in Table 7.1%,
The detailed results (asymmetric errors, covariance matrices, and

correlation coefficients) can be found Tables B.1 and B.2 in Appendix B.

Electron results Muon results

Be 6.4 * 1.3 *+2.8 8.1 1.6 *1.8
By 12.9 2.5 2.0 12.2 + 5.0 * 3.0
+0.022 +0.023 +0.202 +0.120
€p |0.015 0.043

~0.010 —0.011 -0.04% -0.035

(2>p 0.79 £+ P.06 £ 0.06 0.73 £ 0.15 + 0.10

Jable 2.1: Results of the fit
Be is the average charm semileptonic branching ratio.
Bp " " " bottom i " "o
€p is the parameter in Egq. (1.1) for bottom guark
fragmentation.
{2)p is the ave.age fractional energy of bottom hadrons.

The systematic errors in Table 7.1 reflect our estimates =
uncertainties in the overalil magnitude and momentum deperdence of the
hadron misidentification probabilities, the average z of the charm
fragmentation function, .the rest-frame momentum spectra of leptons from
b- and c¢-quark decays and the primordial p; distributions of bottom and
charm hadrons. Tables B.6 - B.12 in Appendix B show the detailed

results of some of the fits which were performed in order to estimate
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the size of these systematic errors. A systematic check involving a
different parameterizatiorn of the heavy quark fragmentation function is

described in Section 7.5.
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7.3 guality of Fits

Before we can reliably interpret the fit parameters in Table 7.1 as
actual properties of charm and bottom quarks, we should check that the
lepton spectra predicted by our model are in reasonable agreement with
the actual measured spectra. Tables 7.2 and 7.3 show the observed
tepton signal and the prediction of the fit procedure in each (p,p,)
bin. In order to judge the quality of the fit ue have computed a x2
contribution for each hin:

%2 = (observed-expected)2/({expected)

(Note that the fit itself is maximum Yikelihood, not minimum x2.) He
see that the %2‘s are reasonable throughout the p,p, plane indicating
that our model provides a good representation of the data. Three of the
low p,p, bins in Table 7.2 were excluded from the fit. As one can see,
the %2 contribution from these bins would have been quite small znd the
results of a fit which included them would be almost identical. They
were excluded from the fit, houever, in order to decrease the
sensitivity to the systematic uncertaintv in the hadron-electron
misidentification probability. The overall x2/00F for the two fits are

13.4718 for electrons and 10.1/17 for muons.
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P\PT 0.0 0.50 1.00 1.50
1.0 363.0 112.¢0 28.0 3.0| Obse! ved
376.1 115.6 29.9 3.8 Predicted
excluded]excluded .1255] 0.1681 x2
2.0 115.0 54.0 21.0 13.0} Observed
112.0 59.9 20.7 12.5] Predicted
excluded 0.5872 .0031 0.0224 %2
3.0 46.9 31.0 12.0 9.0| ©bserved
46.4 33.1 13.4 10.6| Predicted
0.0037] ©.1342 .1457] ©.2480 x2
4.0 29.0 22.0 10.9 6.0| Observed
19.9 17.0 8.6 6.4| Predicted
4.1737 1.4697 .2245] 0©.0236 x2
5.0 7.0 11.0 5. 8.0 Observed
10.8 9.8 4.1 4.3} Predicted
1.3588| 0.1443 .188 3.1961 %2
6.0 9.0 9.0 4.0 3.0| Observed
11.2 10.9 5.2 3.8] Predicted
0.4364{ 0.3245 . 2690 0.1805 x2

Iable 7.2: Electron fit — fit

prediction vs. Observed signal

The overall xZ/DOF for this fit is 13.4/18.
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P\PT 0.0 0.50 1.00 1.50
2.0 34.0 3t1.0 16.0 6.0| Observed
38.3 31.6 12.9 8.8] Predicted
0.4921 0.0133 0.7241 0.8836 x2
3.0 18.0 23.0 16.9 6.0| Observed
21.7 20.7 8.0 6.1} Predicted
3.6307] 0.2637] 0.5236] 0.0015 x2
4.0 20.0 10.0 5.0 2.0| Observed
12.2 11.2 5.3 3.6] Predicted
4.9400f 0.1280) 90.0130] 0.7350 xt
5.0 8.0 6.0 3.0 3.0| observed
7.1 7.5 3.0 2.6] Predicted
0.1094] ©0.2995] 0.0004] 0.0758 x?
6.0 3.0 7.0 3.0 3.0] observed
7.5 8.0 3.6 2.9} Predicted
0.0330| ©0.1140{ 0.1005; 0.0010 x2
Yable 7.3: Muon fit — Fit prediction vs. Observed signal

The overall x2/00F for this fit is 10.1/17.



PROPERTIES OF HEAVY QUARKS 159

7.4 Lompositio he lepto iana

In the previous section we saw that our mode! provided a good
description of the measured 1lepton p,p, spectra. He therefore have
confidence that the various components of our model correctly describe
their respective contributions to the Tepton signal. These
contributions were tisted at the beginning of this chapter. They are 1)
misidentified hadrons, 2) Non-prompt leptons, 3) primary charm decays,
4) secondary charm decays, and 5} bottom decays. Tables 7.5 and 7.6
show the bin by bin contributions of each of these sources to the
electron and muon signals. The contributions +{rom charm and bottom
decays are shown g}aphicallv in Figures 7.3 and 7.4. These figures also
show the corrected prompt lepton signal, which is vell described by the
fit. The signal in the low p, region (e.g. Fig. 7.3(a) and 7.4(a)) is
dominated by primary charm decays while that in the high p, regions
(e.g. Fig. 7.3(c)-(d) and 7.4(c)-(d)) is dominated by bottom.

We can use Tables 7.5 and 7.6 tu explicitly celculate the signal
and background contributions is such regions. As an example, the
compositions of the low p; (c-enriched) and high p, (b-enriched) regions

mentioned above mre presented in Table 7.4 below.

p>2,p,€0.5 (c—enriched)|p>2,p,2>1.0 (b—enriched)
Source Electrons Muons Electrons Muons
Bkgd (%) 60.2 41.4 20.9 31.8
Cprili) 28.5 45.9 1n.2 13.3
Coecl?) 2.8 3.6 5 6.1
Bpri%) 8.5 9.1 62.3 48.9

Iable 7.4: Background and heavy quark contributions
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P\PT 0.0 %.5 1.0 1.5
1.00 246.4 57.2 10.4 1.2] misid.
66.0 12.0 3.0 1.0] non—prompi
9.6 49.4] 9.9 21.0] 1.8 1.9] 0.1 0.3] Cgec Cpri
4.6 15.5 12.8 1.3] Bpri
2.00 62.5 21.2 4.3 2.7] misid.
16.0 6.0 1.0 0.5| non—prompt
3.6 25.6] 4.2 19.4] 1.9 2.2] 0.5 1.4] Cgec Cpri
4.3 9.1 11.4 7.4] Bpri
3.00 19.3 8.0 1.8 1.4] misid.
7.0 2.0 1.0 0.5] non—prompt
1.1 15.4} 1.4 13.8] 1.0 2.0] 0.6 1.1] Cuec Cpri
3.6 7.8 7.5 7.1} Bperi
4.00 6.5 3.5 0.9 0.7} misid.
1.0 1.0 6.5 0.3| non—prompt
0.5 &.51 0.7 6.1] 0.4 1.4] 0.2 0.6} Cyac Cpri
3.4 5.6 5.4 4.7{ Bpri
5.00 3.4 1.9 0.6 0.4] misid.
0.5 0.5 0.3 0.3{ non-prompt
0.2 4.2 0.2 3.2] 0.1 0.6§ 0.2 0.1l Caec Cpr;
2.5 4.0 2.7 3.4| Bpri
6.00 4.0 2.3 0.6 0.7| misid.
0.5 0.5 0.3 0.3] non—prompt
0.1 3.3 0.2 2.7| 0.2 0.6) 0.0 0.2] Cgec Cpri
3.4 5.2 3.6 2.7| Bpri
Yable 7.5: Electron fit — Contributions to the observed signal.

misid.
non—praompt
Cpri

cl.c

Bpri

Hadron showers
Unidentified 7
Prompt leptons
Prompt leptons
Prompt leptons

and track overtap

conversions and Dalitz decays
from charm decay in ¢ events
from charm decay ir. bb events
from bottom decay in bb events
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P\PT 0.0 0.5 1.0 1.5
2.00 7.2 4.6 1.0 0.6] misid.
9.1 6.7 3.2 2.2| non—prompt
2.1 17.6] 2.3 13.0| 1.3 1.4] 0.3 1.5| Cgec Cpri
2.3 5.0 6.0 4.2 Beors
3.00 3.4 2.5 0.6 0.5} misid.
5.1 3.4 1.5 1.0] non—prompt
0.6 10.8] 0.8 10.0] 0.7 1.3} 0.3 0.8| Cgec Copri
1.7 4.0 3.9 3.4| Ppri
4.00 1.9 1.5 0.4 0.4| misid.
2.5 1.9 0.8 0.7] non—prompt
0.3 5.3] 0.3 4.8] 0.3 1.0{ 0.1 0.2| Caac Cpri
1.6 2.7 2.8 2.7 Bpri
5.00 1.2 0.9 0.3 0.3 misid.
1.7 1.3 0.7 0.7] non—prompt
0.1 3.1 0.1 3.0f 0.1 0.6} 0.2 0.0] Cgec Cpri
1.1 2.1 1.3 1.4] Bpri
6.00 1.9 1.6 0.6 0.7] misid.
1.9 1.3 0.3 1.0} non—prompt
0.0 2.4 0.1 2.4] 0.2 0.5] 0.0 0.2] Cgec Cpri
1.2 2.0 1.5 1.0| Bpri

Yable 7.6: Muon fit — Contributions to the observed signal.

misid. — Hadron punchthrough and track eoverlap
non—-prompt - w and K decays in flight

Cpri — Prompt leptons from charm decay in cC =vents
Csec — pPrompt leptons from charm decay in %D events

Bpri - prompt leptons from bottom decay in bb events
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— (8) p, < 0.6 GeV/c (b) 0.6 < P, < 1.0

©@1.0<P, <15 (d) p, > 1.6 GeV/a

do/dp (pb/GeV/c)

Fiqure 7.3: Prompt electron momentum spectra. Four regions of
transverse momentum p, (GeV/c) are shoun: (a) pL ¢ .5,
(b) 0,5 ¢ p, ¢ 1.0, €e) 1.0 < p, ¢ 1.5, and (d) 0, ) 1.5,
The histograms show the results of the fit.
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do/dp (pb/GeV/c)

Fiqure 7.4:

(a) p, < 0.5 GoV/a

(o) 10 <P, < LB

Prompt muon momentum spectra.
momentum p, (GeV/c) are shoun:
¢ 1.0, (¢) 1.0 < py ¢ 1.5, and {d} p, > 1.5. The histograms
sh -1 the resutts of the fit.

{d) p, > 1.6 GeV/o

Four regions of ‘ransverse
(a) p, ¢ 0.5, (b) 0.5 ¢ p,
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7.5 Fit using another parameterization of DpH

In order to check the sensitivity of our results to the detailed
shape of the fragmentation function, we performed fits in which the
following empirical parameterization of the fragmentatior function nas
used:

pH(2) « 2%(1-2)

The charm fragmentation function was taken tn have ag = 1.5, wl'ch
results in <2>¢ = .57, in agreement with previous measurements of charm
quark fragmentation. The results of these fits are shown in Table 7.7.
The detailed fit results are in Tables B.3 and B.4 in Appendix B. The
branching ratios and value for {(2dp are in excellent agreement with the
nominal results quoted in Table 7.1, indicating that our results are not

strongly dependent on the functional form of the fragmentation function.

Electron results Muon results
Be 6.5 ¢ 1.4 8.3 * 1.6
Bp 12.8 ¢ 2.5 12.5 ¢ 5.1
+4.45 +7.36
ap 7.29 3.83
-2.40 -2.82
<2¥p 0.80 ¢ 0.06 0.72 £ 0.14

Jable 7.7: Results of a fit using D(2) « 29(1-2)
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7.6 gonclusiong

We hive measured the total momentum and transverse momentum spectra
for promrt electrons and muons in hadronic events in e*e” annihilation
at 29 geVv. These spectra were shown in Figures 6.2 and 6.3 The
inc’usive rate per hadronic event for leptons with total momenta gres.eor
han 2 GeVsc was determined to be (0.033 2 0.003 % 0.012) for electrons
and (0.037 % D.DO5 * D.008) for muons. We proceeded to interpret these
spectra in terms of the production and decay properties of chzrm and
bottom hadrons. e extracted information on c- end b- quark
semileptonic branching ratios and the b-quark fragmentation function
based on fits tr the electron and muon p, p, Spectra. The fit results
were shoun in Table 7.1 and are reproduced in Table 7.8 belok for

convenience.

Electron results Muon results

Be | 6.4 * 1.3 22.8 8.1 1.6 *1.8
B, | 12.9 2.5 2.0 12.2 * 5.0 % 3.0
+0.022 +0.023 +0.202 +0.120
¢p |0.015 0.043

-0.010 —0.01} ~3.041 —0,035

(z>p 0.79 * 0.06 % 0.06 0.73 + 0.15 £ 0.10

Jable 7.8: Results of the fit
B¢ is the average charm semileptonic branching ratio.
n

Bb " " L bottom " ”
€y s the parameter in €Eq. (1.1) for bottom quark
fragmentation.

(2>p is the average fractional energy of bottom hadrons.
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5 T I | I
€,=0.015
4 -
3 e
2 charm
1 -
0 ]
0 0.2

Figure 7.5: Comparison ot charm and bottom fragmentation

functions.
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The values for both the charm and bottom average semileptonic
branching ratios agree well with previous measuremznts (see Table 1.2).
These branching ratios represent averages over all types of weakly
decaying hadrons weightcd by their relative populations. Most of the
eartier measurements were made just above threshold (¥ for charm and
T(45) for boktom) =o only the lowest lying mesons contributed to those
measurements. Thus the agreement between the previous measurements and
those in this analysis indicate that there is no copious production of
other charm or bottom hadron types with substantially different
semileptonic branching ratios. The measurement of the semileptonic
branching ratio of charm intu muons had not been done at the 1ioser
energies due to the difficulty in identifying the low momentum muons.
In this thesis we have measured the charm semileptonic branching ratios
for both electrons and muons. MWe find that they agree within errors, as
expected from upiversality (neglecting phase space facters).

In this thesis we have alsc obtained the first experimental
information on the b quark fragmentation function. Figure 7.5 shous a
comparison of the charm and bottom fragmentation functions. He have
assumed a parameterization of the heavy quark fragmentation function
suggested by Peterson et al. [9]:

1

Uq"(z) «
z[1 - 172 - zq/(1-2)]2

The values of €p that were obtained in the fits correspond to average
vaiues (z>p of « 0.75. This result strongly supports the theoretical
expectations of a bottom quark fragmentation function which is peaked at

large z.
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1t is interesting to note that in the derivation of the abaove
parameterization (see section 1.3), the parameter €q is related to the
quark masses by e€g =(mg/mq)2, wMhere mq is is the effective light quark
mass in the hadronization process, and mg is the effective heavy quark
mess. Since we already know that e€c % 0.25 gives a reasonable fit to
the charm quark fragmentation [10], wue can use the above relationship
for €q to predict €p = (me/mpl2€c. Taking 1.7 GeVse? for me, 5.0 Gevsc?
for mp, and €c = 0.25, ue predict €p ¢ 0.03, which is reasonable
agreement Wwith the fit values shown in Table 7.1

The fact that this particular model is in reascnable quantitative
agreement with the data does not necessarily imply that the details of
the model are to be taken too seriously. Other simpler models also give
reasonable predictions. In his pioneering paper on the subject of heavy
quark fragmentatien [5], Bjorken proposed ¢z> ¢ 1-(1 GeV/c2Z)/mg, based
on simple kinematic arguments. For my = 5.0 Ge¥s/c?, this results in a
prediction of ¢(z>p = 0.8, which is also in reasonable agreement with the
fit results of Table 7.1.

In addition to providing wuseful information on the semileptonic
branching ratios and fragmentation oroperties of heavy quarks, this
analysis can serve as a starting point for the investigation of many
other properties of heavy guarks. By selecting leptons with 1large
transverse momenta relative to the jet axis, the contributions from
bottom quarks can be enhanced (e.g. see fable 7.4). This technique has
alreadv been employeed to measure the average lifetime of bottom hadrons
[12] and to study the electrcueak coupling of the b quark via the

production angle asymmetry [46]. In princip! any other properties of
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charm and bottom quarks (and somec'ay perhaps the properties of the top

quark): can be investigated by utiliz‘ng the prompt lepton signal.
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Appendix A

onte Carlo istribution

The tables below give the orobability that a lepton from

semileptonic decay.of a D or B meson will be detected uith a given p and

p,. This probability depends on the z value of the parent hadron.

following procedure wmas used to construct the tables from the Mo

Cario:

(a)

(b)

~

(c

(d)

The energy fraction z is defined as the energy of the heavy
hadron Ey divided by the energy of the quark Egq. Both Ey and
Eq are calculated in the e*e” center of mass after initial
state radiation. In this frame, Eq is calculated after the
radiation of hard gluons (3 and 4 jet events).

Fiat heavy quark fragmentation functions (i.e. z=constant)
were used as the input to thebnonte Carlo.

Events which satisfied the hadronic event selection criteria
(see Section 5.1) uere selected. This step wuas performed
after a ful! detector simulation.

A separate count was made of (i) the nunber of produced prompt
leptons from heavy quark decays and (ii) the number of
detected prompt leptons within the appropriate fiducial
valume. (Part (ii) includes only the fiducial acceptance
efficiency and not the i-entification efficiency of the
electron o muon identification algorithm. There is a 100%
identification efficiency in the Monte Carlo for tracks within

the fiducial volume.)

The

nte



APPENDIX A 171

(e) The momentum p and transverse momentum p, were calculated for
each detected lepton. p, is calculated relative to the thrust
axis, as in the real data sample.

(f) Each lepton uas tabulated by p, pyr 2 of the parent hadron,
and origin of parent hadron (¢ primary, ¢ secondary or b
primary).

(g) After all Monte Carlo events had been tabulated, the numbers
in each p,p; bin of a given table were divided by the total
number of produced semileptonic decays (from step (d) part (i)
above) from parent hadrons of the appropriate type and
appropriate 2.

For secondary charm decays (leptons from 0 decays arising from B
decays), the results are tabulated as a function of the z of the B teson
rather than of the parent D meson. This 1is because the encrgy
dis'ribution of the B mesons determines the energy distribution of the

resulting D mesons.
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P\PT 0.00 0.50 1.00 1.50
128 ¢ 20 7 .273
1.0 0.068 0.065 0.001 £.000
2.0 0.001 0.000 0.000 0.000
3.0 0.020 0.000 0.000 0.000
4.0 0.600 0.000 0.000 0.000
5.0 0.030 0.000 0.000 0.000
6.0 0.000 0.000 0.000 0.001
\273 < Zo < .4A19
1.0 0.126 0.079 0.e05 0.00%
2.0 0.044 0.030 0.003 0.000
3.0 0.008 0.008 0.001 0.000
4.0 0.002 0.001 0.000 0.000
5.0 0.000 0.000 0.000 0.000
6.0 0.000 0.000 0.000 0.000
.418 ¢ 2, ¢ .564
1.0 0.146 0.058 0.008 0.002
2.0 0.056 0.050 0.007 0.002
3.0 0.036 0.031 0.003 0.003
4.0 0.010 0.007 0.002 0.001
5.0 0.002 0.002 0.001 0.002
6.0 0.000 0.001 0.001 0.000
.564 ¢ Zg < .709
1.0 0.127 0.050 0.004 0.000
2.0 0.068 0.062 0.007 0.005
3.0 0.044 0.037 0.005 0.003
4.0 0.027 0.021 0.005 0.001
5.0 0.014 0.010 0.002 0.000
6.0 0.005 0.005 0.002 0.000
.709 ¢ Zo ¢ .855
1.0 0.119 0.639 0.004 0.001
2.0 0.072 0.642 0.003 0.006
3.0 0.049 N 0.051 0.010 0.004
4.0 0.035 0.025 0.006 0.004
5.0 J.020 0.017 0.002 0.0r)
6.0 0.023 0.020 0.001 0.001
.855 ¢ Z. < 1.00
1.0 £.120 0.030 0.005 0.000
2.0 0.086 0.037 0.006 0.004
3.0 0.051 0.037 0.006 0.005
4.0 0.047 0.027 0.502 0.002
‘ 5.0 0.022 0.017 0.001 0.004
i 6.0 0. 44 0.018 0.006 0.004

Jable A.?

able A.1: Electron p,p. distributions for ¢ =+ exX.
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P\PT 0.00 0.50 1.00 1.50
.358 ¢ Zp € .465
1.0 0.037 0.122 0.135 0.036
2.0 0.018 0.039 0.030 0.037
3.0 0.004 0.006 0.004 0.002
4.0 0.000 0.000 0.000 0.000
5.0 0.000 0.000 0.000 0.000
6.0 0.000 0.000 0.000 0.000
.465 ¢ Zp € .572
1.0 0.033 0.097 0.098 0.015
2.0 0.021% 0.044 0.055 0.041
3.0 0.007 0.020 0.019 0.015
4.0 0.005 0.006 0.008 8.003
5.0 .02 0.000 0.000 0.00)
6.0 0.000} 0.001 0.000 0.001
.572 < Zp € .679
1.0 0.021 0.071 0.074 0.009
2.0 0.022 0.038 0.049 0.037
3.0 0.016 0.028 0.025 0.026
4.0 0.009 0.011 0.018 0.012
5.0 0.007 ©.906 0.098 0.005
6.0 0.002 0.002 0.001 0.000
L679 < Zp € .786
1.0 0.0i9 0.075 0.062 0.003
2.0 0.018 0.037 0.044 0.029
3.0 0.014 0.028 0.028 0.027
4.0 0.014 0.020 0.018 0.017
5.0 0.00% 0.013 0.009 0.010
6.0 0.0u7 0.010 0.007 0.007
.786 < Zp < .893
1.0 0.017 0.062 0.052 0.005
2.0 0.015 0.034 0.044 0.027
3.0 0.013 0.029 0.032 0.027
4.0 0.015 0.026 0.021 0.022
5.0 0.010 0.020 0.008 0.014
6.0 0.013 0.022 0.615 0.009
.893 ¢ 2 < 1.00
1.0 r.ou2of u. 060 0.042 0.004
2.0 0.0:3, 0.032 0.043 0.026
3.0 0.L1S 0.034 0.028 ‘0.030
4.2 e.o1mn 0.022 0.026 0.017
5.0 0.012 0.016 0.017 0.019
6.0 0 024 0.034 0.924 0.021

ab ,2: Electron p,p; distributions for b -+ ex.




APPENDIX A 174
P\PT 0.0890 0.50 1.00 1.50
.358 ¢ Zp ¢ .465
1.0 0.024 0.068 0.029 0.002
2.0 0.000 0.005 0.003 0.000
3.0 0.001 0.000 0.000 0.001
4.0 0.000 0.000 0.000 0.000
5.0 0.000 6.000 0.000 0.000
6.0 3.000 0.000 0.0 0.000
.465 ¢ Zp ¢ .572
1.0 0.042 0.082 0.926 0.001
2.0 0.009 0.009 0.005 0.001
3.0 0.001 0.003 [.001 0.000
4.0 0.000 0.000 0.000 0.000
5.0 0.000 0.000 0.000 0.000
6.0 0.000 0.000 0.000 0.000
.572 ¢ Zp ¢ .679
1.0 0.059 .068 0.014 0.00?
2.0 0.014 0.029 0.01F 0,005
3.0 0.004 0.00S 0.006 0.002
4.0 0.002 0.002 0.000 0.000
5.0 0.000 0.000 0.000 0.001
6.0 0.000 0.000 0.000 6.000
679 ¢ Zp ¢ . 786
1.0 0.080 0.090 0.023 0.001%
2.0 [.022 0.023 0.019 0.005
3.0 0.010 0.006 0.003 0.003
4.0 0.001 0.004 0.004 %.001
5.0 0.000 0.001 0.000 0.001
6.0 0.000 0.000 0.001 0.000
.786 ¢ Zp ¢ .893
1.0 0.080 0.09S 0.017 0.000
2.0 0.0z9 0.034 0.014 0.004
3.0 0.008 0.013 0.011 0.002
4.0 0.003 0.005 8.004 0.001
5.0 0.004 0.00» 0.001 0.003
6.0 0.000 0.003 0.003 0.000
.893 ¢ fp ¢ 1.00
1.0 0.111 0.082 0.009 0.001
2.0 0.040 D.046 0.016 0.003
3.0 0.011 0.016 0.010 0.011
4.0 0.010 0.009 0.002 0.003
5.0 0.000 0.004 6.001 0.000
6.0 0.003 0.002 0.001 0.000
Yable A.3: Electron p,p, distributions for b + ¢ = =X,
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P»\PT .00 0.50 1.00 1.50
128 ¢ 2 ¢ .273
1.0 0.000 0.000 0.000 0.000
2.0 0.000 0.000 0.000 0.007
3.0 0.000 0.058 0.000 0.000
4.0 0.000 0.000 0.000 0.000
5.0 0.000 0.000 0.000 0.000
6.0 0.000 q.000 0.000 0.001
L2713 ¢ Zg € .42
1.0 0.009 0.000 0.000 0.000
2.0 0.025 0.020 0.002 0.000
3.0 0.005 0.007 0.001 0.000
4.0 0.072 0.001 0.000 0.000
5.0 p.0o00 0.000 0.280 0.000
6.0 0.000 0.000 0.000 0.0600
.419 € Zo ¢ .564 )
1.0 0.000 0.000 0.000 9.000
2.0 0.037 0.027 0.004 0.002
3.0 0.025 0.023 0.002 0.002
4.0 0.008 0.005 0.001 0.000
5.0 0.002 0.002 0.001 0.000
6.G 0.000 0.001 0.001 0.000
.564 ¢ Zo ¢ .709
1.0 0.000 0.000 0.00D 0.00%
2.0 0.043 0.037 0.004 0.004
3.0 0.027 0.023 0.001 0.002
4.0 0.013 0.015 0.004 0.000
5.0 n.007 0.008 0.002 0.000
6.0 0.004 0.002 0.001 0.000
709 { Ze ¢ .855
1.0 0.000 0.000 0.000 0.000
2.0 0.043 0.025 0.001 0.007
3.0 0.026 0.025 0.007 0.002
4.0 0.020 0.014 0.002 0.002
5.0 0.012 g.on e 0.000
6.0 0.012 0.015 0.001 0.001
.855 ¢ 2o ¢ 1.00
1.0 0.000 0.000 0.000 0.000
2.0 0.052 0.027 0.005 0.001
3.0 0.031 0.030 0.005 0.004
4.0 0.031 0.012 0.000 0.000
5.n 0.019 0.014 0.001 0.002
6.0 0.022 0.013 0.005 0.004
TJable A.4: Muon p,p, distributions for ¢ + pX.
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P\PT 0.00 0.50 1.00 .50
.358 ¢ 2Zp € .965
1.0 0.000 0.000 0.000 0.000
2.0 0.011 0.025 0.019 0.022
3.0 0.003 0.903 0.003 0.00t
4.0 - 0.000 g.000 0.000 0.000
5.0 0.000 0.000 0.000 0.000
6.0 0.000 0,000 0.000 0.000
.465 ¢ Zp ¢ .572
1.0 0.000 0.000 0.000 0.000
2.0 0.012 0.030 0.032 0.024
3.0 0.005 0.012 0.010 0.010
4.0 n.003 0.002 0.006 0.002
5.0 0.0n2 0.000 0.000 0.000
6.0 0.000 0.001 0.000 0.000
572 ¢ sp € .679
1.0 0.0c0} 0.000 0.000 0.000
2.0 0.015 0.025 0.033 0.022
3.0 0.007 0.020 0.015 0.014
4.0 0.005 0.008 0.010 0.007
5.0 0.003 0.003 0.005 0.r92
6.0 0.000 0.001 0.001 0.000
.679 ¢ 2p ¢ .786
1.0 0.000 0.000 0.000 0.000
2.0 0.01t 0.024 0.026 0.019
3.0 0.009 0.017 0.016 e.c14
4.0 0.007 0.010 0.013 0.010
5.0 0.003 0.009 8.004 0.006
6.0 0.003 0.006 0.005 0.004
.786 ¢ Zp € .B93
1.0 0.000 0.000 0.000 0.000
2.0 0.009 0.020 0.026 0.017
3.0 0.007 0.018 0.021 0.018
4.0 0.009 0.017 0.D12 0.012
5.0 0.006 0.013 0.0G6 0.088
6.0 0.G08 0.012 0.00¢ 0.004
L8932 ¢ 25 < 1.00
1.0 0.000 0.000 0.000 0.000
2.0 6.007 0.020 6.028 6.016
3.0 6.008 6.021 0.021 0.019
4.0 0.006 0.014 0.018 0.012
5.0 0.007 0.012 0.011 0.010
6.0 0.014 0.020 0.014 2.015
Jahle A.B: Muon p,p, distributions ior b » ux.
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P\PT 0.00 0.50 1.00 1.50
.358 ¢ Zp ¢ .465
1.0 0.000 0.000 0.000 0.000
2.0 0.000 0.003 0.001 0.000
3.0 0.000 0.000 9.000 0.00%
4.0 0.000 0.000 0.000 0.000
5.0 0.000 0.000 0.000 0.000
5.0 0.000 0.00y 0.000 0.000
.465 ¢ 'y ¢ .572
1.0 0.0c0 9.000 0.000 0.000
2.0 0.006 0.006 0.003 0.000
3.0 0.002 0.002 0.001 0.000
4.0 0.008 0.000 0.000 0.000
5.0 0.000 0.000 0.000 0.000
6.0 0.000 0.000 0.000 0.000
572 < Zp € .679
1.0 0.000 0.000 0.000 0.000
2.0 0.009 0.021 0.007 0.002
3.0 0.001 0.005 0.002 0.000
4.0 0.000 0.001 0.000 0.000
5.0 0.000 0.600 0.000 0.000
6.0 0.000 0.000 0.0t 0.900
679 ¢ 2p < .786
1.0 0.000 0.000 0.000 0.000
2.0 0.011 0.012 0.014 0.002
3.0 0.006 0.001 0.002 0.002
4.0 0.000 0.591 0.002 0.001
5.0 0.000 0.00° 9.000 0.001
6.0] 0.000 0.000 0.001 0.000
.786 4 Zp € .893
1.0 0.000 0.000 0.000 0.000
2.0 0.020 0.017 0.008 0.004
3.0 0.004 0.010 0.008 0.002
4.0 0.003 0.004 0.003 0.002
5.0 0.u02 0.001 0.001 0.002
6.0 0.000 0.002 0.002 0.000
.893 ¢ Zp ¢ 1.00
1.0 0.000 0.000 0.000 0.000
2.0 0.030 0.027 0.010 £.002
3.0 0.00%9 0.008 0.008 0.008
4.0 0.007 0.002 0.001 0.0C0
5.0 0.000 0.002 0.001 0.000
6.0 0.002 0.002 0.001 0.000

Yable A.6:

Muon p.,p,

distributions for b =+ ¢ » pX.
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Appendix B
Detgiled § it £ Fit
RESULTS OF FIT
PARAMETER VALUE POSITIVE NEGATIVE
ERROR ERROR
1 Belc) 6.37%10°2 1.35x10°2 ~1,31x10"2
2 Beth) 1.29%10°! 2.53x10"2 -2.38x%10"2
3 €y 1.46%10°2 2.19x10°2  —1,05x10"2
COVARIANCF MATRIX
1 2 3
1 1.77%10-"
2 [-1.37%x10°" 6.02x10°"
3] 1.99x10°¢ 1.41¢10"Y 2.21%10°"
CORRELATION COEFFICIENTS
1 2 3
1 1.00
2 -0.57 1.00
3 0.01 0.39 1.00
Iable B8.1: Electron fit — nominal resuits

This fit corresponds to the electron results presented in
Table 7.1.

The charm fragmentation parameter €, was 0.25.

The background from misidentified hadrons mas at its nominal
value.
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RESULTS OF FIT
PARAMETER VALUE POSITIVE REGATIVE
ERROR ERROR
1 Bule) 8.12x10-2 1.63%10°2 -1.57%1p-2
2 Bp(d) 1.22x1D~ ! 5.14x10"2 -4, 75%10-2
3 €p 4.25%10°3 2.02x10"%2 -4.00%10°2
COVARIANCE MAYRIX
1 2 3
1| 2.55%10°"
2 |-3.67x10°Y  2.47x10-?
3 [=3.27¢10°5  4.38x10°3  1.71x10°2
CORRELATICH COEFFICIETNTS
1 ? 3
1 1.00
2 -0.46 1.00
3 -0.02 0.67 1.00
Jable B.2: Muon fit ~ nominal results

This fit corresponds to the muon results presented in Table

7.1.

The charm fragmentation paramcter €¢ was 0.25.

The background from misidentified hadrons was at its nominal

value.
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RESULTS OF FIT
PARAMETER VALUE POSITIVE NEGATIVE
ERROR ERROR
i Beflc) 6.45%10"2 1.38%x10°2  —1.33%x10"2
2 Be'h) 1.28%10-! 2.56%10-2 ~2,35%10"2
3 ap 7.29 4.45 ~2.40

COVARIANCE MATRIX

1 2 3

1.84%107"
—1.88x10°* 5.96X10°%

—2.26%10°3 —2.78%10"2 9.67

CORRELATION COEFFICIUNTS

1 2 3
1.00
-0.57 1.00
-0.05 ~-0.37 1.00

Iabte B.3: Electron fit — systematic check — z%(1-2)
This fit uses a z%(1-z) parameterization, rather than the

form of Peterson et al..

The charm fragmentation parameter a. was 1.50.

parameterization

The backaround from misidentified hadrons was at its nominal

value.
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RESULTS OF FIT

PARAMETER VALUE POSITIVE HEGATIVE
ERROR ERROR

1 Bulc) 8.32x10"2 1.65x10°2 —1,59x10"2

2 Bytb) 1.25%1G) 5.40x10°% —4,79%10°2

3 ep - 3.83 7.36 -2.82

COVARIANCE MATRIX

1 2 3

1| 2.62x10"
2 |~3.€Ixt0"Y  2.58x1p-d

3 1-1.62x10"3 -—1,25x1p" ! 1.32x10!

CORRELATION COEFFICTENTS

1 2 =
1 1.00
? -0.44 1.00
3 -0.03 -0.67 1.00
Jable B.4: Muor fit — systematis check — 2%(1~z) parameterization

This fit uses a z%(i~z) parameterization, rather than the
form of Peterson et al..

The charm fragmentation parameter a. was 1.50.

The background from misidentified hadrons uwas at its nomiral
vatue.
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RESULTS OF FIT
PARAMETER VALUE POSITIVF NEGATIVE
ERROR ERROR
1 Balc) 4.01x10°2 1.35%16°2  —1.31x10-2
2 Betl) 1.21x10"! 2.53%x10°2  —2.38%x10°2
3 ¢p 1.66%x10°2 1.79x10°% -5.03x70°3

COVARIANCE MATRIX

1 2 3

1.77x10"%
—-1.96%10"" 6.04x10-"

=-1.17x1p"5 1.25%10°" 1.43x10°*

CORRELATION COEFFICIENTS

1 2 3
1.00
=0.60 1.00
~0.07 0.42 1.00

Yable 8.5: Electron fit — systematic check — 50% more pion background

This fit tests the sensitivity of the results to the
systematic uncertainties in the hadron misidentification

probabilities.

The charm fragmertation parameter ¢, was 0.25.

The background from misidentified hadrons was assumed to be
50% larger than its nominal value.
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RESULTS OF FIT
PARAMETER ¥ALUE POSITIVE NEGATIVE
ERROR ERROR
1 8ule) 6.88x10°2 §.65%10°2 —I.59xID:;_
2 Bulb) 1.26x10° Y 5.09x10-2 —4.71x10-2
3 en 6.60x10°2 2.90x102 -5 _00x10°2
COVARIANCE MATRIX
1 2 3
2.59x10°"
2 |-3.82x10°%  2.38x10°?
-2.52%x10°¢ 3.69x10'f 1.52x%10-2
CORRELATION COEFFICIENTS
1 2 3
1.00
-0.49 t.o0
-0.00 0.61 1.00
Jahie B.6: Muon fit — systematic check — 50% more pion background

This fit tests the sensitivity of the results to the
systematic uncertainties in the hadron misidentification

probabilities.

The
The
50%

charm fragmentation parsmeter €¢ was 0.25.
background from misidentified hadrons was assumed to he
Targer than its nominal value.
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RESULTS OF FIT
PARAMETER YALUE POSITIVE NEGATIVE
ERROR ERROR
1 Belc) 8.84¢10°2 1.36%10°2  —7,.32x10"°2
2 Be(h) 1.38x10°1 2.51x10°2 -2.37x10-2
3 €p 2.14x%10°2 2.76%10°2 ~1,.34x10"2
COVARIANCE MATRIX
1 2 3
H 1.80%10"%
2 |-t.82x10°" 5.95%10""
3| 1.94x10°5 1.58x10°" 3.71x10°Y
CORRELATION COEFFICIENTS
1 2 3
1 1.00
2 ~0.56 1.00
3 0.08 0.34 1.00
Table B.7: Electron fit — systematic check — 502 less pion background

This fit tests the sensitivity of the results to the
systematic uncertainties in the hadron misidentifination
probabilities.
“ne charm fragmentation parameter €. was 0.25.

The background from misidentified hadrons was assumed to be
50% smaller than its nominal value.
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RESULTS OF FIT

PARAMETER VALUE POSITIVE  NEGATIVE
ERROR ERROR

1 8ule) 9.35x10°2 1.60%10°2 —1,54x10-2

2 Bulb) 1.17x10" 5.22%10°2 —4.64x10°2

3 e 2.37%10°2 1.29%10°2 -2 27x19-2

COVARIANCE MATRIX

1 2 3
2.52x10-"
2 {—3.39x10°%  2.54x10°3
3 |-1.45%10°%  3.28x10°3  7.89x10°?

CORRELATION COEFFICIENTS

1 2 3
1.00
2 —0.42 1.00
3 -0.01 0.73 1.00

Jable B.8: Muon fit — systematic check — 50% less pion background

This fit tests the sensitivity of the results to the

systematic uncertainties in the hadron misidentification

probabilities.

The charm fragmentation parameter €. was 0.25.
The background from misidentified hadrons mas assumed to be
50% smallter than its nominal value.
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RESULTS OF FIT
PARAMETER VALUE POSITIVE NEGATIVE
ERROR ERROR
1 Belc) 5.40%10-2 1.15%1072  —1.11%10°2
2 Bel(b) 1.31x10°" 2.51%10°2 -2.37x10°2
3 1.94x10-2 2.81x19°2 —1.34x10°2
COVARIANCE MATRIX
-
1 2 3
1] 1.27%10""
2 {-1.56x10°%  5.98x10°"
3 | 2894x10°%  1.59x19°%  3.62x10°"

Jable B.9:

CORRELATION COEFFICIENTS

1 2 3
1 1.00
2 ~0.56 1.00
3 9.96 0.34 1.00

Electron fit — systematic check — harder charm fragmentation
This fit tests the sensitivity of the resuits to the
systematic uncertainties in the charm fragmentation
function.

ihe charm fragmentation parameter €. was 0.10.

The background from misidentified hadrons was at its nominal
value.
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RESULTS OF FIT

PARAMETER VALUE POSITIVE MEGATIVE
ERROR ERROR

1 Bule) 7.12x10°2 1.43x10°2 —1.53x10°2

2 Butb) 1.34x10"! 5.06x10°2 -4.72x10-2

3 € 9.81x10"2 4.17%x10°2  -8.00x10"2

COVARIANCE MATRIX

1 2 3

1 1.97x10°"
2 |-3.tex10"" 2.36%10°3

3 |-1.57x10°%  4.62x10°3  2.76%x10°2

CORRELATION COEFFICIENTS

1 2 3
1 1.00
2 —0.486 1.00
3 ~0.07 0.57 1.00

Iable B.10: ™uon fit — systematic check — harder charm fragmentation
This fit tests the sensitivity of the results to the
systematic uncertainties in the charm fragmentation
function.

The charm fragmentation parameter € was 0.10.
The background from misidentified hadrons was at its
nominal value.
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RESULTS OF FIT
PARAMITER VALUE POSITIVE NEGATIVE
ERROR ERROR
1 Belc) 7.32%x10°2 1.58%10°2 ~1,53%10-2
2 Be(b) 1.29%10-! 2.54%10°2 ~2.39x10°2
3 €b 1.19%x10"2 1.82x10°2 -8.74%10°3
COVARIANCE MATRIX
1 2 3
2.41x10-"
-2.24%x10-" 6.10x10°"
~7.96x10-6 1.29%x10-" 1.55%10°%
CORRELATION COEFFICIENTS
1 2 3
1.00
-0.58 1.00
-0.04 0.42 1.00
TJable B.11: Electron fit — systematic check — softer charm

fragmentation

This fit tests the sensitivity of the results io the
systematic uncertainties in the charm fragmentation

function.

The charm fragmentation parameter €. was 0.50.
The background from misidentified hadrons was at its

nominal value.
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RESULTS OF FIT

PARAMETER VALUE POSITIVE NEGATIVE
ERROR ERROR
1 Bule) 9.14x10°2 1.82x10°2 —1.76x10-2
2 Bu(b} 1.16%10° ! 5.14x10°2 —d4,45x10-2
3 ep 2.27x10°2 1.15%10°1  —2.10x10-2

COVARIANCE MATRIX

1 2 3

1 3.22x10""
2 |-4.15x10"* 2.36%10°9

3 {-1.06x10"" 2.64x10-3 5.89x10-3

CORRELATION COEFFICIENTS

1 2 3
1 1.00
2 —0.48 1.00
3 -0 08 0.71 1.00

Table B.12: Muon fit — systematic check — softer charm fragmentation
This fit tests the sensitivity of the results to the
systematic uncertainties in the charm fragmentation
function.

The charm fragmentation parameter €. was 0.50.
The background from misidentified hadrons was at its
nominal value.



REFERENCES 190

13.

REFERENCES

J. J. Aubert et al., Phys. Rev. Lett., 33, 1404 (1974);

J. E. Augustin et al., Phys. Rev. Lett., 33, '406 (1974).

S. Herb et at., Phys. Rev. Lett., 39. 252 (1977).

R. D. Field and R. P. Feynman, Nucl. Phys. B136, 1 (1978).

A. Casher, H. Neuberger, and §. Hussinov, Phys. Rev. §20, 179
(1979).

J. D. Bjorken, Phys. Rev. D17, 171 (1978);

M. Suzuki, Phys. Lett. Z1B, 139 (1977).
J. M. Yelton et al., Phys. Rev. Lett. 49, 430 (1982).
N. Abramowicz et al., Z. Phys. £15, 19 (1982).
W. B. Atwood, SLAC-PUB-2980, (1982).

C. Peterson et al., Phys. Rev. D27, 105 (1883).

D. Schlatter, SLAC-PUB-2982, 1982 (unpublished).

K. Kleinknecht and B. Renk, Z. Phys. €17, 325 (1983).

For a review of charm particle lifetimes s2e 6. Kalmus,
Rapporteurs’s talk at XXI International conference on HEP, Paris,
July 1982. Recent resulis on bottom particle lifetimes are: N.
Lockyer et al., SLAC-PUB-3165, Submitted to Phys. Rev. Lett. 1983;
and €. Fernandez et al., SLAC-PUB-~3154, Submitted to Phys. Rev.
Lett. 1983.

S. Weinberg, Phys. Rev. tett. 19, 1264 (13967) :

A. Salam, Elementary Particle Theory, edited by N. Svartholm, p.

367 (1968).
M. Kobayashi and Y. Maskauwa, Prog. Theor. Phys. 49, 652 (1973).
S. L. Glashow, J. 1Iliopoulos and L. Maiani, Fhys. Rev. B2, 1285

(1970).



REFERENCES 191

16.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31,

32.

33.

34.

35.

36.

C. Bebek et al., Phys. Rev. Lett. 46, 84 (1981)

K. Chadwick et al., Phyn. Rev. Lett. 46, 38 (1931).

R. H. Schindler et al., Phys. Rev. D24, 78 (1981).

W. Bacino et al., Phys. Rev. Lett. 43, 1073 (1979).

J. M. Felter et al., Phys. Rev. Lett. 40, 274 (1978).
k. Brandelik et al., Phys. Lett. 708, 387 (1977).

J. M. Feller et al., Phys. Rev, Lett. 40, 1677 (1978).
W. Bacino et al., Phys. Rev. Lett. 45, 329 (19803.

E. Vells et al., Phys. Rev. Let%. 48, 1515 (1982).

K. Chadwick et al., Phys. Rev. D27, 475 (1983).

L. J. Spencer et al., Ptys. Rev. Lett. 47, 771 (1931).

J. P. Leveille, University of Michigan Report No. UMHE 81-18, 1981
(unpublished).

N. Cabibbe and L. Maiari, Phys. Lett. 798, 109 (1978}

N. Cabibbo, 6. Corbo, and L. Maiani, Nucl. Phys. B155, 93 (1979},
M. K. Gaillard and B. W. Lee, Phys. Rev. lett. 33, 108 (1974) ;

G. ARltaretli and L. Maiani, Phys btati. 528, 351 (1974},

Y. Barger et al., Phys. Rev. D16, 746 (1978).

1, 25 (1979).

A. Ali, Z. Phys.
M. J. Pubala et al., Ptys. Rev. D25, 695 (1982).

G. 5. Abrams et al., IfEE Trans. Nucl. Sci., NS-25, 309, (1978);

G. S. Abrams et al., IEEE Trans. Nucl. Sci., NS-27, 59, (19803

K. 6. Hayes, SLAC-237, 1981, Ph.D. Thesis (unpublished}.

T. Himel, SLAC-223, (1979) Ph.D. Thesis (unpublished).

H. Brafman et al., IEEE Trans. Nuclear Science, NS-25, 692, (1978}
F. A. Barris, et al., Rucl. Instr. and Meth. 103, 345 (1972)

R. M. Sternheimer, Rev. Sci. Instr. 25, 1070 (1954).



RETERENCES 192

37.

38.
39.
40.
41.
42.

43.

44.

45.

46.

B. Rossi, High Eneyqy_Particles (Prentice - Hall, Englewood Cliffs,
H.J., 1961).

R. M. Sternheimer, Phys. Rev. 117, 485 (1960).

A. Boyarski, SLAC-PUB-558 (1869).

M. J. Longo and B. J. Moyer, Phys. Rev. 125, 701 (1961).

M. Althotf et al., Z. Phys. £17, 5 (1983).

C. A. Blocker et ui., Phys. Rev. lLett. 49, 1369 (1932).

J. A. M. Vermaseren, J. Smith, and 6. Grammer, Jr., Phys. Rev. D19,
137 (1979

J. Smith, J. A. M. Vermaseren, and G. Grammer, Jr., Phys. Rev. D15,
3280 (1977)

R. Bhattacharya, J. 3mith, and 6.  Grammer, Jr., Phys. Rev. 015,
3267 (1977).

J.F. Patrick, LBL - 14535, (1982) Ph.D. Thesis (unpublished).

A. Ali et al., Phys. Lett. 938, 155 (1980).

B. HNaroska, presented at International Symposium on Lepton and

Photon Interactions at High Energies, Ithaca, NY, 1983.



This report was done with support from the
Department of Energy. Any conclusions or opinions
¢4 ressed in this report nepresent solely these of the
author(s) and not necessarily those of The Regents of
the University of California, the Lawrence Berkelcy
Laboratory or the Department of Energy.

Reference to a company or product name does
not imply approval or recommendatior of the
proeduct by the University of California or the U.S.
Cepartmsnt of Energy to the exclusian of others that
may be suitable.



