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Safeguards Systems Group, MS-E551
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ABSTRACT

LAVA (the Los Alamos ~ulnerability/Risk Assessment system) is a three–

part systematic approach to risk assessment Lhat can be used to model

risk assessment for a variety of application systems such as computer
security systems, comnunicat ions security systems, and information

security SJfSLt311S. The first pa:t of IAVA is the mathematical method-

ology based on such disciplines as hierarchical system theory, event–

tree analysis, p,)ssibility theory, and coenitive science. The second

part is the general software engine, written for a large class of per-

slnal computers, that impleme.lts the mathematical risk model. The
third par~ is the application data sets written for a specific appli-

cation systemt. ihe methodology provides a framework for creating

applications for the suftware engine Lo operate upoII; iill application–

specific inforrniltion is data. Using LAVA, we build knowledge-based

expert sys terns to assess ri~kfi in ai)plication systems comprising a

subject system and a safeguards system. “IVICsubject system model (:om-

prises sets of threats, assets , ;III(lun(le.sir;ible olltcomes ; because the

threat t,) se(:urit} systems is ever-(’llill~gi[lg,LAVA provides for ;III

ilf~;llysiti of Llle dynamic ii~l’’-t~t~ of the threnL spect~um. The safeguards

systcm model comprises Sets LIl Silft!glliird!i tul)(’Lions for protecting the

Mss. ts from ttle threats by prcv(!l)til)gor :Imt:liorntlng the Ill)(l(!siral)le

ouL(’om(?s;”S[!LS of s:!fugll~~rds!iuhtu[~ctions wlIose performance determine

~m (!tll(!r!‘Ie tun[:tion is ~llc({\liiLfi iIIld complt?Lc; and SctH Of iStiUC?Sthllt

ill]p~’ilrns illLf!rn(’Livc (l~lestiollniai r“,’s,wI1o!e mensures (in both mnneL~ry

:)11(1IingllisLi(- Lf!rms) (I(!filw I)OLli tl,(: wcnkncsscs ill tl]e snf”egunrdti
syslt’nl ;1[1(1LII(Jpot(!IILial (-OSLH [-t }111u[)desiriihle out(’ome or(.urring .

TIII:ll~f!rII(!(~,ilIi~vu[IO kll[)wledgc of formal risk ;ls~c~xm(:ut t(~(”llni(luc~-

iIlI Lilt?Lc!!.llni(’.ql(:xpertise :Ind .;i)ccinllzc(l kllowlcd~c [Ire huill inLo

1.11(,SII!twnrr vngine IIntlthe :Ipliir.n[ion syst~!nl ils(!li. I,AVA :11)111ioil-

[.ions i11(’I11[!(.ollr I]()[]lll;lrt.omp!lter s(t(.~lriiy:Ippiirntioll ;IIld [)tl)(!r

:~l)jIli(.:ltiolls[or ~!mt)~’(1:1{’(1Syfitl’nm, sill.vivill)iIIiy syfit~’m~, tIilllSl)t)l’(ll!!’

(Iilt.; l t low syKtt’mli , ;Illd [lrllprt-ly l’l)lltl”ol syslt’m~. [.AVA JIIIIIIit”ntion

sysl.1’nl!i 11.lvl’ !){!!!11 ll~t~d l)y fII(ll!r;ll ~ov(!r-[lmt?ll[ ;IHI~II(Q II:H s i II(. I* I ‘)1’IJI.
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Los Alamos National Laboratory

Safeguards Systems Group, MS–E551
P, O. BOX 1663

Los Alamos, New Mexico 87545

Introduction_—.

LAVA (the Los Alamos ~ulnerability/Risk Assessment system) is
an original systematic approach to risk assessment developed at.
the Los Alamos National Laboratory to deal with risks inherent in
massive, complicated systems. Characteristics Cc such systems are
huge bodies of imprecise data, Indeterminate (and possibly unde-
tected) events, large quantities of subjective information, and a
dearth of objective information. The impetus for developing LAVA
was the existence of Federal requirements for periodic risk assess-
ments of a variety of systems, coupled with the need for an inex-
pensive, reusable, automated risk assessment tool firmly rooted in
science [11. When t},e LAVA project began in 1983, there was no
such tool [21; LAVA was designed to fill that gap [3].

LAVA is an alternative to exlstinq quantitative methods, pL”(I

vialing an approach that is both object ive and subjective, and pr(>
duc ing results that are both quarltitative and qualitative. III
addition, LAVA could be used as a self testinq aid in preparin(l
for insp*?ctiolls,as a self -evaluating device in test iny compli(ln(:e
with t,h~various orde~-s and criterii? th~t ~;xist, an(i ~s tlc~!rtifi
cC{t.i(>ndevice by an inspection team,



We use the LAVA system to develop a hierarchical structure
and sets of fuzzy analysis trees for modeling risk assessment for
a variety of systems associated with computer dnd information secu-
rity. With LAVA, we build knowledge–based expert systems to assess
risks in application systems comprising a subject system and a
safeguards system, The subject system model is sets of threats,
assets , and undesirable outcomes; because the threat to security
systems is ever–changing, LAVA provides for an analysis cf the
dynamic aspects of the threat spectrum–-the dynamic threat analy-
sis [25] is the subject of this paper. The safeguards system model
has three parts: sets of safeguards functicns for protecting th~
assets from the threats by preventing or ameliorating the undesir-
able outcomes; sets of safeguards subfunctio,-.swhose performance
determines whether .he function is adequate and complete; and sets
of issues, appearing as interactive questionnaires, /hose measures
(in both monetary ~nd linguistic terms) define both the weaknesses
in the safeguards system and the potential costs of arl undesirable
~u~c~me occurring.

The user need have no knowledge of formal risk assessment
techniques . All the technical expertise and specialized knowledge
are built into the software exlgine and the application system,
LAVA applications include the popular computer security applica-
tion [26-29] and applications for nuclear power plant control
rooms [301, embedded systems, survivability systems, transborder
data flow systems [31], property control systems, nuclear process-
ing plant safeguards systems [32], and others. LAVA application
systems have be[?n in u:;eby Federal government agencies since 1984,

l,AVAApplication Models

Thp (;[’I1*II” AI I,AVAAppli(;dtiorlModpl

‘I’tlIIvll’11111 ,Il)i I it y ,l:; :il~:; :;llll’111 ilIIII:; t iol)l)illt”i~ fI)t ,1 IIivl’11,“.11]11i
~’,11 ion I :; (’oll(’ lltl’ll, ltl’[l f I !)111 !1 lil~tiltyIII ~:rlti’llotyII II I*:; l iollllllill’;



that come from specific security orders, inspection ct 1-.+!X.3,

interviews with various experts in the field, and gener ~L ‘J(;od
security practice. The questions themselves represent indl : ‘lal
safeguards (called “safeguards elements”) or portions of saf:<;..~rds
(called “safeguards attributes”) that are related through A ~~Ya–
base structure to one or several of the safeguards subfun::’tins.
The vulnerability questionnaire can comprise from a few hundred to
several thousand questions, depending on the required analytical
depth,

The other questionnaires are all considerably smaller than
the vulnerability questionnaire. The outcome severity mitigation
questionnaire inquires about the presence and estimated effective-
ness of any mitigating situations that might be pertinent. If
intelligence information is available and analytical detail about
?he dynamic threat is required, the dynamic threat questionnaire
seeks information about the motivation, capability, and opportunity
of the current known threat and about the attractiveness of each
~.ssetset to the threat; if such information is not availdble, the
user estimates a relative attractiveness factor for the asset sets
and whether the dynamic threat is the same as or, in varying de–
grees, larger or smaller than the background (static) threat. The
impact questionnaires ask cost–related questions in either linguis-
tic or mo~etary terms, With the exception of the intelligence–
based dynamic threat questionnair~. all of the questions in these
questionnaires number in the single or double digits (L1.suallynot
more than z dozen or so c~uestions).

Uzers are not required to be expert risk analysts to use a
LAVA ,ipplication--that mathematical and analytical expertise al-
ready exists as a part of the mathematical model and its general
software engine, Expert knowledge about the structure and chdr
acteristics of safeguards ~nd security systems is a }’art of the
specific Application model , The only knowiedge required of users
is lllf(>t’Kldtl(llldbout that WhiCh they know best: their OW?I facil-
ity, (-]r(]ani7.cltion, assets, equiprnerlt, policies, procedures, and
sec”urity pt-act.i(:e’s. The LAVA software system elicits this infur--
ma~.ion by means of the aut.om+)tedquestionnaires administered to
evaluation teams whose members hat-ediverse backqrouncjs ano rQspon-

sibii itips. LAVA ~eIl?L-ctt.~S both CJ(211f?EFIl reports for manaqem(?”lt
~n(idet~i led reports for operdl.iollsst.af”[from information ohtain~?(i
from the questionnaire~.

I,AVA/C;IS:The (Iomp(lt.[+r/lllff~lm~tion Secutit.y M(xi(?l



forth. The model’s threat set consists of three threats: 1) na–
tural, random, and environmental hazards; 2) direct or onrite
humans, including the authorized insider; and 3) indirect or off–
site humans. Figures 1–2 show the hierarchical structures for two
of the threat categories with respect to the four asset categories;
included in these hierarchies, and discussed later in this paper,
are representative safeguards functions and subfun~tiofis associated
with each threat–asset pair. Figure 3 shows how this ielates to
tke entire model.

There are six undesirable outcomes considered in the computer/
information security model. 1) unauthorized access or use; 2) mod–
ification or tampering; 3) damage or destruction; 4) theft; 5) un–
authorized disclosure; and 6) denial of use. It is important to
note that a single event can result in the simultaneous occurrence
of mc)re than one of the outcomes. Figure 4 shows the outcome
possibility matrix for the thre~t-asset combinations; a value of
zero indicates that the outcome is impossible for that threat-asset
combination, and a value of unity means the outcome is poss.iblt’
for that threat-asset pair; greater granularity can be achieved by
assigning values lying between zero and unity.

Once we have established the threat, asset, ard outcome sets
and the outcome possibility matrix, we then address what consti-
tutes the ideal safeguards system for preventing the threats from
attacking the assets and achieving the postulated outcomes. For
this we define a set of safeguards functions for each of the dis-
tinguishable threat–asset pairs (nine T–A pairs, in this applica--
tion) in such a way that the relative import~nce of each function
within t’=e set of functions for each T–A pair is about the same.
Then, for each of the individual safeguards functions, we define a
set of subfunctions that provide performance criteria for che
adequacy and completeness of that safeguards function; each of the
subfunctions is devised so that the relative importance of each
subfunction within a specific function is about the same. AqClil~,
Figs, 1-3 show the safeguards functions and subfunctions for eacl]
distinguishable threat-asset pair.

The Dyn~mic Threat. .4naly:;is

Elothgovernment and c(]rpc)rate orqaniz~~t.ions rn~ybe the t~rqets
uf a variety of hostile aqe[~t.s[33,341 , and the intensity of the
thL-eat;may change with time and cir(:{lmsriil~(:~~. ‘t’he (lym~mic t.hr-eat
:;trellqt.hcan be analyzed if the subject. :-~yst.emis ext.tw[lelysel~si
t.ive t(] a chanqinq threiit and if the subject. (]rqanization

to the kinds of
hds

Clc(:ess infer-mdt ion t,tl!’alla1y:;1:; rm uir~sl1 The
(Iyl~dmi c t.h~l?,ll.nna lysis t~kf?:;illt() a(:co(l[ltpo:;:;it)lf+t.llrt!d~dqf’l~t :;

,iII(~ I h(?ir poI f~l~t, i,~l at t.~(:ki~(),~lswit11 II!:;INIC1 t() t.hi?t(Il”(]f?t (:;) of
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The threat component measures the re!ative 5zre11’qtl: .;: :.:.~::

tifiable threat agents in terms of asset attract i’<’er.ess , ::.L: :’.’(~
tion, opportunity, and capability with [espect LO rhti SPPCT:”J,T‘:
assets, the corresponding safeguards functions, and the se’ “(;:

Asset attractiveness to the threat aqentp@ssible outcomes. ______________... is

different from asset value to the organization, reflecting Clle
different value structure of the threat agent; it is a rough indi-
cator of attack likelihood in t~at a threat agent is unllkely to
mount an attack on an unattractive asset. M-motivationis a measure
of how much effort or what part of his resources a threat age!?z is
willing to expend on an attack and how dedicated he is to carryinq
out the attank. Capabil-~~ is a measure of the resources––knowl–
edge (training), ~nformation (intelligence), funds, skills, equip–
ment, armament, personnel–-the threat agent has at his disposal.
O~_o~tuni~ is a measure of how easy it is for the threat agent to.—
achieve an enabling proximity for an attack: how easy it is for
him physically to reach the object of attack, how easy it is for
him to attack or to access the object, how easy it is for him to
travel undetected (both in the neighborhood of the object of attack
and from afar to get near the object), and so forth. Opportunity
is se~arate and different from potential sjte vulnerabilities.
Figure 5 illus~~=s=~—anaz–y=~-s—”structure for the dynamic threat

—..—-

analysism

There are several broad categories of threat agents having a
variety of goals. Possible categories of threat agents might be,
for example:

a)

b)
c)

d)
e)
f)
g)
h)

information gatherers (e.g, , spies or hostile intelligence
services) ,
terrorists,
pro– or anti–”X” radicals or extremists (where “X” coulci
be almost anything!),
representatives of organized crime,
other criminals (non–malicious criminals and pranksters),
insiders (employees, contractors, et-c.),
outsiders with access, and
Mother Nature.

The d’ynamic aspect~ of the natural hazards mdy or mi~y not be
of iilterest; these include both r<,ndornnatural hazards, such AS
volcanic eruptions or earthquakes, as well as the natural hazards
more cyclic in nat~re, such as hurtiuanes, tornadoes, torrential
rains, and the like. The human threat agents in each of these
categories all act for different reasons, so they may differ widely
in motivation, capability, and oppoL-tuni(.’~.Similarly, t,h~ quals
of the art.acks may vary, hut” al 1 cc~t[:qoriesof goals mdy be ;f?(j

hy ~11 ca~:ey(>ri~~sof ~hre,~! i,lqer?ts,S(:)tll(? pUSSib]~ (Jodl CFitC?~(l k?:;

ii t“e

1) inf(jt.mdt i(]t] ,–lll(1/01” m(]t *’L i(+l (:~)1 lect” io[l (e, (],, f~:;[)i,)tlf)[]f~

or F.hfflftof Ilucleat-mat~+ri~l:;),
‘2) :idt)ot.dq+?,
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3) theft, embezzlement, fraud––generally for monetary gain,
4) damage or destruction,
5) extortion,
6) disrupting business or mission, and
7) surmounting an intellectual challenge.

Clearly, more than one of the categories may be the goal of a
single attack, and a sing e attack may be perpetrated by more than
one category of tt.rest agent.

The approa~h to assessing the dynamic part of the threat com–
ponent by con:ildering categories of threat agents and possible
categories of attack goals is parallel to the approaches used for
both the vulnerability analysis and the genera! consequence analy–
sis. Potential scenarios are modeled implicitly as the relation-
ship between the threat–asset pairs and the safeguards functions
in the vulnerability analysis, and as the relationship between the
assets and the threat elements (asset attractiveness, motivation,
capability, and opportunity) in the threat assessment. Similarly,
the attack goals are mc~deled implicitly lG the capability component
of the dyr,amic threat measure and are approximately equivalent to
the outcomes used in the consequence analysis.

Ar. interactive questionnaire models the contributors to the
d~lamic threat in terms of specific th~eat groups. A fuzzy degree
of strength 1s calculated for each group based on asset attractive-
ness, motiva~ion, capability, and opportunity relative to a spe
cific [threat., asset, safeguards function, outcome] quadruplet, A
relational database keeps track of which threat groups can affect;
each quadruplet so that an overall or total value for the dynamic
threat strength can be calculated for each quadruplet, which is
used subsequently in the loss exposure calculakionsi

Conclusions

LAVA’S c,~pdbility to asst?ss the dyll~m;c i~:;p’(:t:; of thl? t.tlf”t’,lt
spf:ct rum m~k~?s it an idedl t.0(>”1for mode] ill(~dppliv(~tiol~sof ill
terest to t-i)t? int.el liqence an(l military (“:ommlillifii?:;, [(. W()(’111
rilSO be hiqhly applicable illtht?b(lsin~’;scomm~lt~ity ill :;ittl,\t i[)tl:;
ripe for intltl:;t ridl espiol-~d(]+?.

[Jsillq the l,AVA ilp~~ori(~h t’(ll- tizk (I!; :; f’:; :;ml’ 111 Ild:; lNII)f If it:; I1~,11
(!()Ilot d[;cr”lle t tom t.ht? \I:; f? of (): tll~l’ [111’tIl[)(i:; , Fit-:;t ,

1’*1 )01”1
t hf’ (Illt ollltll I’(1

I ql’llt?l”rltol’s nt’(t(lll[:P I“{l:; lllt f; t l,,it ,11’f~ irnnvulif~l~~ly II:; 111)III 1)01 II
t 1) m,inrlqt+t”s who mt~st m,?k(? III,{ jo~- , f ,11 t l’d(:llill~l (Iiu: i:; if)l):; ,lt~(i I [) I tll’
:;(+clit-i t.y p(~l”s~)llflf~ I in t11(’!“i{ll(iW] I(l:; II ](II) it i :; t I) III,I;III ,Iitl ,111
ll(:(”l~~)f llt)lf+ lIIV(?l of” :;,lf {Vlll,ll” [i:;. !;( ’(’011(!, t)l’(’,lll!; l~ I,AVA ]11 ()(1 11(-( I:; 1)01 1)
(~11.]1it~11iv{?~111(~(~utllltiI(Itiv(~ :1):;1111:;, Ii:;(i)”:ifl’f ’l 1:101II (!{)111!01 t ,11)111
with thf? l’1l!; 111t :; t)fl(:,lll:; l~ t lll~y Iltl(l!’l:; t ,111(! I)ot II 111?’ l(’!;lll[:;.11111f111’
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for its operation but instead relies on a natural–language user–
friendly interface to acquire its data, users are more willinq to
act upon its results. Fourth, LAVA includes a way to assess the
changing, or dynamic, aspects of the threat spectrum. And finally,
because of the team environment in which an assessment is performed
and discussions that arise among team members, using a LAVA appli–
cation has proved to be an experience that both raises the secu–
rity consciousness of the users and enhances the overall working
environment at th~ facility.
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