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RISK ASSESSMENT AND LAVA'S DYNAMIC THREAT ANALYSIS

Suzanne T. Smith
Los Alamos National Laboratory
Safeguards Systems Group, MS-E551
P. 0. Box 1663
Los Alamos, New Mexico B7545

ABSTRACT

LAVA (the Los Alamos Vulnerability/Risk As:essment system) is a three-
part systematic approach to risk assessment that can be used to model
risk assessment for a variety of application systems such as computer
security systems, communications security systems, and information
security systems. The first pa:t of LAVA is the mathematical method-
ology based on such disciplines as hierarchical system theory, event-
tree analysis, pnssibility theory, and cognitive science. The second
part is the general software engine, written for a large class of per-
stnal computers, :hat impleme.ats the mathematical risk model. The
third part is the application data sets written for a specific appli-
cation system. fhe methodology provides a framework for creating
applications for the software engine to operate upon; all application-
specific information is data. Using LAVA, we build knowledge-based
expert systems to assess risks in application systems comprising a
subject system and a safeguards system. The subject system model com-
prises sets of threats, assets, and undesirable outcomes; because the
threat to security systems is cver-changing, LAVA provides for an
analysis of the dynamic aspocts of the threat spectrum. The safeguards
system model comprises sets of safeguards functions for protecting the
ass.ts from the threats by preventing or ameliorating the undesirable
outcomes; sets of safeguards subtunctions whose performance determine
w. ether the ftunction is adequate and complete; and sets of Issues that
appear as inlteractive gquestionmair-s, whnore measures (in both monetary
and linguistic terms) define both the weaknesses in the saleguards
system and the potential costs ¢t an undesirable outcome occurring.
The user need have no knowledge of formal risk assessment techniques. -
all the technical expertise and specialized knowledge are built into
the software engine and the apjiication system itself. LAVA applica-
tions include our popular compater securily appiication and other
anplications for embedded systems, survivabil fty systems, transborder
data tlow systems, and property control systems. LAVA  application
systems have heen used by tederal government agencles since 1984,
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Introduction

LAVA (the Los Alamos Vulnerability/Risk Assessment system) is
an original systematic approach to risk assessment developed at
the Los Alamos National Laboratory to deal with risks inherent in
massive, complicated systems. Characteristics ¢¢ such systems are
huge bodies of imprecise data, 1ndeterminate (and possibly unde-
tected) events, large quantities of subjective information, and a
dearth of objective information. The impetus for developing LAVA
was the existence of Federal requirements for periodic risk assess-
ments of a variety of systems, coupled with the need for an inex-
pensive, reusable, automated risk assessment tool firmly rooted in
science [(1]. When the LAVA project began in 1983, there was no
such tool [2]; LAVA was designed to fill that gap [3].

LAVA is an alcernative to existing quantitative methods, pro
viding an approach that is both objective and subjective, and pro
ducing results that are both quantitative and qualitative. In
addition, LAVA could be used as a self testing aid in preparing
for inspections, as a self-evaluating device in testing compliance
with the various orders and criteria that exist, and as a coertifi
cation device by an inspection team.

ILAVA is a three part systematic approach to risk assessment
that can be used to model a variety of application systems such ag
comput er scecurity systems, communicat ions security systems, infor
mation security systems, and others, The ftirst part of LAVA 1y
the mathematicdal model based classical risk assessment [4,5], hien
archical multilevel system theory [o,7], decision theory (8 111,
fuzzy pvssibility theory [11 14], expert system theory [15,16],
utility theory [17,18], and cognitive science [19,20], (The math
cmat 1cal model hais been presentoed at other technical meet ings [21
231, and generally will not be addrosased in depth in this paper.)
The second part  is the implementation of the mathemat ical risk
model  as a general softwere engine, written in a commercially
available programming lanquage fov a larqge olagyg of personal com
putoers. CThe third part 1 the applicat ion data sots written tor a
specific application system, LAVA provides a framework [24] (o
croating applications upon which the software ongine operates; ol
application specific informat ion appears an o data,

he Government yeerves tor b b and
Capyt tght 1989 Suzanne T, Smith otheractomg an oty beal b o voyvalty froe,
noneec lusarve s treevacab e, won L wide
Preense tor qevevnmental paoposaes to pahich,
drctoabute, bvans bate, duplocate, ehabat,
and pevtorm any coach data coiey rahited b



We use the LAVA system to develop a hierarchical structure
and sets of fuzzy analysis trees for modeling risk assessment for
a variety of systems associated with computer and information secu-
rity. With LAVA, we build knowledge-based expert systems to assess
risks in application systems comprising a subject system and a
safequards system. The subject system model 1is sets of threats,
assets, and undesirable outcomes; because the threat to security
systems is ever-changing, LAVA provides for an analysis cf the
dynamic aspects of the threat spectrum--the dynamic threat analy-
sis [25] is the subject of this paper. The safeguards system model
has three parts: sets of safeguards functicns for protecting the
assets from the threats by preventing or ameliorating the undesir-
able outcomes; sets of safeguards subfunctio.s whose performance
determines whether _he function is adequate and complete; and sets
of issues, appearing as interactive questionnaires, ’hose measures
(in both monetary ind linguistic terms) define both the weaknesses
in the safequards system and the potential costs of an undesirable
outcome occurring.

The user need have no knowledge of formal risk assessment
techniques. All the technical expertise and specialized knowledge
are bullt into the software engine and the application system.
LAVA applications include the popular computer security applica-
tion [26-29] and applications for nuclear power plant control
rooms [30], embadded systems, survivability systems, transborder
data flow systems [31], property control systems, nuclear process-
ing plant safequards systems [32], and others. LAVA application
systems have been in use by Federal government agencies since 1984.

LLAVA Application Models
The General LAVA Application Model

Using LAVA, we build knowledge based expert systems for

assossing risks in applications systems. There are two pdrt: that
define an application model. The first part is composed of the
following elements: the hierarchical structure and trees  that

define the framework of the model the threat, asset, and outcome
sets; the fuzzy outcome possibility matrix; the satequards func
tions for each threat asset pair, based upon the kKinds of inter
act iong that might result in one or more of the outdcomes; the sate
quards subfunctions for ecach function; mitigating factors for out
come severity; and the contributing factors, both linguistic and

monetary, to the potential cost of a4 suceessful attack.  The gecond
part is the et ot questionnaires, implemented as o data sets on
which the general  software engine operates:  the valnerability

assessment quest ionnaire, the outcome Soverity mit igat ion quest ion
naire, thoe dynamic threat gquestionnaire (it applicable), and the
monet ary and Linguist e impact (ar cogt) quest ionnair e,

The v nerability assossment quest ionnarre for o qiven appig
cation s concatenatod trom o Tibrary of category quest ionnaire;



that come from specific security orders, inspection cuv.-=ria,

interviews with various experts in the field, and gener:: 71c0d
security practice. The questions themselves represent indi "% ‘ial
safeguards (called “safequards elements") or portions of saf:: . irds

(called "safequards attributes”) that are related through a :ia%ta-
base structure to one or several of the safegquards subfun::‘uns.
The vulnerability questionnaire can comprise from a few hundred to
several thousand questions, depending on the required analytical
depth.

The other questionnaires are all considerably smaller than
the vulnerability questionnaire. The outcome severity mitigation
questionnaire inquires about the presence and estimated effective-
ness of any micigating situations that might be pertinent. If
intelligence information is available and analytical detail about
*he dynamic threat is required, the dynamic threat questionnaire
seeks information about the motivation, capability, and opportunity
of the current known threat and about the attractiveness of each
asset set to the threat; if such information is not available, the
user estimates a relative attractiveness factor for the asset sets
and whether the dynamic threat 1s the same as or, in varying de-
grees, larger or smaller than the background (static) threat. The
impact questionnaires ask cost-related questions in either linguis-
tic or moretary terms. With the exception of the intelligence-
based dynamic threat questionnaire, all of the questions in these
questionnaires number in the single or double digits (usually not
more than 4 dozen or so questions).

Users are nct required to be expert risk analysts to use a
LAVA application--that mathematical and analytical expertise al-
ready exists as a part of the mathematical model and its general
software engine. Expert knowledge about the structure and char-
acteristics of safequards and security systems is a jpart of the
specific application model. The only knowiedge required of users
1s Information about that which they know best: their own facil-
ity. organization, assets, equipment, policies, procedures, and
security practices. The LAVA software system elicits this infor-
mai.ion by means of the automated questionnaires administered to
evaludtion teams whose members have diverse backgrounds ana respon-
sibliities. LAVA generdtes both general reports for management
and detailed reports for operations staff from information obhtained
from the questionnaires.

LAVA/CIS: The Computer/Information Security Model

For our computer/information sgecurity application model,
LAVA/CTS, we postulate four assets: 1) the facility, including
physical plant and personnel; 2) hardware, including all comput ing

A ancillary pre and post processing hardware; 3) machine inter

prevable intformation, including software, input and output tileg,
and databases; and 4) human interpretable information,  including
document 5, soreen displays, araphs, charta, film ooutput, and 5o



forth. The model's threat set consists of three threats: 1) na-
tural, random, and environmental hazards; 2) direct or onsite
humans, including the authorized insider; and 3) indirect or off-
site humans. Figures 1-2 show the hierarchical structures for two
of the threat categories with respect to the four asset categories;
included in these hierarchies, and discussed later in this paper,
are representative safeguards functions and subfunctions associated
with each threat-asset pair. Figqure 3 shows how this relates to
the entire model.

There are six undesirable outcomes considered in the computer/
information security model: 1) unauthorized access or use; 2) mod-
ification or tampering; 3) damage or destruction; 4) theft; 5) un-
authorized disclosure; and 6) denial of use. It is important to
note that a single event can result in the simultaneous occurrence
of more than one of the outcomes. Figure 4 shows the outcome
possibility matrix for the threst-asset combinations: a value of
zero indicates that the outcome 1is impossible for that threat-asset
combination, and a value of unity means the outcome 1is possible
for that threat-asset pair; greater granularity can be achieved by
assigning values lying between zero and unity.

Once we have established the threat, asset, ard outcome sets
and the outcome possibility matrix, we then address what consti-
tutes the ideal safegquards system for preventing the threats from
attacking the assets and achieving the postulated outcomes. For
this we define a set of safequards functions for each of the dis-
tinguishable threat-asset pairs (nine T-A pairs, in this applica-
tion) in such a way that the relative importcence of each function
within t»e set of functions for each T-A pair is about the same.
Then, for each of the individual safeqguards functions, we define a
set of subfunctions that provide performance criteria for che
adequacy and completeness of that safequards function; each of the
subfunctions 1s devised so that the relative i1mportance of each
subfunccion within a specific function is about the same. Again,
Figs. 1-3 show the safeguards functions and subfunctions for each
distingquishable threat-asset pair.

The Dynamic Threat Analysis

Both government and corporate organizations may be the tardgets

of a varlety of hostile agents (33,34]. and the 1intensity of the
threat may change with time and circumstances. The dynamic threat
strength can be analyzed if the subject system i1s extiemely sensi-
tive to a changing threat and if the subject organization has
access to the kinds of information the analysis requires. The
dynamic threat analysis takes into account possible threat agent:;

and their potential attack goals with respect to the target(s)  of
the attack.
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The threat component measures the relative strength ot ien
tifiable threat agents 1n terms of asset attractiveness, mol.lva
tion, opportunity., and capability with cespect to the spectrum
assets, the corresponding safeguards functions, and the set of
possible outcomes. Asset attractiveness to the threat agent : s
different from asset value to the organization, reflecting che
different value structure of the threat agent; 1t is a rough indi-
cator of attack likelihood in trat a threat agent 1is unlikely to
mount an attack on an unattractive asset. Motivation is a measure
of how much effort or what part of his resources a threat agent 15
willing to expend on an attack and how dedicated he 1s to carrying
out the attack. Capability is a measure of the resources--knowl-
edge (training), information (intelligence), funds, skills, equip-
ment, armament, personnel--the threat agent has at his disposal.
Opportunity is a measure of how easy it is for the threat agent to
achieve an enabling proximity for an attack: how easy it 1is for
him physically to reach the object of attack, how easy 1t 1s for
him to attack or to access the object, how easy it is for him to
travel undetacted (both in the neighborhood of the object of attack
and from afar to get near the object), and so forth. Opportunity
is separate and different from potential site vulneratilities.
Figure 5 illustrates the analysis structure for the dynamic threat
analysis.

There are several broad categories of threat agents having a
variety of goals. Possible categories of threat agents might be,
for example:

a) information gatherers (e.g., spies or hostile 1intelligence
services),

b) terrorists,

c) pro- or anti-"X" radicals or extremists (where "X" could
be almost anything!),

d) representatives of organized crime,

e) other criminals (non-malicious criminals and pranksters),

f) insiders (employees, contractors, etc.),

g) outsiders with access, and

h) Mother Nature.

The dynamic aspects cf the natural hazards mdy or msy not be
of 1interest:; these include both random natural hazards, such as
volcanic eruptions or earthquakes, as well as the natural hazards
more cyclic in nature, such as hurricanes, tornadoes, torrentilal
rains. and <+<he like. The human threa* agents 1n each ot these
cateqgories all act for different reasons, so they may differ widely
in motivation, capabllity, and opportunicv. Similarly, the qgoals
of the attacks may vary., but all cateqgories of goals may be ied
by d4ll cavegories of threat agents. Some possible godal catego es
are

1)  information and/or material collection (e.qg., espionage
or theft of nuclear material:),
2) sabotage,
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3) theft, embezzlemant, fraud--generally for monetary gain,
4) damage or destruction,

5) extortion,

6) disrupting business or mission, and

7) surmounting an intellectual challenge.

Clearly, more than one of the categories may be the goal of a
single attack, and a sing e attack may be perpetrated by more than
one category of trreat agent.

The approach to assessing the dynamic part of the threat com-
ponent by considering categories of threat agents and possible
rategories of attack goals is parallel to the approaches used for
both the vulnerability analysis and the general! consequence analy-
sis. Potential scenarios are modeled implicitly as the relation-
ship between the threat-asset pairs and the safegquards functions
in the vulnerability analysis, and as the relationship between the
assets and the threat elements (asset attractiveness, motivation,
capability, and opportunity) in the threat assessment. Similarly,
the attack goals are modeled implicitly 1. the capability component
of the dynamic threat measure and are approximately equivalent to
the outcomes used in the consequence analysis.

Ar. interactive questionnaire models thea contributors to the
dynamic threat in terms of specific thceat groups. A fuzzy degree
of strength 1s calculated for each group based on asset attractive-
ness, motivation, capability, and opportunity relative to a spe
cific [threat, asset, safequards function, outcome] quadruplet. A
relational database keeps track of which threat groups can affect
each quadruplet so that an overall or total value for the dynamic
threat strength can be calculated for each quadruplet, which is
used subsequently in the loss exposure calculations.

Conclusions

LAVA's capability to assess the dynamic aspects of the threat
spectrum makes it an ideal tool for modeling applicat ions of in
terest to tne intelligence and military communities, [L would
dalso be highly applicable in the busine;s community in situat ions
ripe for industrial espionage.

Using the LAVA approach for risk assessament has bonef its that
do not accrue trom the use of o'ber methods.  Firast, the automat od
report generdators nroduce rosults that are imeediat ely asable both
to managers who must make major, far reaching decisions and to the
security personnel in the field whose job it in to maintain an
acceptable level of satequardsg. Second, because LAVA produces both
qualitative and quantitat ive tesults, users (ool more comfortable
with tho results because they understand both the resaltas and the
informat ion that produced those tesalts. Thied, becanse LAVA daoaey
net  require the uker to qgeneratoe mobabilbitios (of ten unf ouded)



for its operation but instead reiies on a natural-language user-
friendly interface to acquire its data, users are more willing to
act upon its results. Fourth, LAVA includes a way to assess the
changing, or dynamic, aspects of the threat spectrum. And finally,
because of the team environment in which an assessment is performed
and discussions that arise among team members, using a LAVA appli-
cation has proved to be an experience that both raises the secu-
rity consciousness of the users and enhances the overall working
environment at the facility.
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