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1 Introduction

The notion of o high level parallel programming Linguage that antomati
callv extracts the awailable parallelism of o program has been of research
interest to a number of functional Tanguage groups aronnd the world, The
development and study of funetional langrages have been justilied not only
as i means toinerease the programimer’™s productivity but also to nerease
computational performance by the extraction and execution o fine grain
parallelisi, The advantage of implicitly expressing, parallelism prechide
the need tor encoding, explicit parablel constraets and elinnmates the lap

hazards of introdncing <abtle and unpeedictable synchronization error.
|
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with in the last few years may now allow us to realistically examine the
~laims made by the funetional Tanguage community, Currently functional
fanguage »nd compilition research has resulted in several very powerful,
inherently parallel progeamming langnages. Notable among these develop-
ment is Id. the work of Arvind’s Computation Struetures Group at MIT
(11]. Based on the dataflow computational model. Td has o funetional and
deterministic subset, vet is a completely general purpose Linguage support
ing synchronizing data structures, and side-etfects, Fow fine wrain datatlow
computer svstems lave heen developed in the past, One of the tirst research
prototypes was designed and buile ar the Univessity of Nanchester 500 Lhis
project rosulted nowdentifving niay importam architectural fsanes in the
design of support hardware for the datatlow execution model. The Maneh
eeter vronp e ed e purels tanetional dnede dcignment lanedgaee SIS
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A more ambitions purels fine erain datatlow project has resultend in
the Sivta boa daree dataliows carem vatie 1S procee sine element, huiin o
the Electro Teehvieal Laboratory (17FLYin Psukubas Japan [15]0 From this
and other datallow experiences, o maltithreaded execution model within
the frame work of dataflow has ecmerged and has anaay researchers very
hopelul of its snecess, Today several research groups are serionsly involved
with huilding prototypes of these mltptheeaded architecrures such as UL
FNES] and NPT Matorola and MEP's Monsoon 117] and Sandias

Fopsilon 2 (7.

Wirth datatlow Lingnaees, compiler technolopy aad hardware guickly
maturing and hecomine available for nsed the opporciity to eritically oval
wate the advantaees clovped by tane tional Leneuare cond datatlow advocate.
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tion on Motorola's datallow wachine Monsocu, The FET application is of
interest because of its computational parallelism. its requirement for global
cominunications, and its array element data dependences. We use the paral-
lel profiling simulator [d World 1o study the dataflow performance of various
implementations. Our approach is comparative. We study two approaches,
a recursive and an iterative one, and in cach version we examine the eflect
of a variety of implementations. We contend that only throneh such cormn-
parative ovaluations can sipnificant insight he gained in onderstanding the

computational and structural details of funetional algorithims.

2 Parallel Complexity Measures

he aiveactiveness of the datattow made] ol comprtation o~ thict all vorne.
ot parallelim con e expressed e ces apposed tooeay SEM L T imakes
ditatlow o vdeal environment tfor the analvsis of parallel aleorithms, their
sedquentinl theeads, and theie iesonree requiteme 1 801600 Tnitial evadia
tion of a datatlow progeam is performed using the 7d World simulator which
colleets statisties while it executes the code [10]. Simulation proceeds in
diserete time steps during which all enabled justructions (instructions for
which all data is avadlable) are exeented. Tt is assnmed that every dastrge
tion executes amd sends its resulting data to s suecessor instructions in
exactly one time step: I world simualates the behaviour of the *Tagged To
ken Dataflow Architeeture™ (TUDA)Y {2)0 Two time related measurements
are recorded: vhe total work S s the total mnmber of instrocetions execnted ;
and the eritical path lenoth 5, is the total puoaeher of time steps roguired.
he parallelivm of the proopam i displaved inoan deal ) pamlle bisinrofile
by plotting, the number of exeented instenetions at cacle time step, A thied
measnre S,opives the total number of e <teps it at most poinstruetions
N R T A R TR T S LT R T T PR FEPRT R VT

wlle lism [H'u.h'h s Other measures are space relited and e also recorded per



time step: the total number of tokens wating, 1o he matched, and the toral
amount of data structure storage required. huportant machine lever phe
nomena such as the etfect that elobal communteation time may tive on the

computation are not addressed when executing programns on the amnlator.

In this paper we will restrict onreselves to the time eelated measares

NN, cand N,

3 The Recursive Fast Fourier Transformm

Vionre | shows oot toeraon ol woreenrdve formiation ol LT 0 Ly e

fram the mathematical delinition.

O SR
_eneV) o= ocounds Voo
i f0ineV == 40 rhen VO olae

1 (OJdV , Evany) = shuftle V
fft0 = ffr 0ddV ; fftE = fft EvenV ;
Mid = SizeV / 2 ; X TwoPi / SizeV ;
Coeff = {array (1, Mid) |
(i1 = Cmplx (cor(X*(i-1))) (-sin (X«(i-1))Y |
i <= 1 to Mid };
Prod = { array (1, Mid)|
[i] = Cmplx_Mul Conrff{i] fftE[i] i
i <= 1t to Mid }
}in Ybuttarfly

wrray ) Sieald
U i) = Cmplx_Add 6001 Prodlil 11
i~ 1 ta M.d
N B T T N I

i< 1 to Mid }g



}

def shuffle V =

{(., SizeV) = bounds V ; Mid = SizeV / = in
({ array (1, Aid) {1 [i]J = V[(i«2)-1] |l i <= 1 to Mid },
{ array (1, Mid) | [i] = vii*2] 1] 1 <~ 1 to Mid })

Fig. 1. Recursive FFT.

Fhe ondy B featare that neods same explanation is array comprelie nsion:
A ! !

areay - hownds <G tirget - - erproession - generator
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Notethat in ffi recursive invocations are applied to the odd and even
vloments of Vountil the Size of 4V ois ones As shown i Pie, 20 the data
dependencies ocenrring in the recombination of smaller results into Lareer
ones form “butterlly™ patterns. Invhe program text o Fie. 1 the deliniticons

of the areays o ffe Prod Cad the resandt of ffEimplement this recaombiniation,

In the recursive algorithm, O0S:eY ) arravs are allocited, 2 of wize
Sezeb b ol size Sec V20N of size SezeVL eres The tatal sigze of the
allocated areavs s (S0 VoS oV ), because there are Gilogisr-ob
stages each allocating & arrays of size SizcV/EkD For each array olement that
v allacated, there g constant amount of vork to calenlbate it value, o
Hhere s Q0S8 e b Hloge Szeb ) tatal works Figure 2 cuegests o eritical path

lemeth of Otlogt S oV and o sequential Stretehes,
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Shuttle

fhe anove mea-nre winen .||)|)ill'|l

Shulile

Butiertly

Buttertly

Dot denendenee ot '

G pTovide an et ioid

Buttertly

Ceornple sy ol the aivarithm that i~ free from e toanes coneerning inenaen
anplerentations, cotptational modeios aned e arenitecty oo i an
ideadizod computational complesiry model that will beoasad e a0 vared tick
for the actual complexity measures obtained from ranning the program.
This method is wseful in inerementally evaluating the mappinge from the
language to the computational model which in tarn is mapped to the ia

vhine architectppe,

Fhe parallelisin profile seen i Fies 3 the liet increnientel <tep of

runnine the above program nwder the Tl world simuliator with 8oV 1IN,

The prnlilv is far from what is I'Npl'('lml from the absiracted ('Hlll'll!'\'
ity measarre defined above Oheopve that fivet there i oxplo too divide gl
conguer patatlelisvn () peaking ar 1900, followed by ¢y o atreton of ow
parallelizn of ahonr 200N econd e v dentlicant Furtoof paralleliam O
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and mores Phis parallelism profile i disappointing sinee the computationa
pavadledion B Lnown tacbeovery Lorges W kness that the FE T prooram vaiae

Ologt Stz V7)) parallel steps to unfold all ffrand shouffle Tunetions, which ac
coints for the first burst () of the divide and conguer parallelism. Onee the
functions have been uufolded, the loops in the array comprehensions dietate
the parallelism and consequently the speed of the computation. Therefore,
i order to andertand and improve the proeran hehavior we need o studs

the dyvnamies of loaps,

4 Analysis of Loops and Double Recursion

Consdes the following fanetions and their respective Smalated performance

1ol w onoToag=0ogn o adhiia ten do next os=a+l; tinally orps

Jdaf wwmn = {3=0; r=0 in {vhilae g<m do next a=;a+t;



next r=r+w n finally r}};

ief an = <array «l,n; | Iij = 1 il L <- 1 to n};

def 4 n if (n == 1) ther 1 else d (n/2) +d (n/2);

ulll('lit m | m n b N,
w ! 27 Iu
J S 21
5 11 N
ww ;o1 in 1 to <)
|2 o | <5
s I | I a0
o 10
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Fable 1 Behavior of loaps and reenrsion

Artivads of S and S0 tor these progratns bhrings us to the foilowie
ohservation, In the mapping from Id 1o TDDA, it takes 5 steps alone the
critical path 1o spawn o loop, no matter whether it is an inner loop, an
anter loe s o loop in an arvray comprehension. We call the number of
steps along, the eritical path to spawn a loop the loop rate, The loop rate
nlave an tmportant role in the parallelistn of o proeram. A hieh Joop eare
decpeases the parallelisin ol 4 prosram. Fake we as an example. The inner
op i almaost eguential and s eritieal path Teneth can heovared by vanvine

munet loops are ~hewed o top ol each other as in Fieo 1 Fhe nnmber ol



inner loop

inner loop
inner loop

inner loop

inner loop

OMEer OO . Lt e i e i tee: aaae seas-saas.anss sseeincnnae-

Fie. 1. Uleer ol loop rate an paralleli=m.

inner foops that run in paradiel is S gnncrloopy looprate . Note than thi-

i~ independent of vhe total nnmber of inner ioops,

Divide amd congquer proveams do iar gifer Pope oni e b

deesemplitiod Bt Betion d. wiiere s erow s e

« e
. STl N

tithmicallv with o and the |lil|'-'l||l'|iz~|ll i,

Woe are pow e a position taexpiain thes parvalleii: m protie in | e, 5,
While the dynamic call tree unrolls along vhe lines of Fig 2in O(log(Size V)
time {phase A ), the shuffles in the fiest fJ1 produce one element overy loop
rate time steps. This results in o producerjeonsumer mismateh. That s,
the array elements are not all available a0 the moment the dynamic eall
tree is peady to manipulate them, The ciemems are put in place dJuring,
the O(log( Size V) shutHe stages without data dependence problems. Tu the
Otlng(Nize V) butterlly stages, the elements most wait to combined with
their corresponding eloments that are not ver available, Phuase B starts after
the call tree is nnrolled. and the program behaves very much like the ww
funetion with an inner loop of lenath OtlogtSi=c V), Tn this case the “iuner
loop™ is spread over a nmmber of butterfly <tages, ‘The parallelism in phase
B therefore OUogt S0 V0 instead of the expeeted (e Seb oy Phase B

stages in Che huttertly can now be dane e devide and congquer Tashion (phase
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Table 20 57 and 50 of o strip-mined loop

Cn The soquential tail tphase Peis cieed by the array compreben-ion 1

Hthat generates the final array.

e solution to this propiens is 1o spawn loops Tast cnoned o
they don™t cause unnecessary delav, Phis has been recounized by oo
Ser ol dataflow eronnos o e el Dt Tnatrietion oo i
sectar fnorene tion e cnpd D e gl b ork o anes e
owmples of these tnstruetions are frevative instrietions in the Xlanche.yer
Docalow Mlachine 37 v the COSTRACTT Duoatfons " Tachone 600 Laad o o
repeat mechanisin in the FEpsilon-2 machine (7). Neither the tagged token
dataflow machine nor the Monsoon wachine (171 lave this tvpe o instine
tions. This was a desten decision based on a RISC argument that these
instructions cause pipeline bubbles (31, Still the loop delay problem can be
address by aprimizine compilation, ael as toop aorolline, Therofore, o
Sl possible, althoueh at o higher cost o teris of instruction counts, to
create array elements at o higher rates As stated, this should and can e
he done by an optimizing compiler. However, as this optimization is not
available in the current Il compiier. we o sort to o rather jnelegant pro
gramming trick very similar to strip-mining [18] in a vector context. \s an
example, caompare the tnuction ain Table @ taa strip mined version ab

Fable 2 where the depth of the loop nurolling is defined by ehonk 6.

{of ab n chunk = 4arrayctong |oraj o= 1 ||



j €= 1 to n by chunk &

i <- i to j+(chunk-1)};

Where in the proeaduve a delincd aboveo the array eletents are croatd

at the doop rates in ub the eiements are created an the rate of chunk per loop
t. Becavse we have strip-mined by hand. this comes at the cost of o
considerably higher Sy value than necessary, Whoen we apply =trip-minine
to all loops in the i aud shullle fuuetions progeam. the parallelism profile, -
hown in Fie 500 sanistactory, Fhe ertieal path leneth is now togarithmie,

and the two sequential stretehes B oand D have disappoearod.

1000.8 . , . . . .
i
2600.0 Y .
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i .'I i
‘C00.0 - {l" i
I |\
I
1
i : ﬁ
Wv Iq '
- T
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2.0 100.0 270.0 100.0 40.0
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Fig, 5. Ideal paratlelisin profile for optimized recnrsive FE'T
with loop strip-mining, SizeV = 12X

Althongh the array comprebensions in it and shuflle (Fig. 1) make for
aneleaant and fanetional programming stvles they Tck oxpressive power:
it is impossible to derive two or wore valites in the expression part of the
comprenension and assien these 1y two or more tareets io the arrav. Vhis

LU | T T S T R R P R

I arder ro avoid recomputation of the operands of the butterlly combine



operation. we are foreed to pt intermediioe results fooarrey Prod. \We ean
avold doing this exrra work by rewriting the battertly parr o gt nsine o toop
instead of an arrav comprehension, \ <vaudard trick in the FET aleorithm
i= io table vhe roots of unity onee e the ain funetion calling gff The
[ollowing version of fff s strip inined with o chunk size 6000 pertorms e
recombination i oo foop tistead of anarray compreiiension, and retrieves

the roots off Illlil_\' ‘rom o table ,’.'u_/'ll

def fft V Rotl =

(_,3izeV) = bounds V; (_,0rg5iza) bounds Raf' in
if (8izeV == {) *then V woloe

{(0ddV.tvenV) = chuffle v

DS & B it lvl. T
= e o Taors JoCAeeT o man
o= DodCarrer U DioeVh dn Aburtersly
ifor i <¢- 1 tom by 16 do {for i <- j ro j+15 do
prod = mplx_Mul RofU[((i-1)*step)+1] ffLE[i];

RFi1 = Cmplx_Add ffe0[i] prod;
R[m+i] = Cmplx_Sub fft0O[i] prod}

Tinai e i

{for 1 <= 1 rom do

t

prod = mplx_Mul RotU[((i-1)¥srap)+1] treli];
Rlal = ¢mplx_Add f£L0[i] prod;
Rim+i] = cmplx_ ub (00717 prod
tinally R}
P}



5 Strip Mining and Operator Strength Reduc-
tion

[u terms of total work. often there are 1wo extreme wavs 1o compute .
certain function: paralled but costly versus sequential but cheap, An examplo
i~ the computation of the roots of unity. The parallel way i~ 10 compnte
cach root independently using sincand eos functions. The sequential way is
to derive a recurrence relation, expressine the tn 1) th roor as a Tuuetion
of the n-th root, a technigue called operator strength roduction, N data
dependence is introduced hut the resulting implementation is more etficiem
i terms ot S bdeally we wonld Tike to he able to balanee vhe amonmn
of parallelism against S0 which can be achieved by <eip minine: the onter
foop uses the paradlel daticindenenaenr gerhod o caee ol ger T o

S vecrrence pelation, The todiowpe code rotnnn e the tant ol it

this manner.

h = n/2;

theta = -TwaPi/ n;

RofU = 1D_I_array (1, h);

sead cmplx(-2.0%((s8in(0.5+thata))"2))

( sin thota);

{for j <- 1 to h by chunk do
{ RaofU[j] = emplx (cos (-thetas*’j-1)))
(-sin (-theta+*(j-1)))
in
{for i ¢<- j+1 to j+chunk-1 do
RofUii] = Cmplx_Add (Cmplx_Mul soed RotU[i-1}) Rofufi-t]
H}

Neain for Sy o 12s, Pieo G shows the resulting, paratlelisim prolile
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6 Limited Machine Parallelism

Fheadeal parallelist prafiles in both Figs, 1 and 5 show o peak parallelian
mch higher than the parallelisin available in say o 16 processor datallow
machine, Some of this excess parallelism is needed tao hide Baencies cansed
by remote memaory relerences, Stille one could ash whether it is necossary
to enhanee the parallelism in these proerawmes. Weoclaime that thio g the
case becanse the stectelies of low not high pavallclisim govern the maehine
fcharvior.  Uhis v nothine, more than Nmdahls Taw. oo exetiplity thie,
Fiva. 7 Jhose the Jimited parallelian profiles of thie ariginal cecursive 17171
alporithm ¢left)y and the sirip mined vorsion (right) for el 128 and
i PSCrespectively, Notiee that the o tical path ON axisdin the improved
version is shorter Chan the nnoptinized version, However, both entical path
loneths donerease as the avatlable paralleliam ecdecreieed ©oe Fion, 3 and
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Ahich b all but dicppeared o the improvea prosram,

7 Iterative FE'T

In the iterative FET aleorithm, bit roversal of the index, instead of repeated
~htlline, puts the array ementsin the reguired place, Weanake bit revepsal
patalleland eflicient by cating o nested loop, where the onter loap proviaes
the parallelism and thie inno oop the efliciency, The outer Toop starts
sequence by just reversing, the bits of the andex: B{htreed] AL and
the inner loop uses a veeneeence: hitreet v 1)y (hitreed) V1 whete 4!
inctements o bit pattern ooine feom Jeft toonehne 120 s in the following
functwn tbershuf [l

Aot ater shutfla A o o

(.on) = bound Ay ) = 1; B =2 AD_I_Array (1,n) in



{for k ¢<- 1 to n by chunk do {
j = bitrav k n in
{for i <- k to (k+chunk-1) do
B[i] = A[j];
next j = { m = divn 2 in
if ((m>=2) and (j>m))
then { while (fm >=2 ) and ( j>m )) do
next j = j-m; next m = Jdiv m 2
finally j+m }
else j+m }
}r
finally B}

Fhe iterative U ditlers from the recnrsive one e another aspect: the
ttermediate salaes are heptin Togt S o Vs egqual sized arras o0 The following

program is, apart from the steip mining, an L translation of the eode o (12].

daf fft A RofU = {
(_.n) = bounds A; mmax = 2
in
{ whila n >= mnmax Jo
naxt A =
{h = div mmazx 2; k = div n mmox; B = {D_I_Array(1,n)
In
if (h > chunk) than
{for 1 << 1 1o h by chunk o
{for {1 <- 1 to l+chunk-t do
Vindox = Cil-1Yek41 in
vior g oe- u ta k=) do

L= ils)jemmax; | ~ i+h;



temp = Cmplx_Mul A[(j] RofU[index];
B{jl= Cmplx_Sub Ali] temp;
B[i]= Cmplx_Add A[i] temp;
13N
} finally B }
elss
{ for ii <~ 1 to h do
{index = t(it-1)+k+1 n
{ for jj <- 0 to (k-1) do
i = ii+jj*mmax; j = i+h;
temp = Cmplx_Mul A[j] RofU[indaex];
B[jl= Cmplx_Sub A[i] temp;
B[il= cmplx_Add A[i] remp;
}} rinally B
h
noxt mmax = mmax ¢ 0,

finally A }

Table 3 gives &) and 8 0 values of the reearsive and iterative FET
Aworithies, Phe e column <howe the diearees for the nitial recaraive
gorithm. the weeond and third columns show the results of the optimized
recursive and iterative versions of the alporithm waere the chonk sizes ior
<irip mining have beeon optimally chosen, Surprisingly, there is no elear win
ner betwonn the optimized cases. Uhe optimized recursive alporithan has the
shortest eritical path, whereas the optimized iterative algorithin executes
the snallest wuml v ol inatrctions, Fhe ietruction counts ine this paper
are those of the N Taggeed Token Datallow Architecture, the relative of



TeCursive
Method || (unoptimized) feCUrsive iteratve
SizeV AR Ny N S, ) N
i 1h.xon 220 10048 LTI I 4 2ot
42 200NN 410 220l 262 20,1500 203
4 0,060 357 H06 2N 14,070 R
124 lllT_'N_._ 1.044 109.71n 10 L6 a0

Laole 4 -\.| V! .“'.. SUT T alearithimea

8 Conclusion

We have introdueed the notion of an abstracted complerity ol o paraliel
aloarithim aond waed this ro eviduate the aomal complesare ot taa 17171 G
anrithime ||_\ .||||I|\H|'_: thix torpatative At T e nere ed Lo bnae dage
onr initial FUT aleornbims usine well understood conventiomal teclinigque
nehea i i and aperator treneth vedwetion o laop ehavior o
I Nmadahls Taw states that the speedop hehaviar of o parallel program
is woverned by its seguentiol parts, not its parallel partse This means that
even if theee is a lov of parallelisin in o progran, or il it is “intuitively elear™
how to parallelize o program, as it is in the case of FETO we need 1o ana
Ivzec it stady its ogquential threads, and Tearn how 1o remove these, The Tl
World tools make it possible to identity and measure the sequential threads
o progeam. The reaalts peesented in this paper indicate that important
improvements in the parallelism and total work eflicienes can be achiovid
by striving for an actoal parallelizam profile that s i accordance with the

abstracted complexit s of the paradlel alrorithm.



Reterences

N

(4]

Arvind, DEC Culler and K. Ekanadham. =The Price of Asvochronons
Parallelism:  An Analysis of Datafiow Nrehitectures.”™ C.R. Jesshope
and KDL Reinartz (eds) CONPAR sSC Cambridge University Press
(1989) pp. 511355,

Nrevind, AL Laeers Instenetion Sct Definition for a Lagged 1ok
Dataflow Maeline LOS,NITT, 1983

NP, Do, LR Gurd, fterative imstruections in the Maneie ster
Datafloe Copnputer, TEFE, Transactions on Parallel and Distributed

Systems. Vol 10 Naoc 20 April 1990, pp. 129- 139,

NP 1L gL Sareeann. o viptinnsatoon jor fagged lokon
Ihlh.’l,‘.’...." Machooc VT Toanaa i o G Liplicer s, Vo as, Nmb

Iy 1S,

AW Bolond LR Gured, ¢, C0 Kickhao, The Manebestor Dataflow
Computing Syston.ine Joongarea ed), Erperimental Parallel ¢onput-

ing Arehiteetures, North Holland, 1987, pp 177 219.

Gudve Fean, N Webh A PAV, Bohm, Some Lelateetural Feature s
nf the ST 1 Dataflow « arputer, in L Gawdiot and L Bied

Advanced Topics in Data-Flow Computing, Prontice Hall, 1990,

VoGrale et all, Fhe Epsidon Projeet in )L, Gandiot and L. Bieo Ad-

vaneed Topes i Data-Flow Computing, Prentice Hall, 1990,

JR Gued, NPV Bl and Y ML Tea, Peovformanes Issues o
Duatafloe: Machimes, uture Generation Compiter Sveteme, 30 1987,

pp. N9y



il

[10)

[11]

e

(13

Rl

03

L)

17)

"1al

JR. MeGraw of al.. SISAL - Steeams and lteratior in oo Single-

Assignment Language, Lawrence Livermore National Laboratory, M-
6 (January, 1985) 93 pp.

D. R, Moras, 1D Waorld:  \n Fnvirorment for the Deovelopment of
Dataflow Programs Written in 1D, NI'T LCS TR-365, may 1986,

R.S. Nikhil, /d (rersion 90.0) Reforenee Mannal, TR CSG Memo 281,
MIT LOS 1990,

W.H. Press ot al.. Numerical Recipes, the art of Scientifie programming,.

Cambridee University Press,

S. Sakai et al, Ao Architeeture of o Dataflow Sivale ¢dp Proces
o Proceedines of the 1OS9 Internationad Svmnomim on Compnter

Architeerape, il ACN 1oy 1604,

SoSakads V. Kodoma, Yo Yawaenchi, breehiteetureal Dosign of o Parvallel

Supereatnpger M-S0 0SPPOL may 1991

T. Shimada «f al., “Fvaluation of a Prototype Data Flow Processor of
the SIGMA-1 for Scientifie Computations™, Proceedings L3th Interna-

tional Symposium on Computer Architecture (June, TI86) pp. 226-231.

Y.ML Teoo NPV, Bohm, fesowrce Manage mend in Dataflow Cormput -
ors with Nerative (nstructions, v 1L, Gaudiot and L. Bie, Advaneced

Topies in Dala. Flow Computing, Prentice Hall, 199,
! ! !

K. R, Tranb, GoM Papadopontos. ML ide kerle, LS Hicks and .
Young, Overvicw of the Monsoon Project, 1CCDO1 TEER oct 1991, pp
150 1h5h,

AL Naile, atirmd Ty Supereornpele rs o Sumeveomter MET e

AL



