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HICROSTRUCTURAL EVOLUTION IN FAST-NEUTROH-IRRADIATEC 
AUSTENITIC STAINLESS STEELS 

R. E. Stoller 

ABSTRACT 

The general field of neutron irradiatic- ejects is very 
broad. The present work has focused on the specific oroblcw 
of fast-neutron-induced radiation damage to austenitic 
stainless steels. These steels are used as structu *! materials 
in current fast fission reactors and are proposed fo» ---e in 
future fusion reactors. Two primary components of the ridiaMon 
damage are atomic displacements (in units of displacement* per 
atom, or dpa) and the generation of helium by nuclear 'ra-;.limita­
tion reactions. The radiation environment can be charrrttrized 
by the ratio of helium to displacement production, the •, - d i e d 
He/dpa ratio. Radiation damage is evidenced microscop;_al1y by 
a complex microstructural evolution and macroscopicaHy dj 
density changes and altered mechanical properties. T>« purpose 
of this work was to provide additional understanding _w-)Jt. 
mechanisms that determine microstructural evolution in current 
fast reactor environments and to identify the sensitivity of 
this evolution to changes in the He/dpa ratio. This latter 
sensitivity is of interest because the He/dpa ratio 1n a fusion 
reactor first wall will be about 30 times that in fast -eactor 
fuel cladding. 

The approach followed in the present work was to use a com­
bination of theoretical and experimental analysis. The experi­
mental component of the work primarily involved the examination 
by transmission electron microscopy of specimens of a model 
austenitic alloy that had been Irradiated 1n the Oak Ridge 
Research Reactor. Some of these specimens had been implanted 
with helium and subsequently annealed at various temperatures 
prior to Irradiation. The as-1mplanted-and-aged mlcrostructures 
were also characterized. A major aspect of the theoretical work 
was the development of a comprehensive model of microstructural 
evolution. This Included explicit models for the evolution of 
the major extended defects observed 1n neutron irradiated 
steels: cavities, Frank faulted loops and the dislocation 
network. 

xx1 



The results of this study indicate that the various 
extended defects evolve in a highly coupled manner. Both the 
theory and the experimental work indicate a significant infuence 
of helium on microstructural evolution. In particular, the 
theory predicts that near peak swelling may occur for the fusion 
He/dpa ratio due to reduced swelling incubation times. Other 
recent experimental data due to reduced swelling incubation 
times. Other recent experimental data tend to corroborate this 
prediction. A significant new experimental observation was that 
large stacking fault tetrahedra were formed in the model austen-
itic alloy after irradiation to 4.7 dpa at 550 and 600°C. 
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CHAPTER 1 

INTRODUCTION 

The purpose of the work described here is to provide additional 
understanding about the effects of fast (i.e., with greater than about 
0.1 MeV of kinetic energy) neutron irradiaMon of austenitic stainless 
steels. This topic is of interest because the use of two of the four 
energy sources which have been identified as offering the potential 
for an "indefinitely sustainable" energy supply1 — nuclear fission 
with breeding and controlled thermonuclear fusion of deuterium and 
tritium (DT) — w i l l result in the production of fast neutrons. 
Components in both fast fission and DT fusion reactors will therefore 
be exposed to and damaged by these neutrons. This work focuses on 
austenitic stainless steels because they have already been extensively 
used in early fast breeder reactors'»J and are proposed for use in 
near-term fusion reactors.*-* 

The general topic of this work is the microstructural changes 
that occur when austenitic stainless steels are exposed to fast neu­
trons. This radiation damage has two major components. The first is 
the displacement of the constituent atoms of the steel. This occurs 
primarily as a result of elastic collisions between these atoms and 
either the neutrons themselves or other energetic displaced atoms. 
The second component is the transmutation of the constituent atoms by 
nuclear reactions. The radiation damage which will occur in the 
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str ictural first wall of a OT fusion reactor is quite similar to that 

which occurs in fast reactor fuel cladding; however, there are a few 

differences between the two environments which confound direct com­

parisons. The principal difference is the presence of a flux peak at 

14.1 MeV in the fusion neutron spectrum, while the fission spectrum 

has relatively few neutrons with energies greater than about 2 MeV. 

Since the (n,a) and (n,p) cross sections for many elements used in 

structural materials exhibit an energy threshold between 1 and 10 MeV, 

transmutant gas production in fusion reactor materials will exceed the 

value obtained in fission reactor irradiations by a factor of about 10 

to 100. The transmutant helium is believed to be of particular signif­

icance and the work discussed below attempts to discern the implica­

tions of this helium on the extrapolation of the large radiation 

effects data base which has been generated in fission reactor experi­

ments to fusion reactor conditions. 

In addition to fast neutrons, nuclear fission and fusion also 

generate highly energetic charged particles. In the former case, the 

kinetic energy of the so-called fission fragments carry off about 80% 

of the approximately 200 MeV of energy which is released per fission 

while the prompt neutrons carry off only about 3%. 7 The range of the 

fission fragments is quite small, less than 1.0 x 10"* m in the ura­

nium (plutonium)-oxide fuel, while the range of the neutrons is about 

0.1 to 1.0 m."1 Since the diameter of a typical fast reactor fuel 

pellet is 5.0 x lO"1 m, only the neutrons significantly contribute 
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to the radiation damage of the cladding. In the case of a DT fusion 
reaction, about 17.6 MeV of kinetic energy is released. This Is the 
most likely fusion reaction to be employed In first generation fusion 
reactors because the OT reaction has the lowest Ignition temperature 
of the plausible alternatives.**' The products of this reaction are 
an alpha particle and a neutron which carry off the kinetic energy 
which results from the mass defect. Using simple mass and energy con­
servation, one can show that the neutron will have 14.1 MeV and the 
alpha particle 3.5 MeV of kinetic energy. A neutron with 14.1 MeV of 
kinetic energy has a mean free path of about 4.5 x 10~* m In stainless 
steel. 1* The radiation damage which results from the slowing down of 
these neutrons will therefore occur over relatively long distances In 
the reactor blanket structure. Because of their atomic charge of +2, 
the alpha particles with a peak energy of 3.5 MeV will largely lose 
their kinetic energy In collisions within the plasma. Those that 
escape the plasma will be stopped within about 6.0 x 10~" m of the 
surface of the first wall facing the plasma. 1 1 This surface loading 
may cause erosion of the first wall by sputtering and blistering.11 

While these processes are probably not negligible 1n a DT fusion reac­
tor with a stainless steel first wall, they do not appear to be 
limiting In determining the first wall lifetime.•» 1 ,. ,» Surface phe­
nomena are described elsewhere 1 7- 1*. 1* and will not be further con­
sidered in this work. 
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The approach of the present work was to couple experimental and 
theoretical analyses In order to obtain a more complete description of 
the factors which affect mlcrostructural evolution. The experimental 
component of the work Included examination by transmission electron 
microscopy (TEM) of a model austenltlc alloy which had been neutron 
Irradiated In the Oak Ridge Research Reactor (ORR). Some of these 
specimens had been prelnjected with helium and subsequently annealed 
at various temperatures prior to Irradiation. One purpose of this 
experiment was to determine the effect of the initial helium distribu­
tion on subsequent void swelling. The mlcrostructures which resulted 
from helium Injection and annealing were also characterized. A major 
aspect of the theoretical work was the development and use of a com­
prehensive rate-theory-based model of mlcrostructural evolution. This 
model Includes the explicit dose dependence of the major extended 
defects which evolve In fast neutron Irradiated stainless steel: 
cavities, Frank faulted loops, and network dislocations. Simpler 
models were also used to explore the Importance of parameters such as 
the critical cavity size for void formation. 
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CHAPTER 2 

BACKGROUND AND LITERATURE SURVEY 

Because of the broad engineering interest In the effects of fast 
neutron Irradiation on structural materials, a substantial amount of 
research has been conducted in this area over the past twenty-five 
years. In addition to standard texts on this topic. ,> 1'* 1 7 numerous 
International conferences have been held to discuss the ongoing 
research." The details of the formation and evolution of the neutron-
Inojced radiation damage mlcrostructure are complex and are thoroughly 
discussed In the references Just cited; the basic concepts are sum­
marized below. This Is followed by a discussion of the published 
literature relevant to the present work. 

2.1 Generation of Primary and Extended Defects 

The process of radiation damage begins with the Impingement of a 
high energy particle such as a neutron on the crystalline lattice. If 
a neutron with energy E n undergoes an elastic collision with a sta­
tionary nucleus of mass A, the kinetic energy, E^, which can be trans­
ferred to the nucleus has a maximum value of 4AE n/(A+l)'. If the 
scattering Is Isotropic, the average energy transfer will be one half 
of the maximum. 7» l* If Et exceeds a value 1$, called the displace­
ment energy, the atom is displaced from its lattice site and is 
referred to as a primary knock-on atom (PKA). The displacement energy 
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is a strong function of crystallographic direction; hence an effective 
value must be used for any one material.*••*' For example, the dis­
placement energy In the <110> direction of stainless steel has been 
measured to be about 18 eV (ref. 22). However, the effective value 
which Is recommended for this material Is 40 eV (ref. 23). Using this 
effective value of E<j for stainless steel and assuming maximum energy 
transfer, the minimum neutron energy required to displace an atom in 
this material 1s about 580 eV. Since both fission and fusion reactor 
neutron energy spectra include neutrons with energy in excess of 
1 MeV, both types of facilities are capable of producing PKAs with a 
broad energy spectrum. The details of the PKA spectrum will vary with 
the neutron spectrum** as shown 1n Figure 2.1. 

In collisions with 1 MeV neutrons, the average energy transfer to 
a PKA In stainless steel Is about 69 keV. Since E t » E d , the PKA will 
recoil with significant kinetic energy and be capable of displacing 
additional lattice atoms. In elastic collisions between such nearly 
equal mass atoms, any energy up to (EfEd) "^y D e transferred to what 
Is termed a secondary knock-on atom. These secondary knock-ons can 
In turn yield third and higher generation knock-ons until the last 
generation is produced with energies less than Eg-. At this point the 
kinetic energy of the original neutron ha* been converted to rrany PKAs 
(and higher order knock-ons), each of which have in turn produced r 

number of displaced atoms in a region known as a displacement cascade. 
These displaced atoms will occupy the lattice interstices and are 
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called interstitials while their vacant lattice sites are called 
vacancies. An interstitial/vacancy pair thus created is referred to 
is a Frenkel pair. The geometry of a two-dimensional displacement 
cascade is shown schematically in Figure 2.2 (ref. 7). 

The total neutron fluence (rrf2 sec" 1) does not provide an appro­
priate measure of a material's accumulated radiation damage, in part 
because of the energy dependence of the displacement cross sections. 



8 

ORNL- DWG 86-14298 
DYNAMIC 
CROWDION 

Figure 2.2. Schematic drawing of two-dimensional displacement 
cascade; from Olander, ref. 7. 

One of the er.rly attempts to correlate data from reactors with dif­
ferent neutron energy spectra involved the use of a partial neutron 
fluence in which only neutrons with an energy greater than some minimum 
were counted. Initially, this minimum energy was 1.0 MeV and later 
0.1 MeV. This approach was successful to some degree, but it pre­
vented the correlation of data from charged particle irradiations. 

A more recent exposure parameter for the amount of radiation 
damage which has been accumulated is the number of atomic displace­
ments that have been generated per lattice atom site (dpa). The number 
of displacements is not a direct measure of the residual radiation 
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damage because this damage 1s the result of a number of Interacting 
processes. However, many of these processes are initiated by atomic 
displacements so that dpa car be viewed as an exposure unit with a 
reasonable physical basis for comparing the damage potential of both 
reactors with different neutron energy spectra and different charged 
particle irradiation environments.1 »,,~*'' 

Various models of the displacement production process have been 
proposed. The simplest Is that of Kinchin and Pease. 1' Their model 
assumed binary elastic collisions between hard sphere atoms, used a 
step function displacement probability which was equal to 0 for a lat­
tice atom which received less than Ej from a collision and 1 for atoms 
which received greater than E<j, and accounted for the effect of non-
dlsplaclve energy losses between recoil atoms and electrons through 
the use of an upper cutoff energy. These assumptions have been 
relaxed by subsequent workers, notably Undhard et a l . " For high 
energy PICAs, most calculations support an expression for the number of 
displacements produced by a PKA with energy Et. v(EO a s : 

v(E t) * G.8 T(E t) / 2 E d. (2.1) 

The so-called damage energy, T(Et), 1n Equation (2.1) can be estimated 
from Llndhard's theory'**** and accounts for nondlspladve electronic 
energy losses at high PKA energies. The most commonly used procedure 
for calculating the damage energy was proposed by Norgett, Robinson 
and Torrens (NRT)." .'*.'• For example, using the 69 keV PKA energy 
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computed above and taking Ej = 40 eV (ref. 23), T = 45 keV and v(Et) 
= 450 dpa NRT. 

The geometry of the displacement cascade has a significant Influ­
ence on the number of point defects (vacancies and interstitials) 
which survive the Initial event and hence contribute to increasing the 
concentration of these defects above their thermal equilibrium values. 
Early researchers envisioned the cascade as having a vacancy rich 
central region surrounded by an interstitial rich shell similar to 
the one shown 1n Figure 2.2 (ref. 7 ) . Subsequent computer calcula-
t1ons , ,» , l and experimental w o r k , , • , , have generally confirmed this 
picture. The separation of these two opposite defect types Inhibits 
their mutual annihilation (recombination). Recombination of Frenkel 
pairs during what 1s termed Intracascade annealing would, in the limit 
of 100% efficiency, largely eliminate radiation damage. This thermal 
rearrangement of the cascade occurs 1n three steps. The first step 
occurs within about 1 x 10"' l sec following cascade production and 
eliminates Frenkel pairs which are within a few atomic jump distances 
of one another. During the next -1 x 10"* sec, diffusion of mobile 
1nterst1t1als to vacancies results 1n uncorrected recombination. The 
local cascade geometry continues to evolve over somewhat longer times 
as both vacancies and Interstitlals cluster and some of these clusters 
In turn dissolve. These clusters also act as recombination sites. A 
fraction of the Initially produced point defects survive these intra­
cascade annealing and clustering processes as free defects.7 • " •" 
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These free defects raise the bulk concentration of vacancies and 

1nterstH1a1s above their thermal equilibrium values. 

The small defect clusters which remain as the residue of the dis­

placement cascade can provide nuclei for the formation and growth of 

the extended defects discussed below. Additional clusters are formed 

when the diffusion of the free defects leads to encounters between 

defects of the same type. Depending upon whether they are comprised 

of vacancies or interstitlals, these clusters may have various mor­

phologies, mlcrovoids, small platelets (dislocation loops) or stacking 

fault tetrahedra. , ,~* 1 Theoretical calculations Indicate that the 

stable defect type 1s a function of the material and the number of 

point defects In the cluster. , ,~* 1 Such calculations have had only 

limited success at predicting the vacancy-type defect that Is observed 

experimentally. This may In part be due to uncertainties about key 

parameters such as the stacking fault energy and the surface free 

energy. , ,- ,» in austenltlc stainless steels, quenching studies have 

revealed primarily vacancy loops and voids.*' One study reported a 

few large stacking fault tetrahedra.*' Low densities of stacking 

fault tetrahedra have also been formed by plastic deformation**••' and 

by low temperature electron** or nickel ion*7 irradiation. There have 

been no reports of stacking fault tetrahedra 1n stainless steels that 

have been neutron irradiated at elevated temperatures. In the case of 

interstitial clusters, the stable defect .s normally both calculated 

and observed to be a two-dimensional platelet.""•'•*• 
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In addition to point defect and cluster production by atomic dis­
placements, neutron irradiation also produces both solid and gaseous 
transmutants.*'~s* Solid transmutants have been postulated to influ­
ence the microstructural evolution of stainless steel by varying the 
fraction of minor alloying elements, notably manganese and vanadium.**» S I 

However, transmutant gases are generally considered to be more impor­
tant.** »s* As stated above, in both fusion and fast reactor irradia­
tion environments, the principal transmutant gases produced are 
hydrogen and helium. The generation rate of these gases is strongly 
dependent on the neutron energy spectrum since the relevant cross sec­
tions exhibit an energy threshold** as shown in Figure 2.3. Helium is 
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thought to be of greater Importance than hydrogen since helium Is chem­

ically Inert and essentially Insoluble 1n metals. , ,» 1 1 Hydrogen Is 

generally agreed to be e fast diffusing species and so Is unlikely to 

remain free In the metal lattice." There are data that indicate that 

hydrogen can affect the irradiation response of some materials. 

Bullen et a l . " have reported that hydrogen Injection prior to 14-MeV 

nickel 1on Irradiation of high purity nickel results in increased 

swelling, and Jones* 0 has Indicated that hydrogen embrlttlement may 

Increase crack growth rates 1n ferrule steels. However, Packan and 

Farrell have Investigated the effect of hydrogen on void swelling In 

an austenitlc stainless steel under nickel Ion Irradiation and found 

that It had no significant impact." Since the focus of this work is 

austenltic stainless steel, no further discussion of hydrogen effects 

will be included. The role of helium will be discussed in some detail 

below. 

Although stainless steel 1s a crystalline material, its structure 

1s normally highly defected. The most common defects are a thermal 

equilibrium concentration of vacancies, line dislocations and grain 

boundaries.•*-•• These defects determine to a large degree the engi­

neering properties of the material.«*-•• Extended defects m fast 

neutron irradiated stainless steel Include not only these, but also 

Frank faulted loops and cavities. 1 > 1 ' With the exception of the grain 

boundaries, these extended defects can all be thought of as resulting 

from the agglomeration of individual point defects which have survived 
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the annealing of displacement cascades. Second phase particles In 
complex alloys can also be regarded as defect structures. In the 
absence of Irradiation, their formation and evolution are governed 
by solubility limits and solute dlffusivltles.** However, neutron 
irradiation places the material In a nonequilibrium state In which 
certain phases that are normally observed thermally may be either 
enhanced or diminished and other phases may appear." »* 7« , i The 
influence of precipitates on other mlcrostructural features will be 
briefly discussed below; however, precipitation as such will not be 
discussed here. 

The two components of the Irradiated mlcrostructure of most 
Interest here are the dislocations and the cavities. The evolution of 
the dislocation mlcrostructure under Irradiation 1s determined by the 
loss of network dislocation Hne length by climb/glide to free surfaces 
or mutual annihilation of dislocation dipoles and the replenishment of 
the network dislocations by climb sources and faulted dislocation loop 
growth and unfaultlng. These processes require a flux of point defects 
to sustain them. If both vacancies and Interstitial arrived at an 
edge dislocation at equal rates, no net climb would occur. However, 
1t 1s well accepted that dislocations preferentially absorb Interstl-
tlals because of the Interaction of their respective strain fields,•• 
leading to a greater dislocation sink strength for interstitials than 
for vacancies. This preference is referred to as the dislocation/ 
Interstitial bias. The bias can most simply be defined as the ratio 
of the capture rate of interstitials at a dislocation to the capture 
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rate of vacancies at a dislocation. Other components of the micro-
structure may also be biased toward either point defect type; the 
total system bias Is the parameter of most Interest.*•-'»* in addi­
tion, calculatlr i of the dislocation/interstitial bias have shown a 
dependence on the total system sink strength as well as the ratio of 
the dislocation sink strength to the total system sink strength.11•** 
Estimates1#••-»« of the bias in the literature range between about 1 
and 100%. 

Dislocation loops are formed by the condensation of vacancies or 
interstltlals Into roughly circular disks on or between close packed 
planes, respectively [e.g., (Ill) planes In face centered cubic austen-
1te]. The edge dislocation thus formed encloses a stacking fault and 
these faulted loops are called Frank loops. 1>' 1 These loops may grow 
or shrink by absorbing or emitting point defects of the appropriate 
type. Since the dislocation has a net bias for Interstltlals, only 
the Interstitial type loops have a reasonable probability of growing 
very large. Because of the stacking fault, Frank loops are not mobile. 
However, the stacking fault can be removed by shearing the crystal 
above or below the faulted region. Tnls is accomplished by the 
nucleatlon and movement of a Schockley partial dislocation across the 
loop.** The Burgers vector of the Frank loop Is 1/3<111> and that of 
the Schockley partial 1s 1/6<211> leading to a Burgers vector of 
1/2<011> for the unfaulted loop. The energy necessary to nucleate the 
partial dislocation can be provided thermally above about 550 to 600°C 
or mechanically due to the Interaction of the strain fields of the 
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faulted loop and an adjacent dislocation.1*•** This unfaulted or per­
fect loop 1s mobile and can both climb and glide to eventually become 
part of the dislocation network. Since mechanisms exist which can both 
supply and remove network dislocations and faulted loops, quasi-steady 
state dislocation mlcrostructures are observed after an Initial tran­
sient. T ,. T 7 The duration of the transient and the steady state dis­
location density are temperature dependent.7* The relative fraction 
of the total dislocation density which Is comprised of faulted and 
unfaulted loops Is also determined by the Irradiation temperature.7* 

The evolution of the cavity mlcrostructure begins with the for­
mation of small vacancy clusters. As discussed above, these vacancy 
clusters can exhibit several morphologies at small sizes. The phenom­
enon of void swelling In Irradiated stainless steels Indicates that at 
some point the cavity becomes the preferred defect (In fact, there was 
a recent report of cavities being nucleated on the corners of stacking 
fault tetrahedra**). The cavities grow by absorbing vacancies (Inter­
stitial emission Is generally negligible) and shrink by vacancy 
emission and interstitial absorption. For small cavities the dominant 
process Is thermodynamlcally determined to be vacancy emission.7*••* 
Statistical fluctuations can still produce large vacancy clusters 
since having vacancy clusters of size (n) and mobile vacancies implies 
a ncn-zero probability of having (fewer) clusters of size (n+1) which 
can in turn yield clusters of size (n+2) and so on. However, homoge­
neous nucleatlon rates are computed to be several orders of magnitude 
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too small to explain the observed cavity densities.'•-•• Hence, 
heterogeneous nucleatlon at pre-existing Internal surfaces and inter­
faces or as a result of solute segregation to cavity surfaces is 
invoked to explain the experimental results.* 1'* 1 Cavity nucleation 
Is also believed to be aided by residual gases'* (e.g.. N, and 0,) in 
the material from the melt and by transmutant gases produced under 
Irradiation." ••* For example, the fact that helium Is produced In 
stainless steel by (n,a) reactions has already been mentioned. 
Because helium Is Insoluble In the atomic lattice. It is likely to 
diffuse until It is either trapped at a pre-existing defect or 
clusters with other helium atoms or vacancies. Small clusters of 
vacancies and helium atoms are stable bubble nuclei and would provide 
preferred sites for nucleatlon of larger cavities. Theoretical calcu­
lations Indicate that small clusters with approximately equal numbers 
of vacancies and helium atoms should be highly stable" and that the 
dlvacancy-monohellum complex may be particularly stable."• However, 
even when gas-assisted heterogeneous nucleatlon Is considered, a 
nucleatlon barrier remains which must be overcome to yield cavities 
which are stable against vacancy emission. 

In this context the terms bubble and void can be defined for the 
purposes of the present work. A cavity which Is primarily stabilized 
by Its gas content is termed a bubble. The gas pressure in a bubble 
of radius r b at temperature T is a significant fraction of the equi­
librium value of 2Y/r D, where Y is the free surface energy. A cavity 
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which 1s primarily an agglomeration of vacancies has P«2Y/r D and 1s 
called a void. Experimentally, voids are generally distinguished from 
bubbles by the fact that voids tend to be larger and are frequently 
faceted while bubbles tend to be spherical. The size of spherical 
cavities in the grain boundaries can be used as a measure of the maxi­
mum bubble size.*1 Voids are unstable in the absence of irradiation 
and will disappear or shrink back to the appropriate bubble size in a 
postlrradlatlon anneal while bubbles will persist due to their gas 
content. Bubbles produced In fast-reactor Irradiations tend to be 
small, r < 2.5 nm (refs. 48,90), while void radii may range up to 
several hundred nanometers or more.'•• ,••• l••* These concepts will be 
discussed in greater detail In Chapter 3. 

The time dependence of the cavity mlcrostructure tends to exhibit 
three fairly distinct regions.*' There is an Initial period asso­
ciated with the formation of a subcrKlcal cavity (bubble) population. 
During this period little or no density change as a result of the 
cavities Is observed and the cavities may remain Invisible under trans­
mission electron microscopy (TEH) examination (i.e., rj, s 0.5 nm). 
Next there Is a transient which Is a result of some of the subcritlcal 
bubbles reaching the critical radius and beginning to grow as voids. 
At this point the cavities are visible under TEM and the reduction 1n 
density due to the void volume 1s measurable but generally less than 1%. 
Finally a regime of "steady state" swelling is reached as those voids 
which have previously nucleated grow rapidly by vacancy absorption. 
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In some cases the high cavity sink strength obtained In the steady 
state regime can suppress the effective vacancy supersaturatlon to a 
sufficient degree to prevent further void nucleatlon. This regime is 
characterized by high swelling (values of greater than 30% have been 
measured In fast-reactor-irradiated AISI 316 stainless steel**••') and 
frequently by a bl-modal cavity size distribution w i n small subcriti-
cal bubbles and large voids.• ,. T ,. T« 

Finally, It should be noted thac the discussion of the evolution 
of the Individual components of the irradiated microstructure is some­
what artificial. In reality, the response of each component Is highly 
coupled to the others through the competition for point defects and 
the Influence of the total system sink strength.T* The fact that dis­
locations preferentially absorb 1nterst1t1a1s, leading to an excess of 
vacancies to drive void growth, 1s just one example of this coupling. 

2.2 Effects of Transmutant Helium 

The role of transmutant helium In the m.crostructural evolution 
of irradiated materials has been the subject of some debate.*•,•«.•• 
From the time that Cawthorne and Fulton first observed void 
swel 1 Ing^ 7*** heHum has been assumed by many workers to play a key 
role In assisting void nucleatlon. * lt'« ,•"» ,»•.»•• Recent 
rev1ewers ,*'* 7« 7*« ,° l have discussed the results of both neutron and 
charged particle (with helium either preinjected or simultaneously 
injected with the damage producing ions) irradiation experiments in 
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which the total cavity density appears to Increase with helium content. 
In some cases the dependence of the cavity density on the helium con­
centration could crudely be described by a simple power law.** Pre-
injected helium also appears to Increase the density of small disloca­
tion loops at low doses '•<«! In some cases the network dislocation 
density at higher doses.'**'7 Helium has also been reported to retard 
the growth of Interstitial loops at low doses during charged particle 
Irradiation." This extends the time at which these loops unfault and 
become part of the dislocation network. 

The effect of helium on cavity density has generally received the 
most attention because of Its potential consequences on void swelling. 
Odette and Fre1 1 ,» and later Odette and Langley 1' 1 Investigated the 
effect of varying helium generation rates on bubble and void densities. 
They found that the bubble density was a strong function of the helium 
generation rate and that high bubble densities could lead to a sup­
pression of void swelling. They suggested that metallurgical treat­
ments which promoted a high bubble density could be used to limit 
swelling.»•»#»•> Singh and Foreman 1 0* have also investigated the 
influence of helium on void formation and found similar results. They 
note that their cavity density is roughly proportional to the square 
root of the helium generation rate as mentioned above.'••',* The 
experiments which have investigated these effects will be discussed 
further below. 

The influence of helium on precipitation in complex alloys is 
more subtle. Precipitation „nd phase decomposition are largely 
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governed by solute atom migration and segregation. Various solutes 
(e.g., N1, Cr, Mo and Si in stainless steel) may diffuse with the 
radiation Induced point defect fluxes to existing sinks at different 
rates leading to local concentration or depletion of the solute. When 
the local solute concentration exceeds a solubility limit, a phase 
change occurs. In spite of the fact that helium Is a chemically Inert 
gas, 1t can have various direct and Indirect effects on precipitation. 
For example, If helium Increases the total system sink strength by 
Increasing the cavity and/or loop density It should also reduce the 
amount of radiation Induced solute segregation taking place by dis­
tributing the available solutes to more sinks. This should lead to a 
finer dispersion of second phase particles and perhaps a lower precip­
itate volume fraction. While some observations are generally con­
sistent with these simple arguments,•'#»•» the details of the effect 
of helium on precipitation are more complicated and cont\nue to be a 
matter of some discussion.»•,•',•«,»•,»•»,»•«,»•• 

A key parameter to consider In the attempt to extrapolate swell­
ing data from fission to fusion conditions 1s the ratio of transmutant 
helium generated to displacements per atom produced (He/dpa ratio) In 
the material. The He/dpa ratio Is a function of both the material 
selected and the neutron flux spectrum to which 1t 1s exposed as shown 
1n Table 2.1. , ,» ,» In Table 2.1, HFI3 refers to the High Flux Isotope 
Reactor and ORR refers to the Oak Ridge Research Reactor, both of which 
have a mixed (i.e., thermal and fast neutron) spectrum. The former of 
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Table 2.1. Hellum/dpa ratio for various materials 
and reactor neutron spectra 

Type 316 
Stainless Steel Molybdenum Vanadium 

EBR-II 0.385 5.94 x 10"' 5.7 x 10"' 
ORR 1.0-10.3a 

HFIR 0.2-60.8a 0.119 9.38 x 10"' 
Fusion Reactor 14.5 5.77 4.86 
(3 MW/m*) 

aNonl1near due to buildup of > V N 1 ; indicated values at startup 
and after one year. 

these two reactors Is of Interest to the fusion materials program 
since the fast component of the neutron spectrum produces displacement 
damage at near-fusion values, -1 x 10'* dpa/sec, while the thermal 
component produces significant quantities of helium In nickel-bearing 
alloys by a two-step reaction: 

" N U n . Y ^ ' N H n . c O ^ F e . (2.2) 

This He/dpa ratio is nonlinear In time due to the buildup of , f N i , 
beginning at <1 appm He/dpa and saturating at -80 appm He/dpa in a 
typical stainless steel. The ORR also produces significant levels of 
helium but at a lower dose rate. A comparison of the neutron spectra 
obtained in the Experimental Breeder Reactor-II (EBR-II), HFIR, ORR 
and a typical DT fusion reactor*1 is shown In Figure 2.4. Relevant 
neutron energy ranges are noted. Although the anticipated value of 
the He/dpa ratio in an austenltic stainless steel fusioi reactor first 
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Figure 2.4. Neutron energy spectra for three fission reactors 
used in irradiation experiments (HFIR, ORR, C3R-II) and a typical DT 
fusion spectrum at 3 MW/m* wall loading.** 

wall is bracketed by the values of this parameter in the EBR-II and 
HFIR, the ability to interpolate between data sets generated in these 
two fission reactors is complicated by the fact that both theoretical 
and experimental evidence indicate that cavity swelling is not a mono-
tonic function of the He/dpa ratio.»•,*",»•• 

In general, the influence of helium can be summarized as tending 
to refine the microstructure of irradiated materials, particularly In 
the incubation and transition regimes; increasing both the cavity and 
dislocation icop densities while enhancing and refining precipitation. 
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Since helium 1s a critical factor in determining the scale of the 
microstructure, its indirect effects may also be observed in the high 
dose or steady state regime as well. 

2.3 Theoretical Background 
This section presents a summary of previous theoretical work that 

provides the background for the models discussed in Chapter 3. Three 
key concepts have already been mentioned: (1) the presence of a 
biased sink for Interstitiais, leading to an effective vacancy super-
saturation, (2) the importance of transmutant helium In promoting 
bubble formation and (3) the existence of a critical cavity (bubble) 
size for void formation. Although their interest was 1n fissionable 
rather than structural materials. Greenwood et a l . 1 " suggested two of 
these concepts In 1959. They proposed that the formation and growth 
of bubbles in nuclear fuel were due to the diffusion and agglomeration 
of fission gas atoms and vacancies. They proposed that dislocations 
may absorb interstitiais "more readily" than vacancies, leaving an 
excess of vacancies to drive cavity growth. The converse was also 
suggested — namely, that small gas bubbles nucleating on dislocations 
may require excess vacancies with the corresponding interstitiais left 
to drive dislocation climb.*•• This latter mechanism has recently 
been proposed to explain the growth of Frank faulted Interstitial 
loops under thermal annealing following helium injection.*• Finally, 
Greenwood et al. also indicated that the bubble density should be 
strongly dependent upon the fission gas generation rate. They assumed 
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that a cluster containing two gas atoms and two vacancies would be a 

stable nucleus and, using a simple kinetic model, showed that the 

bubble density should be proportional to the square root of the gas 

generation rate. 1*' This approximate dependence has often been 

observed experimentally. , %» , , % 

The so-called chemical reaction rate theory has been heavily 

used in the development of the theory of radiation effects. Early 

researchers 1n this area Include Harkness and L I . 1 1 - Brailsford and 

Bullough 1 1 1 and Wiederslch. 1 1 1 This Initial work focused on deriving 

the appropriate sink strengths for the extended defects in the micro-

structure 1n order to permit the calculation of the rate coefficients 

In the theory. Brailsford and Bullough and their coworkers have con­

tinued to contribute to this work as the theory has been devel­

oped, '•.»»»-»»• along with Mansur, Wolfer, Coghlan, Yoo, Heald. Nichols 

and G b s e l e . T 0 " T , • l l ' , - l , , The current status of the theory of sink 

strengths has been well presented In a recent review by that title, 1 1* 

and Mansur has written overall reviews of the theory of radiation 

effects. 7 1. 7* 

The use of the rate theory will be extensively described 1n 

Chapter 3; a few key points will be Illustrated here. The effective 

medium approach of Brailsford and Bui l o u g h 1 1 1 • , , i Is adopted. In 

this approacn the spatial details of point defect production (cascades) 

and the microstructure (cavities, dislocations, grain boundaries ... ) 

are averaged out and replaced with an effective homogeneous medium. 
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The properties of the medium are chosen to conserve the generation of 

point defects and their loss to the various sinks. The conservation 

equations for vacancies and interstitlals are: 

d C i . v V j 
- ^ — = G 1 f V - aCiCy - D i > v C | t V > S^y . (2.3) 

The subscripts i and v in Equation (2.3) denote interstitials and 

vacancies, respectively. Their concentrations (per unit atom) are 

denoted by the C j i V and their dlffuslvltles by the D j > v . The genera­

tion rate. G\,v, includes thermal emission from the extended defects 

whose sink strengths are denoted by S-J . The recombination coef-

flclent, a, mathematically couples the vacancy and Interstitial 

equations so that they must be solved simultaneously. 

The appropriate sink strengths for the extended defects in the 

effective medium are obtained by solving a discrete diffusion 

problem. 7,*«, T*,»»« it 1s convenient to consider these sink strengths 

as having three terms. 1 1« 7* The first 1s a geometric term which 

Includes the appropriate dimensions of the sink (e.g., the amount of 

dislocation line length per unit volume). The second term is a sink 

capture efficiency or bias. A simple definition of this term was 

given above for the dislocation/Interstitial bias. A more general 

definition is that it is the ratio of the actual point defect current 

of either type to a given sink to that which would be obtained if the 

sink caused no strain field 1n the lattice that gave rise to long 

range interactions with the defect and 1f the sink were a perfect 



absorber of that defect. The third term is called the multiple sink 

correction factor and It accounts for the correlated loss of point 

defects when more than one sink Is present. This correction Is neces­

sary because the total sink strength in a multiple sink system is 

greater thari the sum of their individual effective-medium sink 

strengths. 

A simple example of an extended defect sink strength is the stan­

dard result for a straight segment of dislocation network: 7. 2 l»** 

S1.v = 2 1 . v P" - (2-4) 

In Equation (2.4) p n 1s the network dislocation density (m/m') and the 

capture efficiency 1s: 

Z? „ • ^ — . (2.5) 
'•V *" (r 0/rj.v) 

where r Is essentially a diffusion length for the point defect in the 

medium and r^» v is tne dislocation capture radius for interstitlals or 

vacancies. The preferential attraction or bias of dislocations for 

interstitials follows from the fact that r* is computed to be 

greater than r* due to the interstitial's long range strain field.•• 

The diffusion length in Equation (2.5) is simply the mean dislocation 

spacing, (np n)" , in the absence of the multiple sink strength correc­

tion and takes on a more complex form when this eifect is included.' 1* 

Fina'ily. the sink strengths may take alternate forms in two 

limiting cases. These cases are diffusion-controlled ant reaction-
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rate-controlled kinetics. 7» l l» 7* The former case Is obtained when 

the transfer velocity into the sink (the last defect jump) occurs at 

the same rate as diffusion 1n the matrix, v ~ ( 0 ^ % V ) / D « w h « r e b 1s an 

appropriate lattice dimension. In this case the diffusion distance in 

the matrix determines the point defect current Into the sink. The 

latter case, also known as surface-limited kinetics, occurs when the 

sink Is a poor absorber and the last Jump (or Jumps) occurs at a much 

lower rate than matrix diffusion. For a simple distribution of N c 

spherical cavities of radius r c, these two cases yield the following 

sink strengths (to lowest order): 7t»» 7 

S c « 4nr cN c (diffusion-limited) , (2.6) 

and 

4nr*N c c 
S„ = (reaction-limited) , 

c b (2-7) 

Mansur has described the Influence of reaction- versus diffusion-

limited kinetics on the predicted dose dependence of swelling.7* 

Although the comparison with swelling data is not conclusive, most 

workers have used diffusion-limited kinetics.«•» .'«».»••.» ' « . « " • " • 

Exceptions include Yoo and Stiegler's analysis of faulted loop growth 

1n nickel under high voltage electron microscope (HVEM) irradiation 

which indicated that the kinetics were reaction limited." 7 

Typically, quasi-steady state so'utions to the point defect 

equations are obtained by first setting the time derivatives in 
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Equation (2.3) to zero. This implicitly assumes that the point defect 

concentrations respond to changes In the sink strengths much more 

quickly than the sink strengths change. Calculations of the character­

istic relaxation times for the point defect concentrations to reach 

steady state indicate that this is a valid assumption. 1* A numerical 

solution for Equation (2.3) by Y o o 1 1 1 Is also available. Other 

implicit assumptions in the formulation of Equation (2.3) are that only 

the monodefects are mobile and that a single effective diffusion coef­

ficient Is adequate to describe the mobility of these defects. The 

work of Johnson* 8 indicates that neglecting the mobility of small 

Interstitial clusters should not have a significant effect on the con­

centrations of the monodefects. On the other hand, Y o o , , i indicates 

that neglecting the mobility of divacancles could lead to errors for 

some materials. Mansur 7* has suggested that this assumption should be 

carefully examined. Regarding the second assumption, Mansur and 

Y o o 1 , i have developed a methodology for computing effective diffusion 

coefficients which takes Into account the point defect trappinq by 

solutes. The use of this method permits the calculation of correction 

factors for multiple traps and varying trap distributions. 

Once the point defect concentrations have been calculated, the 

evolution of the extended defects can be determined. To once again 

use a spherical cavity as an example, the radial growth velocity if 

one assumes diffusion-limited kinetics i s : 7 » 7 l « , l f 

d rr. 1 
I .- ( Z

CD C - 7^D C. - Z CD C) . (?.S) 
dt r ' v v v i l l v v v' 
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where C 1s the vacancy concentration In equilibrium with the cavity 

surface at r . Equations similar to Equation (2.8) can be written for 

the various extended defects and the equations integrated to yield the 

time or dose dependence of a macroscopic parameter such as void 

swelling. The time step in such an integration is limited by the 

quasi-steady state assumption discussed in reference to Equation (2.3). 

Numerous workers have compared the predictions of theoretical 

models based on the rate theory with experimental data. The results 

have generally been reasonably good. The major caveat in this last 

statement 1s a recognition of the fact that many of the physical param­

eters which are required In the rate theory are not well known, partic­

ularly for alloys. Hence the common approach is to try to obtain good 

agreement between theory and experiment while maintaining parameter 

values within "reasonable" limits.»•»,»*•-»*• Key parameters which 

exhibit some range of values in the literature include the dislocation/ 

Interstitial bias, the self-diffusion energy and the matrix surface 

free energy. The Influence of these parameters will be discussed 

in detail In Chapter 3. 

Typical examples of the use oi the rate theory include the work 

by Odette and co-workers 1 0 1» , 0 , • l 0 , » , , ° to determine the influence of 

helium on void swelling, Brailsford and {^Hough 1 1 1 Investigating the 

effect of stress on swelling and Mansur and Coghlan 1' 1 on the mechanisms 

by which helium alters the Irradiation response of a material. Mayer, 

Brown and Gbsel le1 J* have reported on their work on .nucleation and 

growth of voids in a recent series of papers. Ghoniem et a l . " ' " " * 
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have looked extensively at the early stages of point defect clustering, 
also including the influence of helium. Wehner and Wolfer 1 1 7 have 
also described the evolution of the vacancy cluster population which 
provides the nuclei for subsequent void formation. Hayns* ,•• , ,• has 
published a model in which a hierarchy of rate equations is used to 
compute the homogeneous nudeatlon of both voids and interstitial loops. 

With the exception of Hayns, 1 1** 1** the work mentioned above has 
oeen primarily concerned with the cavity component of the Irradiation-
produced mlcrostructure. The rate theory has also seen more limited 
use as a tool for predicting dislocation evolution. Powell'*1 

described a model for the simultaneous evolution of faulted loops and 
cavities. The nucleatlon of these de'ects was calculated using the 
classical nucleatlon theory 1* 1 and the rate theory was used to describe 
their growth. A constant network dislocation density was used In this 
analysis. More recently, Wolfer and co-workers'*•.»** have developed 
a phenomenological model of network dislocation evolution to explain 
the experimentally observed saturation network dislocation density. 
This model has been linked with a rate theory description of void 
growth and they have explored the differences between austenltlc and 
ferrltlc steels."• 

Two major shortcomings of the effective medium, rate theory 
approach Include the spatial averaging of discrete mlcrostructural 
features and both the temporal and spatial averaging of point defect 
generation. The ability to use the rate theory as a tool for 
studying radiation effects does not appear to be compromised by these 
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approximations. The present work will 1n fact demonstrate the 
potency of the rate theory In this regard. Nonetheless, there are 
examples of phenomena which are discrete In time or space which can­
not then be accounted for In the simple theory. An example of such a 
heterogeneity is the commonly observed regions near grain boundaries 
which are denuded of loops or cavities.*••#»•• The assumption of 
continuous point defect generation was relaxed In work by Brailsford, 
Mansur and Coghlan , , ,» 1* T In their cascade diffusion theory. This 
work Indicated that there were a limited number of examples In which 
the discrete nature of point defect production was significant; one 
of those was cascade-induced Irradiation creep. These authors found 
that the conventional rate theory approach was a limiting case of 
their analysis and concluded that It was generally quite accurate. 1 % T 

2.4 Experimental Observations 

A few general trends In the behavior of extended defects under 
Irradiation were given in Sections 2.1 and 2.2. This section Is a 
summary of the experimental observations which have been reported for 
irradiated austenltlc stainless steels. The section focuses on the 
cavity and dislocation components of the Irradiated microstructure. 
Recent publ1cat1ons* ,•• 7•••• ,• ,» ,• ,• , 0 , have discussed the presence 
and evolution of second phase precipitates In these materials In 
great detail. The Influence of helium In moderating the formation of 
radiation-Induced phases has received particular attention In two 
reviews."' 1 0 1 While the formation of second phases can Influence 
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the rest of the mlcrostructure (e.g., by altering dlffuslvltles due 
to solute depletion 1 1** 1*** 1**), no further discussion of precipita­
tion as such ts Included. Mazlasz has thoroughly reviewed the radia­
tion effects literature for solution-annealed stainless steel 1n a 
recent report.** Reference to his work will be made as appropriate. 
Early work by Bloom and Stlegler, 1" Brager and Straalsund1* and 
Eyre 1' 1 provides a good overall view of the effects of fast neutron 
irradiation on the mlcrostructure of AISI type 316 stainless steel. 
Odette1* has summarized and discussed 1n detail the observed data 
trends for a number of phenomena In austenltlc stainless steels. 
Other helpful reviews of the fairly large amount of void swelling data 
include those by Garner 1" and Mazlasz." 1 

2.4.1 Role of Helium 

Because of the Interest 1n the role that helium plays in micro-
structural evolution, several studies have been made of the annealing 
behavior of specimens which had been Implanted with helium. This 
work typically Involves the use of high energy alpha particle beams 
from a cyclotron. The beam energy 1s chosen so that the end of the 
range 1s nearly the full thickness of the specimen and the beam energy 
1s degraded 1n a cyclic fashion to obtain a uniform distribution of 
helium throughout the specimen.»•*-»•• implantation to a level of 10 
to 100 appm He generates about 10*' to 10'* dpa (ref. 157). The work 
of most relevance to the present study is tnat by Mazey and Francis,1** 



Mazey and Nelson, 1* 7 Smidt and Pleper, 1" Rothaut and Schroeder 1 1* 

and Maziasz.*' Their work involved primarily "cold" (I.e., about 

room temperature) helium implantation of solution-annealed 316 

stainless steel to levels of 1 to 1000 appm. Following the implan­

tations, the specimens were annealed for times up to 10,000 hours at 

temperatures between 200 and 1100°C. 

The principal observations of these annealing studies are sum­

marized using representative data from refs. 48, 145 and 158 in 

Tar es 2.2 and 2.3. The as-implanted materials contain a high den­

sity of small Frank faulted Interstitial loops. Maziasz Is the only 

one who has done quantitative work on the as-Implanted material; he 

reports -4 x 1 0 2 1 loops/m* with a diameter of about 2.2 nm (ref. 48). 

Maziasz has also verified that these loops In the helium-Implanted 

material are interstitial type.** This result is significant because 

Table 2.2 indicates that the loops are growing under thermal 

annealing. Interstitial loop growth In the absence of irradiation 

suggests that the material 1s in a nonequ1l1br1um state with net 

absorption of thermal vacancies by at least one sink. The fact that 

helium bubbles begin to appear after 10,000 hours at 600°C (ref. 48) 

or 1 hour at 700 to 750°C (refs. 157-159) appears to indicate that 

this sink is small helium/vacancy clusters which have a high capture 

efficiency for vacancies as initially suggested by Greenwood et a1. ,°* 

Although these studies covered a range of helium levels and 

annealing times and temperatures, a fairly consistent picture emerges 
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Table 2.2. Faulted loop evolution In heHum-Implanted and 
aged, solution-annealed 316 stainless steel a« b 

Average 
Helium Annealing Annealing Loop Loop 

Implanted Temperature Time Diameter Density 
(appm) (°C) (hours) (nm) (10 2 1 m"») 

100 200 1 5.0 7.0 
100 500 1 4.6 6.0 
100 600 1 10.9 1.8 
100 650 1 36.8 0.5 
100 700 1 45.0 0.14 
100 725 1 59.0 0.008 
100 750 0.55 99.0 0.005 

100 650 1 36.5 0.5 
100 650 2 52.5 0.3 
100 650 4 65.5 0.2 
100 650 16 81.9 0.1 
10 650 1 66.2 0.008 
100 650 1 36.0 0.5 
1000 650 1 28.5 6.5 
110 400 10 ,000 5.3 8.6 
no 500 10 ,000 9.8 8.2 
110 600 10 ,000 28 0.34 
no 700 10 ,000 None observed 

Reference 48, P. J. Mazlasz. 
Reference 145, D. J. Mazey and S. Francis. 

when the results are compared. For low (<50 appm He) helium concen­
trations and annealing times up to about one hour, faulted loops grow 
and coarsen up to about 750°C. At higher temperatures or for longer 
times at slightly lower temperatures the loops have all annealed out. 
At high helium levels (-1000 appm He), the loops grow until they 
unfault. The loop density tends to decrease and the average size to 
Increase as a function of time or increasing temperature. The bubble 
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Table 2.3. Bubble evolution In hell urn-Implanted and 
aged, solution-annealed 316 stainless steel a» D 

Average 
Annealing Annealing Bubble Bubble 

Temperature Time Diameter Density 
(°C) (hours) (nm) (10" nr») 
600 1 L 2.5 0.44 
900 1 L 3.9 1.8 
1000 ] L 8.6 0.17 
1100 1 L 15.1 0.054 
900 c 1 I 6.4 0.25 

600 lO.OuO 2.73 7.0 
700 10.000 5.50 0.33 

Reference 48, P. J. Mazlasz, 110 appm He. 
Reference 158, F. A. Smldt and A. G. Pleper, ~40 appm 
He. 

cSpec1men accidentally deformed; see text. 

densities which form and the temperature at which they are first 
observed are strongly dependent on the helium level. For one hour 
anneals, bubbles are not seen until the annealing temperature reaches 
700 to 750°C 1f the helium level 1s s50 appm. At -100 to 1000 appm 
He, bubbles are seen as low as 600°C after one hour and the densities 
are much higher at all temperatures. At higher temperatures and for 
longer times, the bubble size distribution coarsens with a concurrent 
decrease 1n their density. Smldt and Pleper point out the effect of 
dislocations on bubble formation In two specimens which were acciden­
tally deformed prior to annealing. These specimens were annealed at 
900 and 1000°C and revealed both larger sizes and a lower bubble den­
sity than their undeformed counterparts (see Table 2.3). These 
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results will be discussed further in Chapter 4 when the annealing 
study from the present work Is described. 

2.4.2 Dislocation Structure 

The dislocation structure of austenltic stainless steels 1s 
determined by thermal and mechanical treatment.T«.»»•.»•• Two common 
treatments are solution annealed and 20% cold-worked. The former 
condition can be achieved by fairly high temperature (-1050 to 1100'C) 
annealing for times as short as 30 mln. This results 1n a fairly 
homogeneous dislocation density on the order of 1 0 " to 1 0 " m~* 
(ref. 48). The 20% cold worked material contains ~l to 5 x 10 l* nr* 
of dislocation line length which Is quite heterogeneously distributed. 
The two major features are a coarse distribution of mlcrotwlns, 
stacking faults and deformation bands along with a finer distribution 
of dislocation n e t w o r k . i , , » n i These two components are reported to 
have different thermal stabilities. The dislocation network begins 
to show significant recovery and polygonlzatlon as low as 650°C while 
the coarse structure 1s stable against recrystalllzatlon up to about 
900°C 1n short term (-10 hours) aging.»•»->•• 

Under fait-neutron Irradiation, this dislocation structure 1s 
modified and consists primarily of three components: Frank faulted 
(sessile) dislocation loops, perfect (gllssile) or prismatic dis­
location loops, and a dislocation network. The relative fractions of 
these three components and the total density of dislocation line 
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length are functions of both the irradiation temperature and the 
accumulated dose.* ,» 7 ,' 1*°« 1* 1 Information concerning this dose and 
temperature dependence is summarized in Figure 2.5 (refs. 48,78,91, 
97,150,165-168). The general trend observed for temperatures greater 
than about 300°C is for the low dose structure to be primarily 
comprised of Frank loops, followed by a transition to a mixed popula­
tion of dislocation network and loops. This is consistent with the 
argument advanced above that the dislocation network can be generated 
by the growth and unfaulting of Frank loops. At temperatures greater 
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Figure 2.5. Character of dislocation structure in fast neutron-
irradiated, solution-annealed austenltlc stainless steel; from 
Mazlasz.** Data references In legend, from top to bottom, are: 
(I) Bloom and Stiegler, 1* 0 (2) Mazlasz,1** (3),(4) Brager and 
Straalsund,7" (5) Cawthorne and Fulton," (6) Barton et a l . / 1 and 
Brammon et a l . , 1 M (7) LeNaour et al., 1* 7 and (8) Bloom et a 1 . I M 
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than about 6O0°C, few loops are observed. F'gure 2.6 shows the tem­
perature dependence of the Frank faulted loop density in AISI type 
316 stainless steel. This figure includes some of the solution 
annealed data from Figure 2.5 (refs. 78,91,150) and additional solu­
tion annealed1** and 20% cold worked data. 1*** 1' 0 This data indi­
cates that similar loop populations evolve in spite of the fact that 
the initial dislocation density is more than a factor of 100 higher 
in the 20% cold worked material. 1* 1 However, Bloom and Stiegler 1 S 0 

have reported a suppression of faulted loop formation in 20% cold 
worked materials at 10 dpa and 450°C. This is consistent with the 
fact that the latter authors also observed less recovery of the dis­
location network at 450°C than did Brager and Straalsund.1*1 
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Figure 2.6. Temperature dependence of Frank faulted loop den­
sity in AISI type 316 stainless steel. Oata from Brager and 
Straalsund,7* Barton et al.,* 1 Bloom and Stiegler, , 5 0 Brager 
et a l . , " f and Brager. , 7° 



40 

Brammon et a l . 1 7 1 also report similar faulted loop densities 1n solu­

tion annealed and cold worked specimens. They Indicate that at 30 dpa 

there was a temperature range over which the faulted loops disappeared 

and were replaced by unfaulted loops and network. This temperature 

range was 450 to 480°C In solution annealed material and 495 to 530°C 

In 20% cold worked material. 1 7 1 

The maximum and average faulted loop sizes have been observed to 

correlate with the total dislocation density.1** In that work the 

average loop diameter in both solution annealed and cold worked 

material was approximately equal to the reciprocal of the square root 

of the total dislocation density. 1 7* This value Is roughly the mean 

dislocation spacing and is consistent with the proposed mechanism of 

near contact with another dislocation segment inducing a local stress 

that initiates the unfaultlng reaction described in Section 2.1 

(refs. 35.63,169). 

The network dislocation density 1s also observed to evolve 

toward a steady state value which Is Independent of the initial 

value. 7*» 7 7 This appears to be weakly temperature dependent below 

about 500 to 550°C and to decrease more sharply above this tempera­

ture as faulted loops no longer provide a significant source for the 

network.*••• , 7'» , T* Some representative data are shown in Figure 2.7 

(refs. 75,91,166,172). It is difficult to determine from the litera­

ture the degree to which the value of the network density depends on 

temperature. Often the total dislocation density 1s reported and the 
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Figure 2.7. Temperature dependence of network dislocation den­
sity in fast neutron-irradiated austenitic stainless steel. Data 
from Brager and Straalsund,7* Barton et al., f l Brammon et a l . , 1 " 
and Maziasz. 1 7* 

partitioning between network and faulted loop line length is not 

clearly stated. For example, the data from ref. 166 shown in 

Figure 2.7 include some looo contribution. The authors report the 

value of the total dislocation line length and make qualitative 

statements about its character. They report no faulted loops above 

525°C, a "few" at 512°C and increasing numbers below 500°C. They do 

report that the network value was 8.6 x 10 1* m - 2 at 480°C with the 

loop contribution raising the total to 1.02 x 1 0 , S m" 2 (ref. 166). 

With this as guidance, their data does reflect a trend of not only 

higher total dislocation density with decreasing temperature but also 

an increasing network dislocation density. This is somewhat in 

contradiction to the observations of Brager et a l . 7 7 that the network 

density is essentially temperature independent in the range of 450 to 
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600°C. Some of the discrepancy may be due to the fact that the two 
groups of researchers were examining slightly different steels (U.K. 
H316 versus AISI 316). An additional factor could be that there have 
not been a statistically significant number of measurements of the 
network dislocation density at each temperature. The uncertainty in 
such measurements Is typically rather large (e.g., 6 ± 3 x 10 1* or* 

In ref. 77) due to errors In thickness measurements, dislocation 
Invisibilities and the probable loss of dislocations to the surfaces 
during and after the preparation of thin foils. 1* 1 In this case dif­
ferences of a factor of 2 or 3 could easily be masked by data scatter 
and the question of what Is "constant" becomes more subjective. 

2.4.3 Cavity Structure 

The evolution of the cavity component of the Irradiated micro-
structure has received more attention than the dislocation component.1* 
Mazlasz** has summarized cavity statistics for a number of fast-reactor 
Irradiations of solution annealed austenltlc stainless 
steel.»•.•»,•*,»••.!••-»••."•,!»• Figures 2.8 and 2.9 are repro­
duced from his work.** Figure 2.8 1s a diagram showing the 
temperature/dose regimes 1n which various types of cavity microstruc-
tures are observed. The distinction between bubbles and voids 
described 1n Section 2.1 1s observed. Voids are described as being 
either predpltate-assodated or free in the matrix. In the inter­
mediate temperature range where precipitate-associated voids are 
formed, they tend to be formed at a lower fluence than matrix voids. 
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Figure 2.8. Character of cavities formed in fast neutron-
irradiated, solution-annealed austenitic stainless steel; from 
Maziasz.*' Data references in legend, from top to bottom, are: 
(I) Bloom and Stiegler, 1* 0 (2),(3) Brager and Straalsund, 7' 
(4) Lee et a 1 . , , 7 % (5) Cawthorne and Fulton, *7 (6) Barton et a l . , f l 

and Brammon et al., 1** (7) LeNaour et al . , 1 * 7 (8) Bloom et a l . , 1 " 
an-i (9) Kenfleld et al.' 7' 
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Figure 2.9. Temperature and fluence dependence of the void con­
centration in fast neutron-irradiated austenltic stainless steel; 
from Maziasz.* 0 Data references in part (a) are, from top to bottom: 
(1) Bloom and Stiegler, 1 1 0 (2) Brager and Straalsund,7* (3) Lee et 
al. , 1 7 ' (4) Barton et al., 0 1 and Brammon et al.,*•• and (5) LeNaour 
-* -' " 7 Legend In (b) is consistent with (a). a 
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Two likely causes for this observation are the precipitate acting as 

an efficient collection site for point defects and helium 1 7** 1 7 7 and 

surface energy effects due to the precipitate/matrix Interface.1** 

Figure 2.9(a) and (b) show the temperature and fluence dependence of 

void concentration. 7 ,»* l' , , ,' 1**« 1* 7 The general trends are: (1) a 

steep temperature dependence, sometimes with a change In slope near 

500 to 550°C, and (2) the attainment of a temperature-dependent satura­

tion value at a fairly low fluence. At high fluences, the voids 

reach diameters up to -300 nm while the bubbles remain less than 5 nm 

(ref. 48). The bubble density may be much higher than the void den­

sity as shown In Figure 2.9(a) but their small size limits their 

contribution to the overall swelling. 

The same general trends are also observed In 20% cold worked 

material. In early work the reported Influence of cold working was 

to reduce swell1ng. , i 0» , 7 a Patchy void formation was observed par­

ticularly 1n regions where the as-cold-worked dislocation network 

showed signs of recovery.*•• Later work following higher fluence 

Irradiation experiments Indicated that the primary Influence of cold 

work was to extend the Incubation time for void swelling and that 

once the Incubation time had been exceeded similar void densities and 

swelling rates were observed. 7 7» 1** This Is consistent with the 

observed evolution toward a "steady state" dislocation structure 

which is independent of initial thermomechanical treatment as dis­

cussed above. 
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The scenario for void formation from helium-stabilized bubbles 
was described In Section 2.1. One consequence of void formation by 
this process should be the appearance of bl-modal cavity distributions. 
This would be the result of early bubble-to-void conversion and void 
growth leading to a lowered vacancy supersaturatlon. The reduced 
supersaturatlon would In turn result In an Increased critical cavity 
radius effectively trapping a bubble population below the critical 
size. This result was explicit In the early modeling work of Odette 
et a 1 . l • , » 1 , 1 and in a recent review, Mansur et al. 1'" have col­
lected an extensive list of references In which bl-modal distributions 
were reported In various Irradiated materials. A part of Table 1 
from that work 1 7" Is reproduced In Table 2.4 and shows the broad 
experimental support for this mechanism of void formation. Hansur et 
al. pointed out that mos* ' the references In Table 2.4 are fairly 
recent.*71 Earlier wor i may not have observed the population of 
fairly small (~1 to 3 nm diameter) bubbles when using transmission 
electron microscopes which had more limited resolution. Therefore 
the phenomenon of blmodal cavity distributions may be even more 
general than Table 2.4 Indicates. 

2.4.4 Swelling Behavior 

An overview of the swelling behavior of AfSI type 316 stainless 
steel Is provided by reference to the RS-1 experiment 1n the 
EBR-Il. #*t # a.»»* This experiment was designed to irradiate a number 
of heats of 20% cold worked type 316 stainless steel to doses up to 



Table 2.4. Reported observations of blmodal cavity size 
distributions In austenltic stainless steels 

Alloy Source of 
Irradiation Investigators encT 

Type 316 SS Neutrons (E8R-II) Brager & Straalsund 
(1973) 

78 

Type 316 SS Neutrons (HFIR) Nazlasz et al. (1976) 179 
Type 316 SS Neutrons (EBR-II) Mazlasz & Grossbeck 

(1981) 
95 

Type 316 SS Neutrons (EBR-II) Hishlnuma et al. (1982) 160 
Type 316 SS Neutrons (EBR-II) Brager & Garner (1981,84) 181,182 
Type 316 SS Neutrons (HFIR) Brager & Garner (1983,84) 96.183 
Tl-modlfled Neutrons (HFIR) Mazlasz & Braskl 184 
PCA (1984) 

T1-mod1f1ed 
PCA 

Type 304 SS 

Neutrons (HFIR) Imeson et al. (1984) 185 T1-mod1f1ed 
PCA 

Type 304 SS Ions (He pre- or SpUznagel et al. (1982) 186 
colnjectlon) 

Type 316 SS Ions (He colnjectlon) Kohyama et al. (1984) 187 
Austenltic Ions Slndelar et al. (1984) 188 
Fe-Cr-NI-Mo 

Type 316 SS Ions Slndelar et al. (1985) 189 
T1-mod1f1ed Ions (He colnjec­ Lee et al. (1983) 190 
316 tlon, pulsing) 

Type 316 SS Ions (He pre- or 
colnjectlon) 

Levy et al. (1985) 191 
Austenltic Ions (He pre- or Lee & Mansur (1985) 192 
Fe-Cr-NI colnjectlon) 

Type 321 SS Ions (He pre-
Injectlon) 

Mazey & Nelson (1976) 157 
Austenltic Ions (He pre- or Packan & Farrell (1979, 61.193 
Fe-Cr-N1-Mo colnjectlon) 83) 

Austenltic Ions (He co- Ayarval et al. (1979) 194 
Fe-Cr-NI Injection) 

Tl-modlfled Ions (He pre- or Ken1k et al. (1979. 81) 107,195 
316 SS colnjectlon) 

Type 304 SS Ions (He pre- or 
colnjectlon) 

Choyke et al. (1978,81) 196 
Type 316 SS Ions (He colnjectlon) Wood et al. (1981) 197 
Type 316 SS Ions (He colnjectlon) Ayrault et al. (1981) 198 
T1-modi fled Ions (He colnjectlon) Hishlnuma et al. (1981) 180 
316 
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85 dpa 1n the temperature range of 370 to 650°C. These conditions 
exceeded the requirements of temperature and dose required for ser­
vice as cladding material In the first core of the Fast Flux Test 
Facility (FFTF). Several of the heats Included in the RS-1 experi­
ment were melted and formed in accordance with the specification for 
FFTF first core cladding.•* These heats were designated BB, CN-13, 
CN-17, X and 81615C and will be collectively referred to below as the 
first core heats. The RS-1 experiment also Included several other 
heats which did not meet first core specifications because of 
deviations 1n either composition or fabrication. 

The swelling of the first core heats Is shown as a function of 
irradiation dose in Figure 2.10(a) and (b). The Irradiation dose In 
dpa was obtained by multiplying the reported fast-fluence by a con­
version factor which Is dependent upon the neutron spectrum flux and 
hence upon the axial position In the core." 2 This 1s reflected In 
different conversion factors for different Irradiation temperatures. 
A typical spectral-averaged displacement cross section for fast-
reactor irradiations 1s 5 dpa per 10** n/m1 (E > 0.1 MeV). The 
actual values In the RS-1 experiment range from 4.6 to 5.2 (ref. 152). 
in Figure 2.10 the data have been shown as three trend bands for the 
temperature ranges indicated. These temperatures do not correspond 
to the design temperatures mentioned above since subsequent analysis 
has indicated the actual irradiation temperatures deviated from the 
design values. , , f Most earlier analyses of these data have not taken 
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this Information Into account.•*.•>.>«*,»«J.*«« The deviations from 

the design temperatures Increased with exposure due to unpredlcted 

declines 1n the gamma heating.1** Hence the experiment was not 

completely Isothermal — tne largest decrease was 30°C for the speci­

mens designed to be at 650°C. This 1s potentially significant to the 

analysis of these results because of the reported sensitivity of 

swelling to temperature changes.• a• , 0 I«* 0 , The temperatures used In 

this work are averages o* the recalculated temperatures for the four 

discharges of the RS-1 experiment. These values are compared to the 

design values 1n Table 2.5. The actual temperatures shown In Table 

2.5 reflect a significant compression of the temperature range when 

compared to the design values. 

Table 2.5. Revised average and design 
irradiation temperatures In the 

RS-1 experiment 

Temperature, °C 

Average Design 

377 370 
396 400 
419 433 
444 467 
465 500 
485 533 
509 567 
530 600 
562 650 

The data In Figure 2.10 show the approximately bilinear swelling 

behavior referred to earlier. There is a temperature-dependent 
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incubation time followed by a transition to "steady state" swelling. 
The width of the data band is not solely due to the range of tem­
peratures. The representative data points at each of the three tem­
peratures in Figure 2.10(b) give an indication of the scatter at any 
one temperature. In addition, there are heat-to-heat variations in 
swelling.7* This is illustrated by comparing Figure 2.10(b) with 
Figure 2.11 where all of the U.S. heats of 2Q%-cold-worked 316 
stainless steel from the RS-1 experiment have been included. In the 
latter figure the scatter in the data at 80 dpa has almost doubled. 

ORNL-DWG MC-14M0 
40.0 

30.0 

0 
§ 20.0 
ui 

CO 

10.0 

0.0 
0 20 40 60 80 100 

DOSE (dpa) 

Figure 2.11. Fluence dependence of swelling at 509 to 562°C for 
all U.S. reats in the R5-1 experiment. Data from Bates and Korenko,*' 
Yang and earner," and Garner. , t 2 
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From an engineering standpoint, data such as shown In 
Figures 2.10 and 2.11 can be useful In spite of the scatter. For any 
reactor design, it Is unlikely that the actual operating temperature 
of a component will be known with much greater certainty than the 
temperature ranges shown in these figures, and some temperature fluc­
tuations may be anticipated. One can make conservative use of such 
data by using the upper bound of the data trend curves. It Is more 
difficult to use these data for fundamental studies of the behavior 
of fast-neutron-lrradiated materials. Nonetheless, In a sufficiently 
large data base, valid trends may be observed. 

One attempt has been made to determine the temperature depend­
ence of the swelling rate In the materials Irradiated In the RS-1 
experiment. Garner has pointed out the hazard of looking at the 
swelling rate when the irradiation dose Is too l o w . l , , « , , J The 
approach followed here was to calculate the swelling rate assuming 
linear swelling between the values measured at the two highest doses. 
This dose Increment was 50 to 59 dpa at 396°C, 62 to 72 dpa at 419°C, 
51 to 60 dpa at 445°C, 69 to 82 dpa at 466*C, 62 to 74 dpa at 485'C. 
74 to 87 dpa at 509°C, 70 to 81 dpa at 530°C, and 73 to 65 dpa at 
562°C. Reference to Figure 2.10 Indicates that, except for the lowest 
temperatures, such swelling measurements would be well beyond the 
incubation and transition regimes. The average linear swelling rates 
have been plotted in Figure 2.12 as a function of swelling. The 
swelling values on the abscissa of Figure 2.12 are the average of the 
two values over which the swelling rate was calculated. Figure 2.12(a) 
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shows all the data broken into two rough temperature bands with most 
of the data approaching a value of about 0.8%/dpa at the highest 
swellings. The trend with swelling is clearer In Figure 2.12(b) 
where only the lowest four temperatures are plotted. Here the 
Influence of the transition regime Is clearly seen at the lowest 
swellings, as Garner Indicated. No Influence of temperature can be 
seen for these four temperatures. However, Figure 2.12(c) indicates 
that there may be some temperature dependence at the higher tempera­
tures. This figure shows a region of considerable data scatter 
around 0.6%/dpa for all four temperatures. This scatter 1s to be 
expected given the scatter In the swelling data In Figures 2.10 and 
2.11. However, there 1s also a clear separation of three groups of 
data at 509, 530 and 562°C. Data are available over the largest dose 
range at 509°C and the calculated swelling rates Indicate that at 
this temperature the swelling rate Is fairly constant between swell­
ings of 12 and 25%. This supports the assumption that the calculated 
swelling rate of ~0.7%/dpa at 25% swelling represents a steady-state 
value. Therefore, the data at 562°C are particularly significant 
because the swelling rate Is almost a factor of 2 greater than at 
530°C at the same swelling and 50% higher than the 509°C data which 
is at an even higher swelling. Heat-to-heat variations cannot be 
responsible for this grouping because each temperature set has all 
five first-core heats included. The observed scatter at the three 
highest temperatures in Figure 2.12(c) do reflect specimen-to-specimen 
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variations at any one dose and temperature condition. These varia­
tions have been neglected In the data which were highlighted. Exam-
inlng all the data Indicates some overlap of the calculated swelling 
rates at the extremes, but this does not alter the conclusion of an 
apparent marked temperature dependence persisting to fairly high doses. 

Four environmental or Irradiation variables which are known 
to Influence swelling are the damage r a t e , , , T ' , , % He/dpa 
ratio,••••*,»•»,»•» stress*• ,"* , 1 and temperature changes during 
irradiation.•«.••».*•«.»••,»•• Before closing this chapter, each of 
these four will be discussed in the light of the general theoretical 
concepts which are believed to govern void swelling. Some of these 
data will be discussed 1n more detail below when the results of the 
present work are described. 

The effect of stress 1s perhaps the least ambiguous. Recent 
exper1ments , 0 ,~ ,° 7 have shown that applied tensile stresses up to the 
proportional elastic limit of the material tend to decrease the 
swelling Incubation time. Stresses In excess of the proportional 
elastic limit can extend the Incubation time due to the Introduction 
of additional dislocations In the specimen.*•«.*•• The effect Is 
most significant at relatively high temperatures (I.e., greater than 
about 600°C). Garner et al. 1 0* summarized the results of several 
experiments and indicated that the following relationship described 
the Influence of an applied hydrostatic stress, o H, on the incubation 
parameter,•' t, at a temperature, T: 
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t(T.o H) . x 0(T) - q(T) o H . (2.9) 

In Equation (2.9) t Is the stress-free Incubation parameter and q(T) 
is the experimentally determined stress correction factor.*•• Using 
the results of two heats of 20% cold-worked type 316 stainless steel. 
Garner et al. found q(T) - 0.015 x 10 , # n/m*/MPa for T < 60O°C, but 
that It rapidly Increased at higher temperatu cs; q(T) = 0.061, 0.31 
and 1.58 at 650, 700 and 750°C, respectively. 

The temperature dependence of this effect correlates with the 
temperature dependence of the critical cavity s1ze, l 2*• , 1• and stress 
has been shown to reduce the critical cavity size In a way which is 
consistent with the experimental observations.a,».*»1 The effect of 
stress Is to Increase vacancy emission from dislocations. This pro­
vides a small Increase In the vacancy supersaturatlon. For high 
temperatures, where the supersaturatlon Is low, this Increment In the 
supersaturatlon due to stress can be significant. This would lead to 
a reduceo *~1t1ca1 cavity size and hence a reduced Incubation time. 

The effect of nonlsothermal irradiation can also be understood 
In terms of the critical cavity size and the effect of temperature on 
microstructure. The dependence of swelling on temperature changes Is 
somewhat complex, depending on whether the temperature change takes 
place early or late relative to the Incubation time and whether the 
temperature increases or decreases. Yang and Garner have discussed 
several experiments." Unfortunately, some of their analysis was 
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based on the erroneous. Initially reported temperatures from the RS-1 
experiment discussed above. This makes it difficult to determine 
both the sign and the magnitude of the temperature changes in some 
cases. The general trend in these experiments Is for there to be a 
period following the temperature change during which the microstruc-
tures (cavity and dislocation densities) adjust to the new tempera­
ture. This is followed by swelling behavior which is characteristic 
of the new temperature. The influence of the previous temperature 
may persist 1f the mlcrostructure, 1n particular the cavity density, 
does not reach the value which would be obtained In an isothermal 
Irradiation at the new temperature. 

Makin*0* has reported on a large number of high voltage electron 
microscope (HVEM) irradiation experiments. That work shows a strong 
correlation between the swelling rate at any temperature and the 
cavity density which has developed. He indicates U.U, following a 
change in temperature, the swelling rate is determined by the cavity 
density and the new temperature. Because the swelling rate Is not a 
monotonic function of the cavity density, changes between any two 
temperatures can lead to either an increase or a decrease 1n the 
swelling rate.* , , 

A representative example of the effect of temperature changes Is 
provided by the data of Bates'" which were also analyzed by Yang and 
Garner.•' In one of these experiments, specimens which had been 
Irradiated at nominal temperatures of 533, 600 and 650°C for up to 
about 25 dpa were retrradiated at 625°C for another 25 dpa. The 
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specimens which experienced the ±25°C temperature change evidenced 
little effect, while the specimens which experienced the 92°C tem­
perature Increase showed a clear reduction In swelling for about 
15 dpa. The swelling was only about 0.5% at the time of the tem­
perature change, and the results of the 93°C temperature Increase are 
consistent with the behavior that would be expected If cavities which 
were small voids at 533°C were below the critical -ize at 625T. 
Such cavities would shrink until subsequent irradiation had supplied 
additional gas to promote them to voids at the higher temperature. A 
second experiment involved large temperature reductions from initial 
values of 526 and 585°C to 416. 431 and 458°C (Initial T « 526) and 
423, 442, 498 and 503°C (Initial T « 585°C). The temperature change 
was gradual and began at about 30 dpa, near the end of the Incubation 
regime for an Isothermal irradiation. The Irradiation was terminated 
at 50 dpa. In all cases the swelling was significantly increased 
relative to isothermal irradiation and the increase was greater for 
specimens which saw greater temperature decreases. This result can 
also be understood In terms of the effect of temperature on the criti­
cal size. Cavities which were subcrltical at the higher temperatures 
would exceed the critical size for unstable void growth as the tem­
perature decreased. This would result in an abrupt termination of 
the incubation regime and rapid swelling. 

The effect of damage rate in experiments which use charged par­
ticles to simulate neutron damage has received considerable attention 
because such dose rates are typically a factor of 100 to 1000 times 
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the fast reactor value.".»•.»»»-*»• However, dose rate has often 
been a neglected variable In neutron-Irradiation experiments. These 
experiments typically experience dose rates which vary by at least a 
factor of 2 as a result of spectral differences between various loca­
tions 1n the reactor.»«».»•»,*•• Recent data from the French fast 
breeder reactors PHENIX and RHAPSOOIE have demonstrated that such 
relatively small variations in the dose rate can have a major effect 
on mlcrostructural evolution.»«7.*»» That work involved irradiations 
at temperatures between 577 and 617°C up to about 55 dpaF (1 dpaF -
0.77 dpa NRT). The dose rate In these Irradiations varied between 
6 x 10" T and 2 x 10~* dpaF/sec. The major trends observed include: 
(1) a higher dose rate increases the total dislocation density as a 
result of enhanced loop formation and (2) the higher dose rate results 
in an extended swelling incubation time. These two results are con­
sistent with the higher dislocation density leading to a reduced 
vacancy super^aturation at low doses. This would in turn incease 
the critical cavity size and hence increase the dose required for the 
cavities to become voids. The actual sftuation may be somewhat more 
complex since the higher dose rate would also tend to increase the 
vacancy supersaturation. 

The effect of the He/dpa ratio on microstructura^ evolution has 
been examined most extensively in charged particle irradiations; the 
major observations have been summarized above. One significant 
result from a dual ion irradiation is shovn in Figure ?.I3 {ref. 10/). 
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Figure 2.13. Influence of He/dpa ratio on cavity formation and 
void swelling in a titanium-modified type 316 stainless steel Irra­
diated to 70 dpa at 625°C. Photographs from Kenik and Lee, ref. 107. 

In this experiment, Kenik and Lee irradiated a titanium-modified type 
316 stainless steel with 4 MeV Ni ions to 70 dpa at 625°C. The He/ 
dpa ratio was varied by injecting helium to the desired level using a 
second accelerator. The value of 0.2 appm He/dpa represents near fast 
breeder conditions, and the 20 appm He/dpa simulates fusion conditions. 
The no-helium case provides a reference point for the others. The 
results indicate that swelling may not be a monotonic function of the 
He/dpa ratio. This observation Is consistent with theoretical work 
which predicted a swelling peak at intermediate He/dpa ratios. 1 0 1 

This follows directly from the observed He/dpa ratio dependence of 
the cavity density and the critical radius concept. If one adopts 
the low ne/dpa ratio result as a reference case, small increases In 
the He/dpa ratio serve primarily to shorten the swelling incubation 
time by providing more gas to drive bubble-to-void conversion. If 
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incremental Increases in the cavity density are also observed, then 
higher swelling rates could also result If the cavities do not become 
the dominant sink In the system. For large Increases In the He/dpa 
ratio, an alternate path of cavity evolution may be followed. In 
this case high bubble densities result In an extended Incubation time 
as the helium and vacancies must be partitioned to many sinks. If 
the cavities become the dominant sink, bubble-to-void conversion may 
be eliminated altogether and only bubble swelling would be observed. 

Only a limited amount of information about He/dpa ratio effects 
has been obtained under fast-neutron Irradiation. Most of this work 
has involved comparisons of Irradiation experiments In the EBR-II and 
the HFIR. There Is sufficient data from both reactors to permit direct 
comparisons for only one heat of solution-annealed and 20% cold-worked 
type 315 stainless steel, the DO-heat. %•••••• ,• ,• ,• , , ,.»•».»•».*»• 
The comparison Is somewhat complicated by differences In damage level 
and Irradiation temperature as well as uncertainties about the HFIR 

irradiation temperatures. The dose dependence of the 00-heat 
swelling data Is shown 1n Figure 2.14 (ref. 153). The data shown in 
Figure 2.14 indicate that the increased He/dpa ratio 1n the HFIR can 
lead to either increases (SA) or decreases (CW) In swelling relative 
to EBR-II. This observation can be understood If the cavity distri­
butions for the various conditions are examined. A comparison cf 
these cavity distributions Is shown In Figure 2.15. Parts (a) and 
(b) of Figure 2.15 compare specimens of 20% cold-worked 00-heat that 



62 

*f «2 

•0 

a -

6 -

a *h 

— i — ; — ; — i — i — r -

SAfflO-HEATlSttSS 
> - DATA OF BRAGER AM) GARNER 
• - MFIR 
o-EBR-n 

425-680 «C 

„ • ; < * • 
-S00-63CC 

&e£*3L J I I 1 I . 
10 2 0 3 0 4 0 5 0 6 0 7 0 8 0 3 0 

FLUENCE («po> 

14 

I 6h 

4 -

2 -

• -HFIR 
D-EBR-B 

(500-630 -Ci-

'M 

YE-13605 
~I ! 
o 

o 

r-*25-«eO«C 

O tO 20 30 40 30 60 
FLUENCE WtKll 

70 BO 90 

Figure 2.14. Comparison of the swelling behavior of solution-
annealed and 20% cold-worked DO-heat in the HFIR and EBR-II. Figures 
from Maziasz, ref. 153. 

were irradiated in the EBR-II (a) and HFIR (b). The irradiation tem­
peratures were 500 to 550°C and dose was 69 dpa in EBR-II and 61 dpa 
in the HFIR. There is a clear qualitative difference between the 
cavity microstructures which have evolved. The HFIR specimen has. a 
high density of fairly small bubbles, while the EBR-II specimen has 
primarily large voids, many of which are attached to precipitate par­
ticles. The apparent influence of the higher He/dpa ratio in the 
HFIR has been to promote bubble formation to such a degree that the 
bubbles have failed to reach the critical size by 61 dpa. 

A comparison of solution-annealed specimens irradiated In the 
EBR-II and the HFIR is shown in Figure 2.15(c,d). Although the dose 
is somewhat lower for the solution-annealed specimens, the solution-
annealed material from the HFIR is quite similar to either cold-
worked or solution-annealed material in the EBR-II. The difference 
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(a) EBR-I 
YE-13590 

KFIR 

Figure 2.15. Comparison of the cavity distributions observed in 
the DO-heat of type 316 stainless steel after irradiation in the 
EBR-II (a,c) and HFIR (b,d) at 500 to 550°C. Specimens shown in (a) 
and (b) were initially 20X cold-worked while those in (c) L.\4 (d) 
were solution-annealed. (Photographs courtesy of P. J. Maziasz, ORNl.) 
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between the cold-worked and solution-annealed material In the HFIR 
could be an effect of the Initial dislocation density on bubble for­
mation. Dislocations are known to provide favorable bubble nuclea-
tlon sites and at low doses a higher bubble density forms In the 
cold-worked material. This can lead to swelling suppression by the 
helium and vacancy partitioning arguments advanced above. The bubble 
density In the solution-annealed material apparently failed to reach 
a sufficiently high value to suppress void formation. In this latter 
case the effect of the higher helium level was to shorten the swel­
ling Incubation time by promoting bubble-to-vo1d conversion. These 
results tend to confirm the hypothesis advanced by Odette and 
co-workers'•*%»•» that mlcrostructural control may be one method of 
suppressing (or delaying) swelling In austenltlc stainless steels. 
Recent work by Mazlasz and B r a s k 1 l , , • , l 1 and by Mansur et a l . l 7 f sup­
ports this contention. 

Finally, 1t should be pointed out that an alternative Interpre­
tation of the high fluence fast reactor swelling data and the HFIR/ 
EBR-II comparison has been advanced by Garner and B r a g e r # * ' l , , ' l , l ~ 
>• i.iti-ui a n d Garner and Wolfer." 1 These workers have focused on 
the effects of compositional fluctuations and the evolution of precip­
itation under irradiation and contend that It plays the dominant role 
in determining the response of irradiated alloys;" 1 they Indicate that 
microstructural evolution is due to a concurrent mlcrochemical evolu­
tion which Involves primarily carbon, silicon and nickel. They state 
that the average nickel content of the matrix is a reliable indicator 
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of having attained the "steady state" swelling rate In austenltlc 
stainless steels. If Cc. C$i and C m are the Initial atomic frac­
tions of these alloy components, then the critical matrix nickel con­
tent Is given to be C^\ « C^i - 3 (C51 + CQ) (ref. 221). For a type 

* 316 stainless steel. C m - 9%. This nickel depletion of the matrix 
is a result of the formation of precipitates which are rich in both 
nickel and silicon. Some of these nickel- and silicon-rich precipi­
tate phases are thermally stable (e.g., eta) and are enhanced under 
Irradiation while otners do not form thermally in type 316 stainless 
steel (e.g., Y ' and G phase) and appear to be radiation 
Induced.••,••,»••,***,»»• 

Radiation-Induced solute segregation Is known to play a signif­
icant role In the mlcrostructural evolution of Irradiated materials. 7* 
For example, point defect diffuslvftles are known to be sensitive to 
the concentrations of solutes such as s111con. ,**«"* The depletion 
of the fast diffusing silicon would tend to increase the effective 
vacancy supersaturatlon by lowering the self-diffusion coefficient. 
This would 1n turn permit easier void formation." 7 However, the 
fact that nickel has been observed to segregate to void surfaces 1* 7'"* 
seems inconsistent with the argument that voids preferentially form 
1n nickel-depleted regions. Maziasz*' has pointed out that the 
observed nickel depletion may be a result of void formation, and not 
the cause. 
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The influence of the He/dpa ratio on microstructural and micro-

chemical evolution remains an unresolved controversy. While Maziasz 

and co-workers see significant qualitative and quantitative differences 

between the results of OO-heat irradiations in the HFIR and 

EBR-li.**.* 1.»».* 0*.* i« Garner and Brager report relatively little 

e f f e c t . , , , • 1 , , ' 2 t * The latter workers point out that the absolute 

swelling levels in some cases are not too different in the two reac­

tors and believe that the progression of an inevitable microchemlcal 

evolution will eventually lead to the same behavior at any He/dpa 

ratio. However, a recently completed experiment lends support to the 

conclusion that swelling can be Influenced by the He/dpa ratio via 

U s effect on the cavity density.*'° This experiment included both 

solution-annealed and 20% cold-worked specimens of the U.S. fusion 

program's prime candidate alloy (PCA) and N-lot type 316 stainless 

steel. The specimens were Irradiated In the HFIR for about 22 dpa at 

400, 500 and 600°C. These same specimens were then irradiated at the 

Game temperature in the FFTF for another 35 dpa. Based on experi­

ments in the EBR-II, Irradiation of the 20% cold-worked N-lot speci­

mens to 60 dpa in a fast reactor neutron spectrum should have led to 

about 10% swelling. The observed swelling in the sequential irra­

diations was about 0.5% at 600 CC and 1.8% at 500°C. The swelling of 

the other specimens in this experiment was similarly reduced. These 

observations ire consistent with the high He/dpa ratio in the HFIR 

having led to a high bubble density that suppressed subsequent 
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bubble-to-void conversion in the FFTF which has a much lower He/dpa 
ratio. This could result from a combination of two effects: (1) the 
high bubble density can suppress the vacancy supersaturatlon leading 
to an Increased critical cavity size and (2) the available helium 
must partition to more bubbles requiring more time for any one bubble 
to obtain the critical number of gas atoms. Higher fluence Irra­
diation In the FFTF and mlcrostructural examination of these speci­
mens should help clarify these results. The resolution of this Issue 
has significant Implications for near-term fusion reactors and some 
of the work presented below alms to Improve the theoretical 
understanding of the Influence of the He/dpa ratio. 



68 

CHAPTER 3 

THEORETICAL MODELS 

This chapter contains a discussion of the theoretical models 
which have been developed and used 1n this work. The assumptions upon 
which these models are based and the limitations to their use are 
discussed where appropriate. This work builds on the foundation of 
the rate theory, as discussed in Section 2.3. The new work presented 
here Includes the development of analytical expressions for helium 
bubble parameters using a hard sphere equation of state, a direct com­
parison of the Importance of helium and vacancy accumulation In void 
nucleatlon and the development of a detailed composite model of 
mlcrostructural evolution. Rather than foregoing a discussion of the 
results of the calculations until a later chapter. It seemed most 
natural to discuss these results as they are presented. The key 
results will once again be summarized in Chapter 5. 

The philosophy which guided the modeling effort was to Include 
sufficient detail so as to permit the description of the physical pro­
cesses which are known to be important while avoiding unnecessary 
complexity. "Sufficient" detail can be defined as that level of model 
sophistication which permits one to predict observed data trends for 
the experimental conditions of interest, while "unnecessary" complex­
ity is that which leads to a proliferation of largely unknown physical 
parameters. There is some trade-off involved here. Even simple 
models include parameters for which no well-defined value exists. 
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Model predictions can vary significantly depending on the values 
assumed for parameters such as the dislocation-Interstitial bias or 
the matrix surface free energy. In addition, equivalent results can 
often be obtained with different sets of parameter values. More 
detailed models typically have more parameters. However, Including 
more detail (additional physical mechanisms) can constrain the problem 
by limiting the range of parameter values which give rise to reason­
able predictions. This will be discussed 1n more detail below. 

3.1 Helium Equation of State 
3.1.1 Introduction 

Before proceeding to describe the general features of the models, 
the equation of state used to compute helium bubble parameters will 
first be discussed. The Importance of transmutant helium In promoting 
void formation was described above; hence modeling void swelling 
requires solution of equations describing helium bubble behavior. The 
ideal gas law provides a first approximation for this purpose; how­
ever, for small bubbles the Internal gas pressures are much too high 
to be adequately described by this simple equation of state. 

The three parameters of most Interest are the stable bubble 
radius, r. , the critical bubble radius, r* and the critical number of 
helium atoms, m* . Expressions for these parameters are first derived 
for the Ideal gas case. The use of a more complicated hard sphere 
equation of state 1s then discussed. Numerical calculations of the 
helium bubble parameters using the hard sphere equation of state are 



70 

presented and compared with the Ideal gas results. The comparison 
Indicates that the functional dependence of the critical bubble param­
eters on a variety of physical variables Is generally preserved. This 
has permitted the formulation of two "master curves" which describe 
the deviation from Ideal gas behavior as a function of the effective 
vacancy supersaturatlon only. The use of the master curves provides 
simple analytical expressions for the minimum critical radius 
r*(n£ ) and n£ analogous to the ideal gas results. In addition, the 
helium bubble radius computed using the hard sphere equation of state 
was found to deviate 1n a systematic way from the Ideal gas radius. 
Hence, a third master curve was developed which allows the direct 
calculation of the "real gas" bubble radius from the Ideal gas value. 
A rate theory based model of void swelling was used to demonstrate 
that results obtained using the analytical expressions preserved the 
accuracy of numerical solutions. 

3.1.2. Critical Helium Bubble Parameters 

In the context of the rate theory description of void 
swelling,'•»»•••»»* the equation describing the growth rate of a 
cavity with radius r is: 

Zf ' k < Z v ° v C v - Z5°i Ci - Zv°v Cv> . < 3 ^ 

wnere Z^D vC v and Z^O^C^ are the point defect fluxes impinging on a 
cavity of radius r , and Z^D C c is the rate of vacancy emission from 

v V V V 
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the cavity. The parameters F and F In Equation (3.1) are geometric 
terms used to compute the surface area (Fr!) and volume (F rj) of 
nonspherlcal cavities. 7*• ,* 1 For a sphere, F = 4u and F y • 4n/3. 
Values for F and F will be discussed in Section 3.3.1.1. The capture 
efficiencies (Z c and Z^) In Equation (3.1) are frequently taken to be 
equal to 1.0; here they reflect the multiple sink strength correction 
to the cavity sink strength as given In Section 3.3.1.3. The vacancy 
concentration In local equlHbriur <*1th the cavity Is: 

t • < »p \h <£ - » ] • »-2> 
In Equation (3.2) C e 1s the thermal equilibrium vacancy concentration, 
fl Is the atomic volume, Y 1s the surface free energy, P 1s the cavity's 
Internal gas pressure and kT has Its usual meaning. In the following 
discussion, two types of cavities are distinguished. Cavities which 
are stabilized by their internal gas pressure (I.e., P ~ 2Y/r ) are 
referred to as bubbles while cavities which are primarily agglomera­
tions of vacancies, P « Zylr , are called voids. 

3.1.2.1 Ideal Gas Results 
For purposes of Illustration, the ideal gas behavior will be con­

sidered first. A typical plot of Equation (3.1) 1s shown In Figure 3.1, 
where m„ Is the number of helium atoms in the cavity and r and r* 
denote the stable bubble and critical bubble radii, respectively. The 
parameter S 1s the effective vacancy supersaturation: 
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Figure 3.1. Typical plot of the cavity growth rate as a func­
tion of the cavity radius. 
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(3.3) 

Due to the irradiation-induced vacancy supersaturation, r. generally 
exceeds the radius of an equilibrium bubble with the same helium con­
tent by a small fraction; hence P is somewhat less than 2Y/r.. The 
roots of Ea-arion (3.1) can be obtained by substituting Equation (3.2) 
for cj; in t'quation (3.1) and setting P = mUis kT/F r'. Equation (3.1) v ' ' He v c 
then becomes: 
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The curves labeled I and II, III and IV In Figure 3.1 represent 
three different cavity states: subcrWcal, critical, and supercriti­
cal, respectively. Mathematically, they descr.je the situations In 
which Equation (3.1) or Equation (3.4) have: (1) three real and un­
equal roots; (2) three real roots of which at least two are equal; or 
(3) one real root and two conjugate imaginary roots. 2 1* One of the 
three roots of Equation (3.4) 1s always negative. When they exist, 
the real and positive roots are denoted here r. and r*. The region of 
negative dr./dt in Curves I and II represents a barrier to void nuclea­
tlon. If a cavity absorbs excess vacancies without a proportional 
Increase In nt. , the probability of vacancy emission Is Increased, and 
the cavity (bubble) will tend to shrink back to r.. Of course, sta­
tistical fluctuations would still allow a small number of cavities to 
reach r* at which time they would be considered voids. This Is the 
process of classical nucleatlon. For cavities larger than r* no 
barrier to further growth exists, and such cavities grow unstably by 
vacancy absorption. In Curve III, m H « m* and r. » r*. This case 
represents bubb1e-to-vo1d conversion by the accumulation of transmutant 
helium. This 1s believed to be the most likely mechanism of void for­
mation In irradiated stainless steels. For damage rates characteris­
tic of neutron Irradiation conditions, classical nucleatlon rates are 
much too low to explain the experimentally observed void densities. 
This is particularly true for temperatures greater than about 500°C, 
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even when effects such as solute segregation or heterogeneous nuclea-
tlon are Involved.••,'•.»»-••,•» Finally, Curve IV would describe a 
cavity with ni. > n£ for which only void growth Is possible. In this 
case there are no physically realistic roots to Equation (3.4), and 
the void radius must be computed by Integrating Equation (3.1} 
directly. The critical bubble parameters will be discussed further in 
the context of void nucleatlon 1n Section 3.2.2.2. 

The critical number can be obtained by solving Equation (3.4) for 
the case In which r. « r*. 1 1 1 The critical radius Is In turn found 

D c 
by substitution. The results are: 

. 32Fvrv V T « T 
V • ir LrrJ |_Tn5j ; ( 3- 5 ) 

r c ( m H e ) • 3kTTH5 ' ( 3 * 6 ) 

These equations reveal the Important parametric dependencies of r* and 
m* and can be used In modeling studies to predict the point at which 
helium stabilized bubbles convert to voids. However, as will be shown 
In the next section. Equation (3.5) significantly overpredlcts the value 
of the critical number, and Equation (3.6) underpredlcts the minimum 
critical radius when compared to the values obtained with a hard 
sphere equation of state. 

3.1.2.2 Results Using Hard Sphere Equation of State 

The equation of state used 1n this study was developed by 
Brearley and Maclnnes."* Compressibilities computed using th»lr 
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hard sphere equation of state (HSEOS) show good agreement with the 
somewhat limited amount of high pressure helium data. Although this 
data was taken at a relatively low temperature (~65°C), the fact that 
the approximation of gas atoms as rigid spheres improves at higher 
temperatures and pressures provides confidence In the required extrap­
olation. 1 , J The equation of state has the following form: 

PV_ „ d+y+y'-y') n 7 ) 

V * T " (l-y)j/ • {3'7) 

where y • v nt. d */6V a n d d a 1 s t h e h a r d s P n e r e diameter of the gas 
atoms. The value of d 1s determined by the Interatomic potential 
assumed. Following Brearley and Maclnnes, the modified Buckingham 
potential has been used and d - 0.3135 [0.8542 - 0.03996 1n(T(K)/ 
9.16)] nm. 

An examination of Equation (3.7) Indicates that the real gas analog 
of Equation (3.4) would be a twelfth order equation rather than a cubic 
since V » F r*. Hence, there Is no longer an analytical solution for 
r* and m* However, Equations (3.1), (3.2), and (3.7) have been Imple­
mented using a numerical solution to obtain r* and m* for a variety of 

c He 
Irradiation conditions. In Figures 3.2 and 3.3 representative values 
are shown along with the Ideal gas values. The irradiation parameters 
are typical of fast reactor conditions as discussed below in Section 
3.3.1.4. The effect of the equation of state is most pronounced at 
the lower temperatures where high vacancy supersaturations result in 
small critical radii - hence high compressibilities. 
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Figure 3.2. Temperature dependence of critical number (m^e) for 
typical fast reactor irradiation conditions. The value for ideal gas 
behavior and the HSEOS are shown. 

10J 

10' 

E , £ 10 

10U 

10 

YE-13599 

300 400 600 
TEMPf RATURf (*C) 

6(10 700 

Figure 3.3. Temperature dependence of critical radius (r r) for 
typical fast reactor irradiation conditions. The values for irtr>ai 
gas behavior and the HSfOS are shown. 



77 

A further comparison is given in Figure 3.4 where the ratio of 
the real to ideal gas critical parameters are plotted as a function of 
the effective supersaturation. Using the parameters of Section 3.3.1.4 
and ref. 108, effective supersaturations of 137, 4.57, and 1.19 
correspond to the temperatures 400, 500, and 600°C, respectively. 

The value of n£ computed using HSEOS begins to deviate signifi­
cantly from the ideal gas value for temperatures less than abcut 
550°C, and for T < 500°C, the difference exceeds a factor of 2. Thus 
the use of the ideal gas law to compute m* would overpredict the dose 
required to achieve bubble-to-void conversion at any given helium 
generation rate. Alternately, the use of the ideal gas law would 
require the adjustment of some parameter in Equation (3.5) (e.g., the 

0ON.-9»', <*••--rt*,-; 

0 I 1 J 1 L I ; ) 
lO1"' 10' 10' 11 ' ir , 4 I O 6 10'' 10' 

SUPFRSATURATlON-S 

Figure 3.4. Ratio of c r i t i c a l bubble parameters commuted with 
HSEOS to ideal gas values. 
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surface energy) In order to obtain agreement between theory 2nd 
experimentally observed swelling Incubation times. 

The discrepancy In the predicted value for m £ e Increases with 
Increasing vacancy supersaturatlon (decreasing Irradiation tempera­
ture). Hence the Impact of the choice of equation of state Is poten­
tially greatest when attempting to predict first wall swelling in near 
term fusion reactor designs which typically have low operating temper­
atures."* Of course, in such modeling studies this Impact Is some­
what mitigated by other uncertainties, notably helium partitioning. , , ( 

In order to eliminate the need for cumbersome Iterative solutions 
when using the HSEOS, the results of numerous calculations of r* and 
m|j were examined to determine their functional dependencies. It was 
found that for a broad range of irradiation conditions, the real gas 
critical number and critical radii could be computed as: 

mj e • fj(#) F y (j^)' (J)' ; (3.8) 

rc* <"i> • V f > jft ; (*.»> 
where t - InS and f. and f 2(i) are real gas correction factors which 
approach the Ideal gas values of 32/27 and 4/3, respectively, for low 
supersaturatlons. Figures 3.5 and 3.6 are plots of f. and f,. Note 
that the range of supersaturatlons encompassed In these figures includes 
any reasonable value expected under either fast breeder or fusion con­
ditions. Hence, the results can find broad application In a variety 
of modeling studies. One example of such a use will be given below. 
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using HSEOS. 
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The "master" curves shown in Figures 3.5 and 3.6 are tenth order 
polynomial fits of the pointwise determined values of m* and r*. 

fl ' a 0 + a l # + a 2 # I ' ' ' + a l 0 # " : ( 3 * I O a ) 

f 2 * b 0 + b l # + b 2 f l ' • * + b 1 0 * " ; (3.10b) 

The polynomial coefficients are given In Table 3.1. 

Table 3.1. Polynomial coefficients for master curves 1n 
Figures 3.5, 3.6, and 3.8 [see Equations (3.8)-(3.13)3 

a1 b1 c1 

0 1.1802288 1.3368825 -7.3006207 x io-» 
1 -7.9391797 x io-» 3.8/33464 x 10"» 4.5820315 
2 5.7059961 x 10"* -3.2338567 x io-» -1.3153813 x 10+* 
3 -2.7545689 x io-» 1.6904814 x 1 0 - 4.0631158 x 10 + 1 

4 8.427U37 x 10-* -5.4081633 x 10"* -1.1590146 x 10+* 
5 -1.6549585 x io-» 1.0909847 x io-» 2.3303617 x 10+* 
6 2.1091198 x io-» -1.4139331 x 10"' -3.0597821 x io +* 
7 -1.7313693 x 1 0 - 1.1733086 x 1 0 - 2.5718364 x 10+* 
8 8.8188621 x 10" -6.0190901 x 1 0 - -1.3349066 x 10*' 
9 -2.5326847 x io- T 1.7369785 x 10-' 3.8976532 x 10 + l 

10 3.1317501 x 1 0 - -2.1550751 x 1 0 - -4.8969485 

Because of the high order of polynomial fit, two precautions 
should be mentioned when tnese master curves are used. Extrapolations 
outside the range of supersaturatlons shown In Figures 3.5 and 3.6 
must De avoided. This should pose no significant limitation, however, 
since these figures include 1.0 < S < 3 x 10*. while for either fast 
reactor or fusion irradiation conditions, 1.0 < S < 2 x 10* for tem­
peratures from 300 to 700°C. More Importantly, care should oe taken 
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Figure 3.7. Comparison of critical number ((Due) calculations 
using HSEOS and a similar expression using a Van der Waals equation 
of state. The Van der Waals result is from Coghlan and Mansur. 2 1* 

to include all of the significant digits listed in Table 3.1 for each 
coefficient in order to ensure the accuracy of the fit. Note that the 
zero order coefficients are not exactly equal to values obtained 1n 
the ideal gas limit. This is a result of the residual error in the 
polynomial fit, but the deviation is quite small (-1%). 

Coghlan and Mansur have Investigated r* and m* using a Van der 
Waals equation of state and have also derived analytical expressions 
for these terms."• ' 2 , T Their expression f.>- m* Is compared to 

He 
Equation (3.8) in Figure 3.7 where the ratio of m* computed using the 

He 
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alternate equations of state to the Ideal gas value Is plotted as a 
function of the effective supersaturtlon. The two expressions agree 
very well for supersaturatlons tess than about 5, which corresponds to 
temperatures greater than about 500°C. Even for higher super-
saturations, the difference is less than 20%. Both expressions tend 
toward the Ideal gas value for very low supersaturatlons. 

3.1.3 Stable Bubble Radius Using Hard Sphere Equation of State 

In addition to the critical bubble parameters, the ability to 
compute r. as a function of at. IS also required In order to model the 
swelling Incubation regime. For example, r. Is used In helium par­
titioning calculations. For the Ideal gas case, various methods can 
be used to find r. from Equation (3.4); an analytical solution exists"' 
or standard root-finding techniques can h* applied. 

The use of the HSEOS eliminates the above-mentioned analytical 
solution and significantly complicates root finding since the equation 
analogous to Equation (3.4) Is now twelfth order. An effort was made 
to relate the Ideal gas bubble radius to the bubble radius computed 
with the HSEOS. Figure 3.8 shows the ratio of the Ideal to real gas 
bubble rad11 as a function of a reduced radius: 

R(nm) 
ideal r b kT 1/3 

(3.11) 

The plot suggests the existence of a third master curve which 
will yield the real gas bubble radius directly from the Ideal gas 
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Figure 3.8. Master curve for obtaining stable bubble radius (rt,) 
using HSEOS from the ideal gas value. 

values. The master curve was found to be the curve for no irra­
diation, i.e., S = 1. This curve overlays the S = 137, 4.57, 1.19, 
and 1.01 curves in Figure 3.8. 

This master curve has also been fit using a tenth order 
polynomial: 

f 3(R) = c Q + c 2R + c 2R 2 . . . + c 3R 1 0 , (3.12) 

and the polynomial coefficients are given in Table 3.1. Using 
Equation (3.11), the real gas bubble radius can be computed as: 

.Ideal .real r b (3.13) 
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Equations (3.11-3.13) are valid over the entire range of reasonable 
values of r D (>0.20 nm). The deviation of the bubble radius computed 
using the master curve from the actual radius is small but increases 
near r*. The Increased deviation from the master curve near r & = r* 
is a result of the fact that as m ^ approaches mjje the ratio of rfa to 
the equilibrium bubble radius (rjjq) begins to diverge from linearity. 
This is shown in Figure 3.9 where the ratio ^ / r ^ has been plotted 
as a function of m ^ for T = 500°C, S = 4.57, F y = 4n/3 and Y » 1.588 
J/m*. For these conditions, mjje = 541. This error has a negligible 
effect on the results of a detailed model calculation of cavity evolu­
tion as is shown in the next section. 

YE-13604 

, i 

600 

Figure 3.9. The ratio of the bubble radius under irradiation to 
the equilibrium bubble radius as a function of the helium content of 
the bubble. For these conditions, m* * 541. 

rie 



85 

3.1.4. Application of Analytical Approximations 

The validity of tne analytical solutions developed ror use with 
the HSEOS was tested using the rate theory model of void swelling 
which is discussed oelow. For this comparison, the mouei was used to 
predict void swelling under fast reactor irradiation conditions up to 
100 cpa.*** The helium bubble caau prior to conversion and tne uubote-
to-void conversion criterion were first computed numerically, fne 
bubbie-to-void conversion criterion was 'hat the numerical searcn fur 
r 0 fail as a result of m^ e exceeding m* . Then in a mooified procedure. 
Equations (3.11)—(3.13) were usea to compute the stable bubble raoius 
and the bubble-to-void conversion criterion was that the accumulated 
helium in a bubble exceed m* as computed by Equation (3.a). 

Table 3.2 compares the dose at bubble-to-void conversion, t , and 
the swelling at 100 dpa at the Indicated temperatures as calculated 
using the analytical approximations with the results obtained using 

Table 3.2. Comparison of swelling parameters using 
numerical and analytical solutions 

•f tc (dpd) Swelling (% at 100 dpi) 
CO Iterative Analytical Iterative Analytical 

450 45.89 47.05 24.41 24.59 
500 38.46 38.51 28.77 28.78 
550 34.63 34.60 35.45 35.64 
600 35.31 35.10 39.53 40.08 
650 44.43 43.33 28.79 30.16 
700 N/A N/A 0.18 0.19 
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the numerical solutions. The agreement Is quite good and significant 
computational simplification has been gained. 

3.2 Mechanisms of Void Formation 

3.2.1 Introduction 
A general description of void formation by two alternate mecha­

nisms was given 1n Chapter 2. Here these two mechanisms will be 
discussed In detail and a method developed to test their relative 
Importance for Irradiation conditions typical of either fast breeder 
reactor core components or a OT fusion reactor first wall. 

The first of these two paths Is classical stochastic nucleatlon 
theory. Early researchers who applied homogeneous nucleatlon theory 
to the problem of void formation In austenltlc stainless steels 
Include Harkness and L 1 I

, , , Katz and Wlederslcti"" and Russell." 
Russell and co-workers have continued to develop the stochastic theory 
over the past ten years and have included some effects of helium and 
heterogeneous nucleat1on.•,••,•••,•,•••,•l wolfer and co-workers have 
developed a Fokker-Planck formulation of the void nucleatlon problem 
and have explored the effects of mobile d1-vacancies anJ solute segre­
gation to void surfaces. ,*« , ,« , % J Despite these refinements, the 
classical theory falls to predict the experimentally observed void 
densities 1n the intermediate to high temperature range (450 < T < 
700°C) where measurable void swelling occurs in these steels.«».•*.•« 
As discussed above, an alternate mechanism has been proposed to cause 
void formation at these temperatures and to promote void formation at 
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low temperatures. This mechanism was first proposed by Sears" 1 and 
involves the growth of small gas-stab1Hzed bubbles until they reach 
a critical size beyond which further gas accumulation Is not required 
to promote growth. 

The mathematical derivation of the crUlcal bubble parameters 
from the equation for the cavity growth rate has just been given 
In Section 3.1. Theoretical and recent experimental work has shown 
that the time required for such bubbles to reach the critical size 
correlates well with observed void swelling nucleatlon 
times.»",»•,»»,»»,»••,••• This work will focus on the Influence 
of transmutant helium because It Is believed to be the most signifi­
cant bubble-stabilizing gas. For example, Slndelar et al. have used 
degassed specimens to show that residual oxygen can have a major 
effect on void nucleatlon in a model austenltic alloy during heavy ion 
irradiation with no helium Implantation." However, when this same 
alloy is co-Implanted with helium during the Irradiation, the effect 
of the helium appears to swamp that of the oxygen.1*' Accordingly, 
one can envision two limiting paths for void formation on a population 
of subcrltlcal helium/vacancy clusters; one Is limited to growth by 
helium accumulation alone and the other to growth by stochastic fluc­
tuations 1n the vacancy cluster population. A recent discussion con­
cerning the relative magnitudes of these two processes provided some 
of the impetus for this work.'*7 
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3.2.2 Models of Void Formation 

The two methods discussed below compute a characteristic time 

for nucleatlon or the nucleatlon rate per cluster for a helium/vacancy 

cluster with a qlven number of helium atoms. The number of vacancies 

in this cluster or bubble Is computed assuming that the bubble radius 

Is that of a stable bubble In an irradiation environment characterized 

by a vacancy supersaturatlon S given in Equation (3.3) at a tempera­

ture T. The bubble radius and the gas pressure In the bubble are com­

puted using the hard snhere equation of state described In Section 3.1. 

For both models, the point defect concentrations are computed 

using the conventional rate theory and the temperature dependent sink 

strengths for extended defects discussed In Section 3.3.1.3. The 

calculated sink strenoth of the subcrltlcal bubble population was 

Insignificant when compared to the other sinks In the system: there­

fore 1t 1s not Included when comnntlno the oolnt defect concentrations. 

The calculations assume that only the mono-defects and helium gas atoms 

are mobile and that the only defects which the hubbies emit are vacan­

cies. The use of the orlnciple of detailed balance and thermodynamic 

ealJ1l1br1cm^*,,.,•, leads to the following form for the vacancy emission 

rate from a cluster containing n vacancies and m helium atoms; 

a v " F
s
r("-i- m) D

v
c v e x 0 ffc7 rGfn.nO - f,(n-l.m)l| . M . U ) 

where the free, pnemv In the eoullihrium situation Is: 

Grn.m) - F.rfn.ml'v • imvTfn(P) . (3.15) 
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where Y Is the surface free energy, P Is the pressure In the bubble 
and F Is the geometric factor to account for nonspherlcal clusters. 

3.2.2.1 Nucleatlon by Stochastic Fluctuations 
The method developed here is similar to that of Katz and 

W1eders1ch, , ,• Clement and Wood1** and Mansur and Wolfer.*" In gen­
eral, a family of equations can be written describing the concentra­
tions, C. , of discrete size classes containing k, k+1, k+2, ... 

may 
up to n w vacancies. 

d C i v 
^ « G y + CJB* • 2aJ) - 0,(3* • 0>) - 0WC,sj ; (3.15a) 

P- - **'\.t * Ck„l*\*1 • °v+I) " Ck(eJ • Bk
y) . (3.15b) 

In Eouatlon (3.15), the B* v terms are the Interstitial and vacancy 
k impingement rates on a cluster with k vacancies and the a have been 

given above. 

6f.v " F s r ( k ' m ) D1.v C1.v • ( 3' 1 6 ) 

C of course eauals C . The value of n m a x can be arbitrarily large. 
1 V V 

A specific choice for its value will be discussed below. The term G 
In Equation (3.15a) 1s the total vacancy source term due to atomic 
displacements and vacancy emission from extended defects. The last 
term 1n Eouatlon (3.15a) represents the loss of vacancies to all the 
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other sinks In the system. The sink strengths for vacancies of the 
network dislocations, S* and the subgrain structure, S* are computed as 
described in Section 3.3. 

S T * Sg * S p * ( 3 - 1 7 ) 

The temperature dependence of these sink strengths is consistent with 
experimental observation. 1" It should be pointed out that the void 
nucleatlon rate Is quite sensitive to the dislocation density as will 
be shown below. It Is therefore important that calculations such as 
these Include appropriate temperature dependent values of this and 
other mlcrostructural parameters. 

In order to simplify the equations used below, the terms which 
describe the shrinkage of a given cluster will be grouped together. 

Yk ' a v * p1 ' ( 3 ' 1 8 ) 

The nucleatlon regime can be defined as that region In vacancy cluster 
size space for which v > a . Because of the radius dependence of the 
vacancy emission term and the existence of a supersaturatlon of vacan­
cies un^r Irradiation, a critical size is reached beyond which growth 
rather than shrinkage Is the dominant process. The number of vacan­
cies which correspond to this critical size will be designated n*. 

The steady state nucleatlon rate, J , can be obtained from 
Equation (3.15) In one of two ways. The first solution involves com­
puting what Is commonly termed the constrained equilibrium cluster 
size distribution which 1s obtained by imposing the requirement that 
there be no net flux from one cluster size class to the next, i.e. 
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J t = 6kC. - Y. C. = 0 , (3.19) 
k v k k+i k+« x ' 

for all values of k * 1. This solution requires the calculation of 
pseudo-free energies of formation for clusters in each size class, 
resulting in an exponential cluster distribution for n 5 n*. However, 
this method Introduces the artificial result that the number of 
clusters begins to Increase In size classes for which n > n*. The 
values of the cluster concentrations In the constrained equilibrium 
distribution are elevated relative to the steady state distribution 
for n £ n* also; this is accounted for In the theory by the Introduc­
tion of the so-called Zeldovlch factor. The use of this method to 
compute void nucleatlon rates Is adequately discussed elsewhere.7*•*' 

The second method for obtaining the steady-state nucleatlon rate 
from Equation (3.15) Is to set all of the fluxes [Equation (3.19)] 
equal to the steady state flux, J . This leads to a fam.ly of 
equations: 

J, - B'C, - Y,C, - J S 5 ; (3.20) 

Ji * KC> - *i ct " Jss : ( 3' 2 0 b ) 

J . B'C - Y C » J ; 

N-i 
JN-i " 0v CN-i " YN CN ; 

where, to simplify the equations, N = n m a x . 

(3.20c) 

(3.20d) 



92 

Let the ratio Y k/0* « p k for all k & 2 and let p, = 1. Then this 
system of equations can be solved by multiplying the equations for 
J. by the product of all the pfc with k s i. Hence Equation (3.2Gb) is 
multiplied by p x, Equation (3.20c) Is multiplied by both p, and p s and 
so on. If the resulting equations are summed, all the C. are eliminated 
except C f and C,., yielding 

[*?> - YN CN % > J 
J, « J « . (3.21) 

1 " N-i k 
1 + I n p, k*2 J«2 J 

The term In the numerator 1n Equation (3.21) Involving the prod­
ucts of the Q, can safely be eliminated by noting two facts. First, 
since the problem being considered Is nurleatlon, the concentration of 
the mono-defect, C will in general be much greater than C,.. In fact 
the distribution 1; approximately exponential as the constrained 
distribution suggests. Secondly, U has already been pointed out that 
the ratio of the shrinkage to growth terms, p.. Is less than unity 
for n > n*. Hence for N sufficiently greater than n* the product of 
the p. contains many fractional terms. Therefore, 

J, - J s s - • »<:, 
N-l k "I -» 

1 • I n Pj I . (3.22) 
k-2 J«2 j 

The appropriate value of N can be determined numerically to ensure 
that J has converged. The advantage of using this method to compute 
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J Is the elimination of the Zeldovlch factor and the approximations 
which must be made to compute It. 

Each of the J. In Equation (3.20) can be defined In an analogous 
way to Equation (3.21); I.e., 

J k • ** C k v 
N-l 1 

1 + I " p 1 
1«k+l Jxk+1 

(3.23) 

The nucleatlon rate per cluster of a given size Is then. 

k T N-l 1 "I" 1 

J k ' J k/C k * fT 1 + I n p, . (3.24) 
|_ 1*k+l j=k+l J_ 

The characteristic time for this process would be just the 
reciprocal of this fractional nucleatlon rate: 

\ « Jj;1 . (3.25) 

The time xj< Is generally much greater than the time required to 
establish the steady-state cluster population. This latter time can 
be computed using the classical nucleatlon theory1'**1 and varies from 
4 x 10* sec at 400°C to 3 x 10* sec at 500°C for the parameters used 
here. The corresponding values of x^ will be shown below. 

3.2.2.2 Nucleatlon by Helium Accumulation 

The second void formation mechanism is that of a helium-
stabilized bubble obtaining the critical number of gas atoms. This 
critical number of gas atoms, m* is a function of both the material 
and irradiation parameters, as shown in Equations (3.5) and (3.8). 
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* The critical bubble size corresponding to KL. IS in general not the 
* same as the critical size associated with n discussed above. Their 

relationship was shown In Figure 3.1. For a fixed value of the 
vacancy supersaturatlon, the family of curves shown In Figure 3.1 
represent four different levels of helium. The curves labeled I and 
II contain a region In radius space for which the net growth rate Is 
negative. This region corresponds to the void nucleatlon barrier and 
the stochastic nucleatlon theory deals with the probability that fluc­
tuations will permit a bubble to grow from the stable bubble radius 

* r. to the critical radius r . This latter radius 1s that corresponding 
* * 

to n . The curve labeled III Is the curve for which m • DL. and the 
growth rate Is everywhere non-negative. The point at which curve III 
Is tangent to the x axis Is r(nL. ) and Is also the minimum critical 
radius. Hence the minimum critical radius is a special case of the 
critical size calculated from the stochastic t h e o r y . , n ' , n 

In order to compute a characteristic time for nucleatlon by 
helium accumulation. It Is necessary to assume a model for the parti­
tioning of helium among the various mlcrostructural features. Since 
the procedure used here is similar to that which will be discussed 
1n Section 3.3, only a brief summary will be given. The model assumes 
that the sink strengths for helium a.e the same as those for vacancies 
except that the dislocation sink strength for helium Is reduced by a 

He factor f" (refs. 235,251). This parameter has a nominal value of 0.5 
and is varied In the analysis to determine U s effect. As mentioned 
above, because the sink strength of the subcrltlcal bubbles 1s small, 
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It Is neglected when computing the matrix helium concentration C H but 
the subgraln structure is included. The total system sink strength 
for helium Is then: 

S T C B Sg * *T Sl ' (3*26) 

and C H can be computed at steady state as 

CHe • r i f e • <3'2 7> 

where G H Is the helium generation rate and 0 H e Is the helium 
dlffuslvlty. 

The formation of bubbles on dislocations Is accounted for by per­
mitting a fraction of the helium trapped by dislocations to be "piped" 

He to bubbles. This fraction, fL .Is treated as a parameter 1n the 
analysis. 

Based on the foregoing helium partitioning mode), the arrival 
rate of helium atoms at a bubble with a radius r(n,m) is 

BHe ' °HeCH« L % r ( n - m ) * - n ^ " * J • (3'28) 

where N 1s the total number of bubbles among which the helium from 
the dislocations Is partitioned. This bubble density 1s taken from 
ref. 108 and reflects experimentally observed values. The temperature 
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dependent expression for N 1s given in Table 3.3. The radius. r(n,m) 
is computed as discussed In the previous section using Equations 
(3.11-3.13). 

Equations (3.27) and (3.28) can be combined to eliminate the 
helium dlffusivlty. 

8, He 
He Q N sHe 

c T 
Fsr(f,,m)Nc + f» ef» eS^ (3.29) 

The characteristic time for a bubble containing m helium atoms to 
reach the critical number is then: 

|J"H€ 
T H e • | B H e * • 

m 
(3.30) 

Table 3.3. Material and Irradiation parameters used in 
comparison of void formation mechanisms 

< 1.50 eV Ya 2.025-8.75 * 10-» T (°C) J/m1 

< • 1.40 eV Pn<T)* 2.0 x 10 1* exp[-0.016 T(°C)] m 

D° 
V 

8 x 10"* m - ' sec' 1 NC(T) 2.53 x 1 0 " exp[-0.023 T(°C)] r 

s 0.85 eV «r 1.25 

°? 8 x 10 _* m"1 sec"1 fKe a 

b 0.5 

Gdpa 0.25 x 10-* dpa/sec0 f He a 

P 
0.5 

GHe 3.5 x 1 0 - " He/atom/sec 

Parameter varied in analysis. 
Equivalent to a 10"* dpa/sec dose rate with a cascade efficiency 

of 0.25. 
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lHe 

QM csy 

He 

We 
I3n F$r(n.1) M c • f ^ s j (3.31) 

3.2.3 Results and Discussion of Calculations 

The results compared in this section ware computed as discussed 
above using the set of material and Irradiation parameters listed in 
Table 3.3. The values of certain of the parameters listed in the 
table have been varied In the analysis and they will be discussed 
further in the text. Bias terms other than the effective network 
dislocation/Interstitial bias (z") have been set to 1.0. Representa­
tive values of n*. r*. mJJ , and »"*(m^) which were computed at 400. 
450 and 500°C using the base parameter set from Table 3.3 are listed 
In Table 3.4. These parameter values are similar to those which have 
been used previously In rate theory simulations of void 
swelling.»•».»••,»•• 

Table 3.4. Typical critical cluster parameters 

mHe (nm) 

m • • 0 m • 0.9 mJJ 
T 
(°C) 

mHe (nm) 
n* 
V 

rc nv rc 

400 
450 
500 

33 
98 

575 

0.574 
0.890 
1.82 

121 
481 

4718 

0.692 
1.10 
2.35 

95 0.638 
353 0.989 
3387 2.10 



98 

Figure 3.10 provides a base case for comparison of the two alter­
nate nucieation times as well as showing their temperature dependence. 
The void swelling incubation time should be approximately in the range 
of 10 to 50 apa for the fast reactor conditions which are considered 
here. The values of the characteristic void nucieation times for both 
mechanisms are plotted in Figure 3.10(a) and (b) as a function of 
m / m H e * T h e m a J o r differences between the two are the much greater 
temperature dependence and size dependence of the stochastic nuciea­
tion path. The relative magnitude of the two nucieation rates Is 
shown in Figure 3.10(c) where the ratio of the nucieation times has 
been plotted. In order for the nucieation times for the two processes 
to be comparable, the ratio of m/ntLL must be about 0.80 for 40<J°C and 
greater than 0.95 for 500°C. For lower gas contents the nud:at1on 
time due to helium accumulation 1s always much less than that for the 
stochastic process. 

The parametric dependence of the ratio of the nucieation times at 
450°C is shown 1n Figures 3.11 and 3.12. The parameters which have been 
varied are the dislocation-interstitial bias, the network dislocation 
density, the self-diffusion coefficient, the surface energy and the 
two parameters In the helium partitioning model. The values of the 
parameters are indicated in the appropriate figure; 1n each case, all 
other parameters were maintained as listed 1n Table 3.3. The depen­
dence seen In Figure 3.11(a-c) 1s a result of the vacancy super-
saturation varying In response to the parameter changes. Increases 
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Figure 3.10. Characteristic nudeation times for the helium 
accumulation process (a), stochastic theory (b) and their ratio (c) 
at 400, 450 and 500°C. 
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Figure 3.11. Parametric variation -in the ratio of the 
nucleation time by helium accumulation to that by the stochastic 
theory at 450°C. The parameters are the dislocation-interstitial 
bias (a), the network dislocation density (b), the activation energy 
for self-diffusion (c) and the surface energy (d). 
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Figure 3.12. Dependence of the nucleation time ratio on the 
parameters in the helium partitioning model; fraction of dislocation-
trapped helium piped to bubbles (a) and the fractional reduction in 
the dislocation sink strength for helium (b). 

In the vacancy supersaturation increase nucleation by both mechanisms, 
but the nucleation rate by helium accumulation increases to a greater 
degree. Although the rate of helium absorption by a subcritical clus­
ter is not a function of the supersaturation [Equation (3.29)], the 
-ritical number of gas atoms is reduced [Equation (3.8)]. Similarly 
while the critical number of gas atoms increases as the cube of the 
surface energy, higher surface energies also lead to increased vacancy 
emission [Equations (3.14-3.15)] and the net result of a higher sur­
face energy is to decrease the stochastic nucleation rate relative to 
the helium mechanism [Figure 3.11(d)]. 
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The results are much less sensitive to the parameters in the 
helium partitioning model. Note that the vertical axis scaling has 
been changed between Figures 3.12(a) and (b) In order to show the 
dependence. The fraction of dislocation-trapped helium which Is 
directly "piped" to bubbles has only a modest effect on the ratio of 
the nucleatlon times [Figure 3.12(a)] while varying the dislocation 
sink strength for helium has even less effect [Figure 3.12(b)] as long 
as it Is greater than zero. 

These results provide a clear comparison of the two complementary 
nucleatlon paths which can lead to void formation in irradiated mate­
rials. The details of the results are certainly model dependent, and 
parameter variations can selectively favor one process over the other. 
But the overall conclusions seem sound since the comparison Is so 
striking. Because the critical cluster sizes are relatively small for 
the temperatures discussed here, the characteristic nucleatlon times 
which have been computed should be somewhat less than the time at 
which measurable swelling 1s observed. However, even with moderate 
amounts of gas the stochastic nucleatlon theory predicts relatively 
long nucleatlon times at Intermediate temperatures. At higher tem­
peratures, the stochastic theory falls tc predict finite nuc'eatlon 
rates with reasonable material parameters. This result 1s already 
evident 1n the values shown for 500°C In Figure 3.10(b) and 1s In 
striking disagreement with the fact that void formation persists up 
to 700*C in austenltlc stainless steels.*•' Observed void swelling 
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incubation times are much more consistent with the heMum accumulation 
process as shown in Figure 3.10(a). 

The role of fluctuations begins to be significant when a suf­
ficiently large fraction of the critical number of gas atoms has been 
accumulated. However, at 400°C this fraction is already about 0.8 
while ': 500°C it is greater than 0.95. With these levels of helium, 
voids can nucleate due to fluctuations in a relatively short time as 
shown in Figures 3.10(b) and (c). This result is highlighted in 
Figure 3.13 where, based on the present sensitivity studies, the 
material parameters have been chosen to maximize the influence of the 
stochastic path; a low bias (z" = 1.01), a high network dislocation 
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density (p = 1.5 x 1 0 I S n r 2 ) , a high self-diffusion energy E S Q = 3.0 
eV) and a low surface energy (Y = 1.0 J/m 2). Even In this extreme 
case a relatively large amount of gas Is required for stochastic fluc­
tuations to make a significant contribution to the void nucleatlon 
rate. At 400°C, 20% of the critical number of gas atoms Is required 
and at 500°C over 80%. Fluctuations can hasten the final stages of 
void nucleatlon, but only If sufficient gas Is available to assist the 
earlier stage. Hence, the void formation time Is still limited by the 
time required to oDtaln pearly the critical number of gas atoms. 

This conclusion highlights the Importance of the role that trans-
mutant helium plays In void formation. For temperatures of technolog­
ical interest (I.e., 350 < T < 600°C), an examination of Figures 3.10 
to 3.13 indicates that fluctuations will contribute to the void nuclea­
tlon rate only for cavities which are already near the critical size. 
At low temperatures the two processes contribute more equally to the 
total nucleatlon rate with the gas driven process dominant for smaller 
clusters. These conclusions support earlier work which explored the 
concept of the critical number of gas atoms and suggested that void 
formation was largely due to helium-stabilized bubbles reaching the 
critical radius rather than due to stochastic 
fluctuations. 1 0 ,» , 2*' 1 , 2» 2»»» 2* $« 2* 2 The present work also provides a 
justification for the neglect of stochastic void nucleatlon In the 
models which are to be presented next. 
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3.3 Models of Mlcrostructural Evolution 

This section describes the specific models of mlcrostructural 
evolution which have been developed In the present work. Two general 
models will be discussed. The first Is a model of cavity evolution 
1n which the dislocation structure Is treated In a simple parametric 
manner. This model's swelling predictions were calibrated using the 
results of the RS-1 Irradiation exper1ment• ,•• ,• 1 , 1 and good agreement 
was achieved. Then the model was used to examine the Influence of both 
material and irradiation parameters on void swelling. One of these 
parameters was the He/dpa ratio. The predictions of the model Indi­
cated that simple Interpolation between swelling data sets from the 
EBR-II (~0.3 appm He/dpa) and the HFIR (-70 appm He/dpa) could lead 
to highly nonconservatlve swelling predictions for a DT fusion reactor 
first wall (-10 appm He/dpa). These predictions have also been used 
to generate a family of design curves for 20% cold-worked type 316 
stainless steel. The second model to be discussed Includes an explicit 
treatment of ths time dependence of both Frank faulted loops and the 
dislocation network. The cavity evolution model has been coupled with 
the dislocation evolution model to yield a comprehensive description 
of mlcrostructural evolution. The predictions of the more complex 
model have been shown to agree with data from a broad range of fast 
reactor experiments. This indicates both the power of the rate theory 
as an analytical tool and the Importance of mlcrostructural control as 
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a tool for controlling the Irradiation response of austenltlc stain­
less steels. The simpler model will be discussed first and this dis­
cussion will Include those aspects which are common to both models. 
Some of the assumptions and limitations of the chemical reictlon rate 
theory have already been described above. Some additional discussion 
will be added here 1n the context of the more simple model but similar 
caveats apply equally to the more complex one. 

3.3.1 Description of Cavity Evolution Model 

The calculation of point defect sink strengths was described In 
Section 2.3. Here a first order effective medium approach has been 
adopted. 7*' 1 1 1 The sinks which have been Included are bubbles, voids, 
dislocations, subgrain structure and transient vacancy clusters In the 
form of mlcrovolds formed by the collapse of displacement cascades. 
The total dislocation density Is expressed as a time Independent func­
tion of temperature and no distinction Is made between the faulted 
loop and network components. Except for the dislocations, equal cap­
ture effldences (biases) for vacancies and interstltlals have been 
used to calculate the extended defect sink strengths. As discussed 
below, an effective dislocation/Interstitial bias has been Introduced 
as a separate parameter to account for both the dislocation preference 
for absorbing Interstltlals and the effect of any other preferentially 
biased sinks. In this case the dislocation/Interstitial bias can be 
thought of as representing an effective overall system bias. Before 
giving the general description of the model, two specific aspects will 
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be discussed - precipitate effects and the helium partitioning model. 

These two components are Included In the same way 1n the more complex 

model to be discussed In the next section. 

3.3.1.1 Precipitate Effects 

There are several possible mechanisms by which precipitation of 

second phase particles can Influence bubble-to-void conversion and 

void swelling. Some of these were mentioned in Chapter 2 and a par­

tial list would Include: 

1. Lattice compositional changes leading to changes In sink cap­

ture efficiencies or self-diffusion parameters.i".***.***.***. 1 1* 

2. Transient misfit strain effects at matrix-precipitate Inter­

faces In which tensile strains could promote and compressive strains 

suppress bubble-to-void conversion by altering the critical 

s1ze. l'••* ,•• ,*• 

3. Misfit strains leading to Interfaces which are biased for 

either vacancies or fnterst1t1als. , ,• 

4. Point defect and helium collector effects. 

5. Surface energy effects at matrix-precipitate interfaces 

leading to nonspherlcal cavities.» T*. 1 7 7 

In principle, each of these can be modeled but here item (5) and 

helium collection effects from item (4) have been examined. Item (1) 

1s approximately accounted for In the choice of "effective" parameters 

which represent an appropriate average value. The helium collector 
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mechanism will be discussed 1n Section 3.3.1.2. The surface energy 
effect has been studied in detail in the literature for stress-Induced 
creep cavity nuc1eat1on. ,••» , , 1 This mechanism can be modeled using 
a single parameter, 8. which 1s a function of the relevant surface 
energies: 
Y. the matrix surface free energy; Y , **,e precipitate surface free 
energy; and Y , the matrix-precipitate Interfadal energy. 

B « COS 
vmp "* Yp 

(3.32) 

The volume (Vfl) and the surface area (A a) of the nonspherlcal cavity p P 
are given as: 

V- - F r* 8 v (3.33) 

and 
AP • V (3.34) 

where 

F y » ̂  (2 - 3 cos0 • cos' 0) (3.35) 

and 
F s - 2* (1 - cosB) (3.36) 

Equations (3.35) and (3.36) are appropriate for cavities which are 

growing on a larger precipitate. The cavity 1s nonspherlcal in this 
case because of the energy credit obtained by the destruction of 
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matrix-precipitate interface as the cavity grows. The parameter 3 is 

the contact angle of the cavity with the precipitate. For example. 

for a cavity which 1s a hemisphere, B * 90°, F $ « 2it and F y * 2TT/3. 

There are very little data on values for either Y„ or v for the 
J p [Tip 

phases which appear 1n austenltlc stainless steels. In general one 

might expect Y ~ Y > Y since the matr1x-prec1p1tate Interface p mp 
involves fewer broken atomic bonds than a free surface; although inter­

face misfit strains could raise Y „. To a first approximation one might 
mp 

expect y to be on the order of the grain boundary free energy. 

Based on this assumption and a very limited amount of data," •*'• •*•• 

a reasonable range of values for 0 might be 60 to 120°. An intermediate 

value of 0 • 82° has been used here. This corresponds to a reduction 

In F by 0.4 and in F by 0.434 from their maximum values of 4T?/3 ara 

4w, respectively and Is generally consistent with the observed shape 

of bubbles that are attached to precipitates. , , i One example of a 

precipitate-associated cavity Is shown In Figure 3.14. The result of 

this reduced volume for a given radius 1s a reduction in the critical 

number of gas atoms for those bubbles attached to precipitates; 

Equation (3.8) shows that the critical number Is linear in F . 

Although Mansur and co-workers' T ,. , T 7 have developed a model to 

describe point defect collection at matrix-precipitate interfaces, 

the precipitates have not been included here as point defect sinks fzr 

several reasons. First, there is not sufficient data characterizing 

the size and number densities of the various precipitates to perrtt a 
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Figure 3.14. Typical example of cavity-precipitate association. 
Large void on G phase and bubbles on phosphide phase in background. 
Photograph courtesy P. J. Maziasz, ORNL; solution-annealed PCA after 
15 dpa irradiation in the FFTF at 500°C. 

confident calculation of their sink strength at various temperatures 
and doses. Explicit modeling of the evolution of these particles was 
beyond the scope of the present work. Second, the literature suggests 
that Incoherent interphase boundaries may be inefficient sinks, at 
least for vacancies. 2 1* Hence, the various precipitates might be 
expected to have different sink efficiencies and these efficiencies 
may be a function of precipitate size (and therefore dose) due to the 
buildup and relaxation of misfit strains. Finally, a preliminary 
attempt to include the point defect collection mechanisms in the pres­
ent model indicated that the predictions of the model were signifi­
cantly perturbed. This is clearly an area in which further 
theoretical development is warranted as data become available. 
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3.3.1.2 Helium Partitioning 

In the models discussed here, voids are formed as a result of 
bubbles obtaining the critical number of helium atoms. It Is therefore 
Important that tnts work Include an appropriate treatment of helium 
partitioning among the various mlcrostructural sinks. This helium par­
titioning model Is based on a conservation equation which includes the 
helium generation rate (0\\e), the helium dlffusivity (D^e) and the 
sink strengths of the extended defects for helium (Sue)- The atomic 
concentration of helium in the matrix (C\\e) Is computed from the 
steady-state solution of the following conservation equation: 

d C H e j 
-—- - G H e - D H eCHe * S H e * (3« 3 7) 
dt j 

This equation Is similar to Equation (2,3) which Is used to obtain the 
vacancy and Interstitial concentrations. 

The helium sinks in Equation (3.37) Include bubbles, voids, dis­
locations and the subgraln structure. Because of the observation of 
void-precipitate association discussed above, precipitates are per­
mitted to act as helium collectors for precipitate-associated cavities. 
Guided by very limited data 1n the range of approximately 500 to 600°C 
a constant sink strength of 4 x 1 0 , % m -' 1s used for the precipitate 
helium collectors.'* Typically '0% of the cavities are assumed to be 
associated with precipitates. Reference to the preceding section and 
Equation (3.8) indicates that these cavities will preferentially become 
voids due to the enhanced helium collection and a reduced critical 
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number of gas atoms. This void formation is delayed by a precipitate 

formation time, tp, to take Into account the observed temperature 

dependent tine reauired for phase decomposition to take place under 

irradiation. A simple model which is linear 1n temperature has been 

applied: 

x p = 0.16 [700 - T(°C)] dpa . (3.38) 

This leads to a precipitate formation time of 40 dpa at 450°C, decreas­

ing to zero at 700°C. For temperatures less than 450°C, 40 dpa is 

used. T M s is presently a very simple model, but 1t Is reasonably 

consistent with the existing data.** 

For the other sinks 1n Equation (3.37), the sink strength for 

helium is assumed to be the same as that for vacancies. The value of 

these sink strengths will be given in the next section. One exception 

to this assumption is the dislocations. Helium partitioning work by 

Spltznagel and co-workers" 1 and by Hall** 9 has Indicated that dis­

locations do not appear to capture helium as efficiently as their sink 

strength for vacancies would indicate. Here the dislocation sink 
Up 

strength for vacancies is reduced by a factor, f , to account for 
He their observations. The influence of f on bubble-to-void conversion 
P 

has been discussed above and a nominal value of 0.5 was used in this 

work. As shown in Figure 3.15, bubbles are frequently observed 

attached to dislocations; therefore, the present model further assumes 

that a fraction of the helium trapped by dislocations is "piped"** to 

matrix bubbles. The influence of this parameter has also been 
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Figure 3.15. Typical example of helium-stabilized bubbles 
attached to dislocation segments. Solution-annealed, austenitic 
alloy P7, helium implanted to 65 appm He and aged for one hour at 
850°C. 

discussed in Section 3.2 and it was taken to be 1.0 in the calcula­
tions which will be discussed below. 

The matrix helium concentration reaches a steady state level after 
about 10* to 10* sec (ref. 88) of irradiation. This is true even at 
low temperature because of irradiation-enhanced diffusion. f , * l 9 t in 
this case it is appropriate to use the steady state solution of 
Equation (3.37). This solution was given in Equation (3.27). 
Although helium is partitioned to all the sinks mentioned above, it is 
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the bubbles which are of the most Interest. Consistent with the 
scheme just outlined, the total amount of helium allocated to a bubble 
during an increment of time, At, Is: 

(" mb H e p 1 
M e ^ = F s r b 0 H e C H e | S" e * fP S" e | At . (3.39) 

L t J 
for a matrix bubble and 

A H e p b « SJJJ* 0 H e C H e At , (3.40) 

for a precipitate-associated bubble when the time is greater than x . 
S m b is the total matrix bubble sink strength for helium, S p is the He ppt He 
dislocation sink strength for helium and S^e is the precipitate sink 
strength mentioned above. Once a matrix bubble Is converted to a 
void, the dislocation Is assumed to climb and/or glide away and a 
matrix void absorbs helium at a rate determined by its own sink 
strength: 

M e „ - F r 0uCUt% At . (3.41) 
mv s mv He He * ' 

Precipitate-associated voids continue to absorb helium as shown In 
Equation (3.40). At any time the amount of helium which has been 
generated can be compared with the cumulative totals of the helium 
allocated to the various sinks to ensure conservation of gas atoms. 
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When the steady state assumption 1s Invoked, the results of the 
helium partitioning model and the compjted bubble-to-void conversion 
times are independent of the assumed helium diffuslvlty. This can be 
seen by combining Equation (3.27) and each of the Equations (3.39) 
through (3.41). The helium diffuslvlty Is eliminated. 

3.3.1.3 Sink Strengths and Rate Equations for Point Cefect 
Concentrations 

A general conservation equation describing the concentrations of 
vacancies and Interstltlals was given 1n Equation (2.3). The specific 
equations used 1r. this work are: 

tr ' n G d p a - a C ^ - D 1C 1 J s} , (3.42) 

for the Interstltlals and 

a r • Gv - a C i c v - ° v c v $ s i • < 3 - 4 3 > 

The vaca'.cy generation rate, G , 1s given In terms of the damage rate, 
Gdpa ( dP a / s e c)» a s : 

Gv ' •» G d p a 0 - X) • D„ J SJCJ . (3.44) 

In Equations (3.42) through (3.44) C 1 and C y are given In units of 
atomic concentration (number/atorn), D\ and D are the point defect 
dlffuslvUles (m'/sec), a Is the recombination coefficient (see*). 
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the S-J are the point defect sink strengths of the extended defects • »v 
of type J and the C* are the vacancy concentrations In equilibrium with 
the extended defects. This latter term Is used to compute vacancy 
emission rates In Equation (3.44). The Interstitial and vacancy dlf-
fuslvltles are: 

°1.v " °1.v e x p ("^.v'") ' ( 3' 4 5 ) 

Values for the migration energies, E? - and the pre-exponentlal terns 
will be discussed below. The cascade efficiency, q, 1s the fraction 
of the initially created point defects that survive Intracascade 
annealing. A fraction, x. of the remaining vacancies is assumed to 
form mfcrovolds as a result of cascade collapse. Values for these 
cascade parameters are taken from computer simulation results, as 
discussed below. , ,« , ,. , ,» 

Using the first-order, effective medium approach as discussed 
above,'*»,,»l»» the sink strengths are calculated as: 

S 5 . , - F , J rJMJ {1 * rJ Sj) . (3.46) 

for all the cavities (bubbles and voids), 

for the mlcrovolds with a radius, r . 
fllV 

6 $ ; 

(3.47) 

(3.48) 
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for the subgraln structi-e with a subgraln diameter, 0 , 

S° p d . (3.49) 

and 

for the dislocations. The subscripts 1 and v once again denote 
vacancy and Interstitial, respectively. The total system sink 
strength for vacancies, S*, 1s: 

Si - ($•' • $'? . (3.51) 

where 
sJ - s ! • sj • c • < 3 - 5 2 > 

As discussed In Chapter 2, the dislocation capture radius, r £. In 
Equations (3.49) and (3.50) is larger for Interstitials than for vac-
ancles giving rise to the dislocation/interstitial bias. Here the 
same value of the capture radius has been used for both defects and 
the effective dislocation bias, Z?, 1s Introduced as a separate param­
eter. The value of r 1s taken as four times the magnitude of the 
Burgers vector" t»«* and the dislocation cell size, r Q , Is set to the 
mean dislocation spacing, r « (npd)"**. 

Vacancy emission from the bubbles and voids Is calculated using 
Equation (3.2) and for the other sinks as follows: 
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C ' Cv e x p (r^TT> ' ( 3 ' 5 3 ) 

nv 

for the mlcrovolds which are assumed to be clusters of vacancies only. 

and 

Cj • Cj - Cj . (3.54) 
for the subgraln structure and dislocations. The gas pressure In the 
cavities Is computed using the equation of state discussed In 
Section 3.1.2.2 and C* Is the bulk thermal equilibrium vacancy 
concentration, taken as cj • exp (-e'/kT). EJ IS the vacancy for­
mation energy. 

Equations (3.42) and (3.43) are solved at steady state as 
discussed above. The presence of the recombination tern requires that 
the two equations be solved simultaneously. A solution Is obtained by 
solving Equation (3.42) for C, and substituting into Equation (3.43). 
This yields an equation which 1s quadratic In C which can be solved 
algebraically. C { is then found by back-substitution for C y Into 
Equation (3.42). 

A population of small (-0.25 nm radius) helium-vacancy clusters 
is assumed to form very early In the Irradiation. The total density of 
these clusters Is based on experimentally observed trends,1••»»*•#••» 

N* - 2.53 * 1 0 " exp 1.-0.023 T (*C)] nr» . (3.55) 

These small helium-vacancy clusters grow initially as bubbles at a rate 
which Is primarily determined by the helium generation and partitioning 
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rates. As discussed In Section 3.3.1.1, a constant fraction of 0.1 of 
the total density is assumed to be associated with precipitates that 
form after a temperature-dependent incjbatlon time. The total cavity 
density Is typically divided Into two or three size classes, one of 
which contains the precipitate-associated cavities. If and when the 
cavities In any one size class exceed the critical size given by 
Equation (3.9) they are considered to have converted from bubbles to 
voids. Prior to their conversion to voids, the bubble radius 1s 
calculated using Equation (3.13) and after conversion the void radius 
is found by Integrating Equation (3.1) with the Initial condition 
that r • r*. The LSOOE (Llvermore Solver of Ordinary Differential 
Equations)"* subroutine package has been used to carry out the 
numerical Integrations in this work. The time step In the Integration 
Is limited to ensure that the steady state assumption for Equations 
(3.42) and (3.43) is not violated and that the amount of helium par­
titioned to a bubble 1n a given time step 1s small relative to Its 
current helium content. 

The number of mlcrovolds Is computed by first determining the 
lifetime, i , of a spherical vacancy cluster with a radius, rfflv; 

x — . (3.56) 
m v 0 y C v - 0 l C i - DvC™ 

and the mUrovold generation rate, G.. ; 
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r Gdpa n x ,, „ . 
6mv * S n v ' < 3' 5 7> 

The number of vacancies In a mlcrovold Is: 

nv " 3S riv ' ( 3' 5 8 ) 

The mlcrovold density, N , Is then found by Integrating the following 

equation: 

d N m v 
U F * G mv- » U V S ' < 3 ' 5 9> 

The total dislocation density 1s expressed as a time Independent func­
tion of temperature: 

p d - 1.99 x 10*' exp [-0.016 T C O l m" . (3.60) 

Thus no distinction 1s made between faulted loops and network disloca­
tions and the dislocation transient is Ignored. Equation (3.60) pro­
vides a reasonable fit to the observed temperature dependence of the 
dislocation data discussed 1n Chapter 2.**,.,»* Finally, the subgraln 
size Is also temperature dependent. In 20%-coId-worked material the 
subgraln size simulates the observed coarse cell structure which was 
discussed in Chapter z.»••-»•• At 500°C and below the subgraln size 
Is set to 1.0 x 10"* m, Increasing to 1.25 x 10- #, 3.0 x 10'*, 
7.75 x 10-« and 1.70 x lO'' m at 550, 600, 650 and 700'C, respectively. 
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To be rigorously correct, the sink strengths of the cavities, the 
mlcrovolds and the subgraln structure should be greater for interstl-
tlals than for vacancies. 1** 1" This Is a result of the multiple sink 
correction term In Equations (3.46) and (3.47) for the spherical sinks 
and Is intrinsically the case for the subgralns In Equation (3.48). 
In Equations (3.46) and (3.47) S* should be replaced by S* and 1n 
Equation (3.48) SJj should be replaced by S° when computing the sink 
strengths for Interstltlals. S* and sj are defined by equations 
analogous to Equations (3.51) and (3.52). Thus the existence of a single 
biased sink results In an apparent bias for all sinks when multiple 
sink strength corrections are included. To simplify the present analy­
sis, all bias effects have been subsumed into the single effective 
dislocation bias and the sink strengths have been computed using 
Equations (3.46) through (3.52). The Influence of the multiple sink 
correction terms was Investigated further with the comprehensive model 
which will be discussed below. 

3.3.1.4 Parameter Choices and Model Calibration 

Perhaps the major uncertainty In all theoretical modeling studies 
1s due to the use of material and Irradiation parameters which are not 
well determined." Some of these parameters were discussed 1n this con­
text In Chapter 2. A partial list of these parameters would Include 
material properties such as the activation energy for self-diffusion, 
the matrix surface free energy and the dislocation/Interstitial bias 
and Irradiation parameters such as the cascade efficiency. In many 
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cases these parameters have been measured In either pure material or 
simple alloys and the values applied to complex alloys. The Influence 
of alloy composition Is either Ignored or extrapolated from measure­
ments at a few compositions. In other cases no direct measurements 
are available and values are Inferred from Indirect observations. 
Even In the best of cases, experimental uncertainties typically lead 
to a large enough range of "reasonable" values for any given parameter 
that model predictions can be significantly affected. Finally, the 
use of the theory to help define the range of parameter values Is hin­
dered by the fact that changes In one parameter can often be offset by 
a corresponding change In another. For example, when bulk recom­
bination is Ignored and dislocations are the major point defect sink, 
the effective vacancy supersaturatlon given by Equation (3.3) takes 
the following simple form: 

n Gdpa „ 
S - -g - (Z° - 1) . (3.61) 

S D C 

Clearly, changes In the cascade efficiency ca.i be directly offset by 
changes In the bias or the dislocation density. If the temperature 
dependence of the dislocation density Is not adequately represented, 
changes in the self-diffusion energy will compensate for It. One 
advantage of the more complex model to be discussed In Section 3.3.2 
Is that simple relations such as Equation (3.61) do not arise because 
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of the explicit dose and temperature dependence of the major micro-

structural sinks. However, even in the comprehensive model, some 

limited parameter variations could be offset by changes in other param­

eters. This will be discussed In more detail below, but the result of 

the uncertainties is that It is generally Impossible to arrive at a 

unique set of model parameters when using the theory to match the 

observations In any one data set. Therefore, with even a well-

calibrated model, any extrapolation from the existing data base should 

be carried out with great care. 

The models developed here are subject to the uncertainties just 

discussed. In addition, the most serious assumptions in the model are 

the very limited treatment of possible precipitate effects on void 

formation and growth, the use of a simple temperature-dependent precip­

itate Incubation time, the use of a temperature-Independent precipi­

tate sink strength and the neglect of possible mlcrochemlcal effects 

on point defect diffuslvltles and sink capture efficiencies. In spite 

of these approximations, the model 1s able to predict the broad trends 

1n the breeder reactor swelling data base and It 1s beMeved that the 

model provides a useful tool for increasing our understanding of the 

physical mechanisms responsible for void swelling and for exploring 

the sensitivity of swelling to parameters which may be of interest but 

which art not easily Investigated experimentally. For example, the 

model will be used to examine the Influence of tne He/tfpa ratio in tne 

range of values which will be observed 1n a DT fusion reactor. In 
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this sense, theoretical models provide a complementary tool to experi­
mental Investigation and neither is adequate without the other. 

The parameters used to calibrate the cavity evolution model are 
summarized In Table 3.5 and they will be discussed In turn below. The 
data set chosen for this calibration was from the RS-1 experiment 
which was discussed In Section 2.4. The data are from immersion den­
sity measurements of the 20%-cold-worked FFTF first core heats of 
type 316 stainless steel. This data set was chosen to minimize 
scatter from heat-to-heat variations and because It covers a broad 
dose and temperature range. 

Experiments to measure the self-diffusion coefficient In aus-
tenltlc alloys are typically conducted at quite high temperatures 
(T - 1000 to 1400*C) (refs. 225,226,265). Extrapolation of these 
results to temperature In the range 300 to 700*C Is uncertain since 
relatively small changes In the activation energy will lead to 
diverging values of the self-diffusion coefficient at these lower tem­
peratures. The value of the activation energy Is known to be sen­
sitive to composition**" and typical values range from -2.6 to 3.2 eV 
in various austenltlc alloys.»»«•*»•#»••,»••» Here an Intermediate 
value of 2.9 eV has been used with a pre-exponent1al of 6.0 x 10"' m 1 

sec - 1 (refs. 265, 267). The partitioning of the activation energy for 
self-diffusion between the vacancy formation and migration energies 
influences the results of the present model primarily for temperatures 
greater than about 600 to 650*C. Recently, Garner and Wolfer , ,» have 
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Table 3 .5 . Material and irradiation paraneters use-) i" 
calibration ot cavity evolution mosel 

Material Parameters 

Vacancy energies: Formation, E 1.5 eV 

Migration, E 1.4 ev 

In ters t i t i a l Migration energy, E1? 0.5 eV 

Dif fusivi ty pre-exponentials: 
Vacancy, 0° 8.C - I 0 " 5 m2/sec 

I n t e r s t i t i a l , 0° 8.0 . IO" 6 m2/sec 
7 

Recombination coeff icient, a 2 « ! 0 2 0 0. sec" 1 

Dislocat ion- interst i t ia l bias, Zj 1.22 

Surface free energy, -, 1 .620 - 7.0 , 10- f c T(°C) J/m 2 

Total sink densities: 

Dislocation, p < , 1.99 . ! 0 1 8 exp[-0.G16 T(»C)] «-" 

Cavity. N* 2.53 » 1C 2 6 e*p [-0.023 TJ"C)3 i»"3 

Subgrain size, A T < 500*C 1.0 « lO"* n 
9 T « 550°C I 25 < 10-* ir 

T = 600"C 3.C - 10-*> m 
T = 650*C 7.75 * 10-6 m 

T = 700°C 1.70 » 10-- m 
Precipitate-associated cavity 
fraction, f 0.1 

P 
Precipitate: 

Sink Strength, S 4.C » 1 0 ^ m - 2 

Nucleation time, r 0.16 [700 - T (»C)] dpa 

Geometric terms for cavity voiume 
and surface area: 

f-recipitate-issociated i » «?.2*; f -- 0.40; F « 0.434 

Matrix ? = I 'M*; f , = ' s * 1.0 

irradiation Parameters 

damage rate, Ĝ  10-*" dpa/sec 

Helium generation ra te , G 3.5 • 10" : * He/atom'',ec 

Cascade efficiency, - 0. ; > • > 

fraction of vacancies c!'ist»red 
in microvoi'".',, i '• .''• 

Microvoi! radi'Jt, r fl.5?5 nm; f 3'5*C 
*' ¥ O / , .J0 n ~ ; f • 4';'i° f 

r n i in • 



126 

cited measurements of EJ which Indicate that EJ - 1.8 and EJ - 1.1 In 
nickel******* and suggest that these values be used for type 316 
stainless steel. However, measurements of E? In both high purity Fe-
Cr-Nl austenltic alloys and in type 316 stainless steel Indicate that 
Ej - 1.3 to 1.4; hence EJ - 1.5 to 1.6 (refs. 270,271). These latter 
values are more appropriate for this study and values of E™ - 1.4 and 
E* • 1.5 have been used. The predictions of the cavity evolution 
model are not sensitive to the value of the Interstitial migration 
energy.*" Values of E^ measured in pure materials are typically 
fairly low, on the order of 0.1 to 0.2 eV (ref. 273), and such values 
have normally been used In theoretical studies of void swelling. 
However, recent measurements of E? In austenltic stainless steel 
Indicate that an activation energy as high as 0.9 eV may be more 
appropriate In these complex alloys.•*•.«'••*« An Intermediate value 
of E? • 0.5 eV was used In this work with a pre-exponentlal term of 
8.0 x 10"* m* sec'1. 

There have been only a very limited number of measurements of the 
surface free energy In austenltic stainless steels.*•*.**• Murr and 
co-workers have reported measurements In type 304 stainless steel 
obtained using the method of zero creep deformation of thin wires at 
high temperatures.*" A linear fit to their data In the range of 1000 
to M O O T yields the following expression: 

Y(T) • 4.05 - 1.75 x 1 0 " T(*C) J/m1 . (3.62) 
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This leads to values of the surface energy between 2.8 and 3.5 J/m* 
when extrapolated to the 300 to 700*C temperature range. This Is much 
higher than the nominal 1.0 J/a" which has typically been used In 
previous studies of void swelling. A lower surface energy can be 
rationalized on the basis of the presence of surface-active gases such 
as oxygen,"»*"•*'" but the amount of reduction which should be 
applied Is unclear. This Is particularly true in complex alloys where 
the presence of oxygen-getterlng elements such as carbon, silicon and 
titanium appears to strongly limit the Influence of oxygen."• The 
1.0 J/m* value has been used In the past largely because such a low 
value was required in order to obtain reasonable void nucleatlon rates 
from the classical stochastic theory as discussed In Section 3.2.2. 
The results of that same section Indicated that a higher, temperature-
dependent surface free energy was consistent with void formation via 
the conversion of critically sized, helium-stabilized bubbles. The 
value used here retains the temperature dependence of Equation (3.62), 
but the magnitude is reduced by a factor of 0.4. 

The parameters which describe the net fraction of the Initially 
produced point defects which survive intracascade annealing and cascade 
collapse are given 1n Equations (3.42) through (3.44). Here n - 0.333 
and x • 0.8. These values are consistent with the results of detailed 
computer modeling of the evolution of the displacement cascade. 1 0• ,*>" > 

The mlcrovold radius, r , has been used to obtain agreement between 
the model predictions and low temperature swelling data. The tem­
perature dependent values of r are given In Table 3.5. Predicted 
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swelling 1s essentially Independent of the microvoid parameters above 
about 450°C, but below this temperature the presence of these tran­
sient vacancy clusters reduces the vacancy supersaturatlon by acting 
as a recombination site for point defects. This use of a variable 
microvoid radius Is somewhat ad hoc, but It can be thought of as a 
surrogate for the other vacancy cluster parameters which may be tem­
perature dependent. For example, the morphology of the stable vacancy 
cluster Is known to be temperature dependent In face-centered cubic 
materials.»«.«'•.*•• 

Bulk, uncorrected recombination of vacancies and Interstltlals 
due to point defect diffusion Is accounted for In Equations (3.42) and 
(3.43) by the term proportional to what 1s called the recombination 
coefficient, a. The results presented below indicate that bulk recom­
bination Is Important only when the total system sink strength 1s 
fairly low, aC y > DjZS-J. This generally occurs only at high tempera­
tures. While most vacancies and Interstltlals do recomblne, this recom­
bination takes place at point defect sinks rather than in the matrix. 
Neglecting the temperature dependence of the extended defects led some 
early researchers to the erroneous conclusion that bulk recombination 
was responsible for the low temperature swelling cutoff.'•.•»».»»» 
This error was pointed out by Builough and Hayns" and discussed 1n 
more detail by Hayns.' 1 1 Two alternate methods can be used to com­
pute the recombination coefficient. The first Is a continuum approach 
in which both types of point defects are considered to be a small 
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permanent sink of radius r Q for the opposite defect. t a a* t a a This leads 
to a diffusion profile around the sink and 

4wr 
« • - 5 - (0, • 0 V) . (3.63) 

Since 0 1 » D y ( the recombination coefficient can generally be con­
veniently expressed In terms of the Interstitial dlffuslvlty only. 
The second approach Is a discrete atomistic description In which the 
recombination coefficient Is expressed as a function of the vacancy 
and Interstitial Jump frequencies and a geometric term referred to as 
the combinatorial number1 or the recombination cross section.«•».«•• 
This geometric factor Is related to the number of atom positions 
around a given point defect from which the opposite defect can cause 
spontaneous recombination In a single Jump. These two approaches have 
been shown to yield similar results.*" Theoretical calculations of 
r Q lead to values ranging from 0.14 (ref. 284) to 1.07 nm (ref. 283). 
Using Equation (3.63) and neglecting 0 y, these estimates of rfl would 
correspond to values of a/0 j between 1.6 * 10** and 1.2 * 10** m~*. 
Recent measurements of the recombination volume in high-purity austen-
Itlc steels Indicate that rQ = 0.845 nm. leading to a/D 1 - 9.25 x 10** 
m~* {ref. 285). A value on the low end of this range has been used In 
this calibration, a/0 1 « 2 x 10** nr*. 

With the other parameters fixed, as Just discussed, the 
dislocation-Interstitial bias, Z d, was used as the final calibration 
parameter to obtain agreement between the predicted swelling and the 
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RS-I swelling data. Because Z. directly affects the vacancy super-
saturation [Equation (3.61)J, 1t Influences the critical number of gas 
atoms [Equation (3.8)]; hence. It Influences the bubble-to-vold con­
version times. The steady-state swelling rate can also be shown to be 
approximately linearly dependent on (I. - l) (ref. 74). Therefore, 
variations In the assumed bias have about the largest overall effect 
on model predictions. Theoretical calculations of Z. suggest a fairly 
broad range of possible values, Z^ = l.01 to 2.0 (refs. 69-75,286). 
Unfortunately, it Is not possible to determine a precise value for the 
bias from experimental measurements of a parameter such as the 
swelling rate because the bias appears as a product with the cascade 
efficiency. With the cascade efficiency fixed, as discussed pre­
viously, the bias was used to fit the model's predicted steady-state 
swelling rates to rates observed 1n the RS-1 experiment. This 
required Z, » 1.22, which Is near the middle of the range of theoreti­
cal values. 

The swelling predictions of the cavity evolution model are com­
pared with the RS-1 swelling data• ,» ,»• , , , In Figure 3.16. For the 
results shown here, two cavity size classes have been used — one 

matrix class and one precipitate-associated class. The use of more 
than two size classes has a minimal impact on the predicted swelling 
as long as the total cavity density and the precipitate-associated 
fraction remain constant. Although the model Is fairly simple, the 
temperature and fluence dependence of the data 1s well tracked. Both 
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Figure 3.16. Comparison of RS-1 swelling data and predictions of 
cavity evolution model. RS-l data from Bates and Korenko." Yang and 
Garner,** and Garner. 1 1* 

the incubation times and the steady-state swelling rates observed in 
the data are well represented by the model. 

The incubation time In Figure 3.16 Is primarily a function of the 
rate at which the subcrltlcal bubbles absorb helium and the precipi­
tate incubation time. Point defect partitioning to the various sinlcs 
gives rise to a temperature-dependent vacancy supersaturatlon and crit­
ical number of gas atoms, as shown in Figure 3.17. The value of m t 

shown In Figure 3.17 is for a spherical (matrix) bubble (I.e., 
F y - 4tr/3). Because of the increasing dependence of the critical 

"He 
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Figure 3.17. Temperature dependence of effective vacancy super-
saturation, 5, and critical number of gas atoms, n£ , using nominal 
model parameters. 

number on temperature above about 500*0, two patterns of bubble-to-

void conversion are observed. At 400 to 450*C swelling is due to the 

conversion of matrix bubbles to voids while at higher temperatures the 

precipitate-associated cavities ire responsible for the swelling. The 

lag time for bubble-to-void conversion following precipitate formation 

increases from about 6 dpa at 500*C to 36 dpa at 650*0. Hence, the 

model indicates that, for the set of parameters used here (typical of 

commercial austenitic steels), swelling at low temperatures can be due 

to helium accumulation alone, while at higher temperatures the 

increased critical cavity size requires void-precipitate association 

in order to observe swelling at. doses less th<in about 100 dpd. 
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At both high and low temperatures the early conversion of either 
bubble size class tended to prevent the other from converting. This 
is due to the increasing cavity sink strength which begins to suppress 
the vacancy supersaturation. This in turn causes the critical size 
for the remaining bubble size class to increase at a rate that is 
greater than the helium accumulation rate. A typical example of this 
phenomenon Is shown in Figure 3.18 where the effective vacancy super-
saturation and critical number of gas atoms at 500*C are plotted as a 
function of Irradiation dose for both matrix and precipitate-
associated cavities. The helium content of the cavities Is also shown. 
The change In slope of the supersaturation and critical number curves 
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Figure 3.18. Dose dependence of the effective vacancy super 
saturation, S, and critical number of gas atoms, m* at 500°C. 
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at about 45 dpa Is a result of the conversion of the precipitate-
associated bubbles to voids. The significance of this effect will be 
explored further In the next section. 

At 700*C the model does not predict void formation out to 100 dpa 
with the nominal parameters. This is shown In the lower of the two 
curves labeled 700 #C In Figure 3.16. Increased thermal vacancy 
emission reduces the effective vacancy supersaturatlon at such high 
temperatures to a very low level. This leads to a large critical 
number as shown In Figure 3.17. However, the predictions of the model 
at 700*C are quite sensitive to small changes In model parameters. 
Increasing the vacancy formation energy by as little as 0.03 eV and 
slightly reducing the dislocation density or the recombination coef­
ficient raises the vacancy supersaturatlon to a sufficient degree that 
swelling begins at about 85 dpa as the upper of the two curves labeled 
700°C in Figure 3.16 indicates. A somewhat higher value for the self-
diffusion energy 1s consistent with the measurements mentioned 
above.*••.*•• A somewhat lower dislocation density would be 1n agree­
ment with values observed In recrystallized steels and Is within the 
range of observed values for Irradiated type 316 stainless steel (cf. 
Figure 2.7). The sensitivity to dislocation density may explain 1n 
part the fact that void formation 1s highly nonuniform 1n cold-worked 
materials. This will be discussed further when the predictions of a 
more comprehensive model are described In Section 3.3.2. 
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3.3.1.5 Parametric Analysis: Cavity Density and He/dpa Ratio 

Because of the Interest in the potential effects of the He/dpa 
ratio on swelling In austenltlc stainless steels, the calibrated 
cavity evolution model has been used to explore the Influence of this 
parameter. The most systematically observed effect of the He/dpa 
ratio Is the formation of higher cavity densities at higher helium 
levels.**t" This was discussed In Chapter 2, and ref. 54 Indicated 
that the total cavity density could be approximately described by a 
simple power law, N* a (He/dpa) p. Simple theory suggests that the 
exponent p should be about 0.5 (ref. 109) while experimental obser­
vations typically fall In the range of 0.2 to 1.0 (refs. 54,57,104). 
For the present analysis p has been treated as a variable parameter 
and the He/dpa ratio has been varied between the low value of 0.35 
appm He/dpa listed In Table 3.5 to a high value of 70 appm He/dpa. 
For austenltlc stainless steels the former value 1s typical of EBR-II 
and the latter value Is typical of the HFIR. The He/dpa ratio in a OT 
fusion reactor first wall falls between tlese two limits (~10 appm 
He/dpa). The total cavity density was scaled from the value listed 1n 
Table 3.5, 

He/dpa 
NJ; (He/dpa) « NJ (0.35) "OT (3.64) 

The values of the other model parameters remained fixed. 
The dose dependence of the predicted swelling with a He/dpa ratio 

characteristic of the HFIR and a DT fusion reactor first wall Is 
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compared to the EBR-II base case In Figure 3.19. Three values of the 
cavity scaling exponent are represented at 450, 550, and 650°C. For 
the HFIR simulation, the dose dependence of the He/dpa as described 
by Simons** 1s Included. Incubation times and In some cases steady-
state swelling rates vary as a function of both the He/dpa ratio and 
the cavity density. At 450 and 650*C there Is a fairly monotonic 
decrease In swelling as the cavity density (p) Is Increased In both 
environments. At 550*C the behavior Is more complex, with peak 
swelling near a value of p • 0.5 for the OT fusion case. The sen­
sitivity of the HFIR and fusion swelling predictions at 75 dpa to the 
cavity density Is shown explicitly In Figure 3.20. The bubble-to-vold 
conversion pattern 1s Indicated In Figure 3.20 by the labels m.p and 
n/c for matrix, precipitate-associated and no conversion, respectively. 
The EBR-II base case swelling Is also shown for comparison. Although 
the details of the swelling behavior are dependent on both temperature 
and the He/dpa ratio, a broad trend of enhanced swelling (relative to 
EBR-II) Is observed for p up to about 0.5 to 0.7 for HFIR and p • 0.6 
to 0.9 for DT fusion. This enhanced swelling 1s primarily a result of 
reduced Incubation times at the higher He/dpa ratios. In a few cases, 
conversion of additional classes of bubbles to voids leads to higher 
swelling rates as well. However, at the highest cavity densities, 
swelling is reduced. The reduced swelling Is due to extended incuba­
tion times and 1n some cases to lower swelling rates. The Incubation 
tl.nes are extended as a result of a higher cavity sink strength, 
leading to a reduced vacancy supersaturatlon; hence, the critical 
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number of gas atoms Is Increased. At the same time, the available 
helium must partition to more cavities. Reduced swelling rates are 
also the result of an Increased cavity sink strength. As discussed In 
Chapter 2, the peak swelling rate occurs when the cavity and disloca­
tion sink strengths are nearly equal.1* The early conversion of a 
high density of matrix cavities (e.g., p • 0.8 at 450*C) can suppress 
the later formation of precipitate-associated voids which would other­
wise cause rapid swelling. Therefore, there may be a critical value 
of the cavity density which will give rise to a bifurcation In the 
path of cavity evolution. The tendency for the system to follow the 
low swelling path for a given value of p Is enhanced by high tem­
peratures and a high He/dpa ratio. 

In Figure 3.21, the ratio of the Incubation time (dose to 1% 
swelling), t, and the quasi-steady-state swelling rates (at 75 dpa), 
S, for OT fusion relative to EBR-II are shown for p - 0.2, 0.5 and 0.8. 
For p - 0.2 and 0.5, the difference between EBR-II and DT fusion 1s 
primarily due to the reduced Incubation time. At 550°C, the swelling 
rate is somewhat enhanced as well. For p - 0.8, both the swelling 
rates and the Incubation times are affected. The magnitude and the 
sign of the effect vary with temperature. The explicit dependence of 
the predicted swelling on the He/dpa ratio Is shown In Figure 3.22 for 
p « 0.2, 0.5 and 0.8. The predicted swelling at 75 dpa for 450, 550 
and 650°C Is compared with the EBR-II base case. These calculations 
Indicate nonmonotonic swelling behavior with He/dpa ratio. Except for 
the highest value of p and the highest temperature, the predicted 
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Figure 3.21. Temperature dependence of predicted Incubation dose 
(t • dose to IX swelling) and steady state swelling rate (S « swelling 
rate at 75 dpa) for OT fusion normalized to E8R-II. 
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Figure 3.22. Dependence of the predicted swelling at 75 dpa on 
the He/dpa ratio. 
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swelling appears to peak near the OT fusion He/dpa ratio. This result 
suggests that a simple interpolation or extrapolation of swelling data 
obtained In either the EBR-II (0.35 appn He/dpa) or the HFIR (70 appn 
He/dpa), or both, may lead to significant errors In predicting 
swelling In a DT fusion reactor first wall. 

It should be emphasized once again that the specific values of 
the predicted swelling are sensitive to model assumptions and param­
eters. However, the general trends which are predicted are a con­
sequence of the physical mechanisms discussed above and not the 
details of the model. In particular, the dependence of swelling on 
the He/dpa ratio Is believed to be real. The predicted bifurcation 
In the cavity evolution path Is quite consistent with the observed 
swelling of 20%-cold-worked DO-heat In the HFIR and EBR-II, as 
discussed In Chapter 2. Finally, type 316 stainless steel has been 
irradiated In the ORR In an experiment In which the neutron spectrum 
was tailored to yield a He/dpa ratio of about 10 (ref. 287). Initial 
examinations of specimens from this experiment indicate that swelling 
1s significantly greater than was observed In the same heats of 
material Irradiated In the HFIR or the FFTF (He/dpa - 0.5).*" 

3.3.1.6 Development of Model-Based Design Equations 

The results of the previous section have been used to develop a 
set of model-based design equations for the swelling of 20% cold-
worked type-316 stainless steel In a DT fusion reactor. This set of 
equations complements two data-based design equations which have also 
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been formulated.*•••*•• These two data-based equations arose from the 
two different Interpretations cf the results of Irradiations of 201 
cold-worked OO-heat, as discussed In Chapter 2. One of these equations 
emphasizes the results of HFIR Irradiation"* while the other empha­
sizes the EBR-II results.*" In developing the model-based design 
equations, values of p » 0.2, 0.5 and 0.8 In Equation (3.64) were 
used. This attempts to set crude mechanistic limits on the predic­
tions. The He/dpa ratio was set to 10 appm He/dpa with a damage rate 
of 10~* dpa/sec. The other parameters from Table 3.5 also apply. 
Hence, the design equations are appropriate for components near the 
reactor first wall. 

For temperatures up to 600*C and doses to 100 dpa, the predicted 
swelling values, S, were fit using a function of the following form: 

S(T,d) - A(T)[d - x(T)] - B(T)[d - x(T)]* , (3.65) 

for d > x, where T Is the Irradiation temperature (*C), d Is the dose 
(dpa) and A, B and x are temperature-dependent parameters used to fit 
Equation (3.65) to the swelling curves. The parameter A Is approxi­
mately equal to the predicted maximum swelling rate and x corresponds 
to the dose required to reach 1% swelling. A value of the exponent 
a * 1.25 is required to yield the proper curvature In the swelling 
curves. Best-fit values of A, B and x were computed using a nonlinear 
least-squares regression program for each of the three values of p. 
Individual fits for A, B and t as a function of temperature were then 
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obtained In each case. These functions are given below In Equations 

(3.66) to (3.68). 

For the p - 0.2 case: 

{ (T - 500) »~| |~ (T - 615) »"| 
- 8100 I + ° - a o H _ " —5TTO J 

+ 0.09 exi 
(T - 380) 

| - ( T 2000 O ) ' j » ( 3 ' 6 6 a ) 

, (T - 500)' 
B(T) - 0.225 exp| - 5 3 0 Q 

J (T-500)*] 
i p |—5ioir-J 

J <T - 2 5 0 > ' l K ip[--7250 j + 5 ' 
_, (T - 250)a 

t(T) - 23.5 exp| - i -yjjj-

. (3.66b) 

88 • x'(T) , (3.66c) 

x'(T) 
0, T < 490*C 

, (T - 490)*, 
18.6 [1.0 - expf- 2 0 0 Q 13 , T a 490-C . (3.660) 

For the p • 0.5 case: 

(T - 450) 
'T) - 1.08 ex 

I (T - 450)'"] J~ (T - 555)'] 
Y 6500 J * lAZ '*<[- 3550—J 

J (T - 400)'"| 
<p| 5 0 0 - J 

8(T) - 0.235 ex 
f (T - 485)'~j I (T - 400)' 1 

Y 7ioo J • ° - 0 3 5 <*Y —5nr~" J 
+ 0.04 ex x.ii 

9W 

- 540)J 

ToTJO 

, (3.67a) 

. (3.67b) 
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t(T) • 8 -5 • 16.5 exp[- ( T a 700 O >*J + 2 4 ' 5 e x | - ^ ZlOO^'j 

(3.67c) 

For the p « 0.8 c**e: 

I (T - 426)'"| 
I "5050 J 
, (T - 426)« I I (T - 500)' 

A(T) - 1.07 exp| V

5 0 5 0 + 1.30 exp - i - ^ ' 

• 1 

f (T - 500)'"| 
I 1250—J 

f(T-550)« "I 
.40exd- 1 4 5 Q . (3. 

B(T) - 0.20 exp I —5Z0U— J * ° ' 2 2 e x p ( ROD—] 

• 0.20 exJ - * JQQ " - AMAX1C0.O, 3.1 K 10"' (T - 550)] . (3.68b) 

, n J <T " 3 4 2 > r | , , c J (T - 500)»"| 
3 * 0 e x H I 8 W — I * 4 2 * 5 H i5uTT : 

t(T) T < 500*C 

42.8 + 7.0 x 10-* (T - 500)* ; T i 500*C . 

(3.68c) 
In Equations (3.66) to (3.68), exp(a) > e a In order to simplify the 
notation and the FORTRAN function AMAXl Is used to prevent the use of 
negative values in the last term in Equation (3.68b). 

The mode)-based equations are compared with the two data-based 
equations 1n Figure 3.23. In the case of the HFIR-based equation, a 
50*C temperature shift has been applied in plotting the results since 
this equation was developed prior to the discovery that the actual 
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Figure 3.23. Comparison of alternate design equations for the 
swelling of 20% cold-worked type-316 stainless steel In a DT fusion 
reactor first wall. The curves for the model-based equations reflect 
the va'ue of p, as indicated. 
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Irradiation temperatures In the HFIR were systematically higher than 
originally thought.«*.1*1 The curves shown for the EBR-II-based 
equation do not Include the helium bubble swelling contribution that 
the authors recommended;1•• this term would yield a small amount of 
swelling at low temperatures (<0.5% at 100 dpa at 300 #C). 

The comparison shown In Figure 3.23 re-emphasizes the key result 
discussed In the preceding section (I.e., that neither EBR-II nor HFIR 
may provide a conservative estimate of swelling In a OT fusion reactor 
first wall). Dose and temperature regimes are observed in which each 
of the three alternate design equations predicts the highest swelling. 
However, the model-based Interpolation (at the appropriate He/dpa 
ratio) generally predicts much higher swelling than the two data-based 
equations. 

3.3.2 Description of Comprehensive Mlcrostructura! Model 

The comprehensive model discussed here Is butlt on the foundation 
of the simpler model just described. The cavity evolution component 
of the model 1s Identical to that described 1n Section 3.3.1. Here 
the assumption of a time-Independent dislocation density has been 
relaxed and an explicit treatment of the evolution of both Frank 
faulted dislocation loops and the dislocation network are Included. 

3.3.2.1 Rate Equations with Time-Dependent Dislocation Density 

In order for the model to include the time dependence of the dis­
location structure, the rate equations given above for vacancies and 



148 

Interstltials [Equations (3.42) and (3.43)] are modified to Include 
the presence of d1~, tri-, and tetra-tnterstlttal clusters and Frank 
faulted dislocation loops. Additional rate equations describe the 
interstitial cluster concentrations and the evolution of the faulted 
loops and the dislocation network. 

The assumptions discussed In Section 3.3.1.3 apply here as well, 
along with the following: 

1. Only the monodsfects are assumed tc be mobile. Although the 
mobility of the small Interstitial clusters can be Included In a 
simple manner, their mobility has been shown to have no significant 
effect on the point defect calculations.** 

2. The tetra-lnterstltlal Is a stable radius for Frank faulted 
loop formation. The dl- and tri-lnterstltlals may thermally alssoclate 
by emitting a single Interstitial.*1 

In Section 3.3.1, parameters related to the total dislocation 
density were designated by a subscript or superscript d where 
appropriate. Here, because the network and faulted loop components 
are distinct, the letter n will be used In reference to network param­
eters and the letter £ for loop parameters. 

The rate equations are as follows: 

3 T • Gv - KC* - *v C' " *vC* " a C 1 C v " °v Cv ( Sv * SJ 

• 5$ • S* c l • SJ) , (3.69) 
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^ - IJG • C,(2r* • 3J - 0j) • C,(r, - 3,) - 3JC, 

- 0JC% - aC1Cy - O tC t(s; • Sf • Sj • S j c l • S )̂ . (3.70) 

| j r - * i 4 + c « ( * v

 + r?> - c « ( p J + B i + rt> • ( 3*7 1 ) 

^ - 9JC, • ejC % - C,(3J • 3j • r?) . (3.72) 

dC, ejC, - 6*C, - C. I"1 . (3.73) a r " pr-> • pv' * 

In Equations (3.69) through (3.73), the 3J,y and rj t, are rate con­
stants for the Impingement of point defects on Interstitial clusters 
of size J and the thermal dissociation of d1- and trl-lnterstltlals, 
respectively, S7 Is the faulted loop sink strength. t% will be 
discussed balow and most of the other terms have already been aeflned. 
Variable definitions are sunsRarized In Table 3.6. 

< z 1 v&l vCi v 
< v » a! ' < 3' 7*> 

d Dl . E5 
a ^,,-n«'<-Tf) • < 3 - 7 5 ' 
0 
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Table 3.6. Variable definitions In comprehensive model 
Parameter Value/Units 

Lattice parameter. a Q 

Atonic volume, fi 
Burgers vector magnitudes 

Network dislocation, b 
Faulted loop. b £ " 

Olffuslvltles 
Vacancy, D v 

Interstitial. D, 
Concentrations 

Vacancy, C v 

Thermal equilibrium vacancy, C* 
Interstitial, C. v 

01-1nterstH1al; C 
Trl-lnterstltlal, C 
Tetra-lnterstltlal, C % 

Extended defects . 
Sink strengths. Si 

' » V 
Equilibrium vacancy concentrations, C* 

where J • c for cavities, 
• n for network dislocations, 
- i for faulted loops, 
* g for subgralns, 
- vcl for mlcrovolds, 

3.58 K 
1.15 x 

10- ta 

10— m» ( a » 

2.53 * 10 
2.07 x 10 

m'/sec 
m*/sec 

No./atom 
No./atom 
No./atom 
No./atom 
No./atom 
No./atom 

a" 

No./atom 

-»• m (a /•£) 

X v " InTrTrTT J Z w r i N £ Z f , v < r i > • (3.76) 

The Z 1 v(r t) are effective faulted loop bias factors for Interstltlals 
and vacancies. Values for the binding energy of the second and third 
interstitial In a cluster (E,t,) and for the combinatorial numbers 
(z^ ) 1n Equation (3.74) will be discussed below. 
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The present model distinguishes between the small Interstitial 
clusters ani the larger faulted loops by treating their evolution 
differently. The t, term In Equation (3.73) Is the lifetime of a tetra-
Interstltlal against growth to the size of the first faulted loop size 
class. If r % Is the radius of the tetra-lnterstltlal and r* Is the 
radius of loops In the first size class, 

f r f 

t. - (—) dr . (3.77) 
J r % dt * 

3 T * r * Z 1 ( r l ) D 1 C 1 " Z ! ( r t> D v£ C v - cJ(r £)]J , (3.78) 
Mr 

in which C*(r,) Is the vacancy concentration In equilibrium with a 
faulted loop of radius r., b. 1s the magnitude of the Burgers vector 
of the faulted loop (b, • a //3) and B • 2*/£n(r / r c ) . 

Cj(r.) - C« expl - - ( in (- ) • 1*1) . 
L k T 4w(l-u)r£ b £ bt _ 

(3.79) 

The first term In the exponential in Equation (3.79) Is the elastic 
energy opposing loop growth due to the Increasing dislocation line 
length while the second term is due to the stacking fault; G Is the 
shear modulus, u Is Polsson's ratio and y f 1s the stacking fault 
energy. Here the calculation of the vacancy generation rate using 
Equation (3.44) also Includes vacancy emission from the faulted loops 
using Equation (3.79). 
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The use of the term C , T » _ 1 In Eauatlon (3.73) permits a mathemat­
ical transition between regions In which alternate descriptions of 
interstitial looo evolution are used. As shown in Equations (3.70) to 
(3.73). a discrete clustering calculation Is done for sizes up to the 
tetra-1nterst1t1al. However, this description would necessitate 
integrating greater than 10* rate equations if It were used for loops 
up to the maximum size observed experimentally. The evolution of the 
larger looos Is Instead given by equations of the form. 

where N. Is the number of loops 1n a given size class with radius rf 
and the t f are given by Equation (3.77) with the appropriate loop 
radii used as the Units of the integration. The loop size space 
between r. and the maximum loop radius is divided Into a discrete 
number of size classes. This latter discretization provides a prac­
tical description of the continuum distribution. The number of size 
classes reoulred to preserve the essential features of the looo dis­
tribution can be determined numerically. Figure 3.24 Is a plot of the 
loop density and loop line length at 450*C as a function of the number 
of size classes used. These parameters are essentially Independent of 
the number of size classes when greater than about 15 are used. 

It remains to be shown that Equation (3.73) provides a mathemati­
cally appropriate boundary condition between the two regions. For the 
Interstitial clusters uo to size four, fouatlons (3.69)-(3.73) provide 
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Figure 3.24. Faulted looo number density (N c) and faulted loop 
line length (pj) as a function of the number of loop size classes. 

an exact representation of the physical orocesses Involved in cluster­

ing. Therefore, the net forward current (J x) obtained from Eouation 

(3.73) provides a precise measure of a source term for the region in 

which the continuum descriotion is used. This same current can also 

be exactly calculated for the discretized continuum distribution using 

the continuity equation. The continuity equation yields the following 

result: 

a a . -r(r • 6r)n(r • dr) * r(r)n(r) 
JtO(r)] * - JpCrntr)] = ^ . (3.81) 
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If r • r %, r + 6r - r f, n(r) « C, and n(r + 6r) « C,, then Equation 
(3.81) yields: 

r(CJC% 

J + • T F • < 3 ' 8 2 > 

J< • b ^ r ^ r.) * ^ > 0 1 C , - Zl<«-*>DV[CV - ~ J ( 0 ] } . (3.83) 

where Equation (3.78) has been substituted for r(C%). Alternately, 

J + from Equation (3.73) 1s given by C ^ " 1 . 

C.x;» - C./ ff

l r i { z f ( r £ )D 1 C 1 - zJ(r £)O v[C v - C v(r f)JJ-» dr £ . (3.84) 

c*x:1 • T - 7 T ^ : Uj(rJD,C - Z*(r.)D CC„ - cj (r % )3l . (3.85) 
t ( r f - r%) 

where the Integral has been approximately evaluated by the values of 
the Integrand at the lower limit times dr. In the limit as r* 
approaches r ( (the radius of the penta-lnterstltlal), Equations (3.83) 
and (3.85) are equal by Inspection. This equality Is subject to the 
assumption that the Integrand In Equation (3.84) Is only a weak func­
tion of r.. This condition 1s met by noting that D vC*(rJ -* 0 for 
small loops and that In the present model the biases are not size 
dependent for the smallest loops. Finally, it 1s worth noting that 
the values In Figure 3.24 for 32 size classes correspond to the case 
where r, • r f. 
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The model for the evolution of the dislocation structure Includes 
four components, two of which are solely due to the Irradiation and 
two of which are thermal. The thermal components are a high tempera­
ture climb source term (Bardeen-Herrlng sources) and a thermal annihi­
lation term due to stress-directed preferential thermal emission of 
vacancies. Models of this type have been developed for the study of 
creep processes.*•*.*•* Network dislocations can be recovered by 
climb and glide processes leading to annihilation. The present model 
assumes that climb Is the rate controlling process. The climb veloc­
ity of an edge dislocation subject to a stress, o, 1s given by Nix et 
al.«" as 

v°cl • T n ^ T r J b ^ T °v Cv* • < 3' 8 6> 

Adopting the model of Glbbs,*" the stress Is assumed to be an Inter­
nal (back) stress due to a population of Immobilized dislocations 

o - AGb p ^ ' 1 , (3.87) 
where A 1s nominally 0.4 and p. Is the density of pinned dislocations. 
The average climb distance 1s taken as the mean dislocation spacing 

dc1 " ^n)'lh ' ( 3' 8 8 ) 

Using Equations (3.86) to (3.88), one obtains a lifetime against anni­
hilation due to this climb-glide process as 

Tth * — 
vcl 4n(r Q/r c) kT 

pn (3.89) 
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In Equation (3.89) Ap*'" has been set to A'pJ7* and the parameter A' 
was used to fit thermal recovery data. 

The dislocation network can also be regenerated as the result of 
sources that act by dislocation climb and from the emission of dis­
locations at precipitate interfaces.1*7 It would be difficult to 
model these dislocation generation processes in detail. As a first-
order approach, a model was developed for the generation of network 
dislocations by the so-called Bardeen-Herrlng sources.** Bardeen-
Herrlng** sources for network dislocations are similar to the 
Frank-Read source except that the former are climb-driven while the 
latter are glide-driven.*1 The source Is shown schematically In 
Figure 3.25 In which a pinned dislocation segment is bowed due to an 
applied stress. After climbing a sufficient distance, the source will 
collapse leaving a dislocation loop and the original line segment once 
again able to generate succeeding loops. For simplicity, the source 
may be assumed to generate 2i»L of new dislocation line length after 

0«NL-0wG85-«6835 

Figure 3.25. Schematic drawing 
of Bardeen-Herrtng dislocation 
source (after ref. 62). 
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climbing a distance L. The time to generate this new line length 
(t ) Is defined by analogy to Equation (3.89). The climb velocity 
Is given by Equation (3.86) and the generation rate Is then 

P« 2irL 2 w L v c l 
RtS - TZ* so • - r - so • ( 3 - 9 0 ) 

gen 
RtR • 2<y SD • ^3.91) 

In which S_ Is the thermal source density. In cold worked materials 
the subgraln structure as well as the network dislocations provide 
potential sources of this type. The thermal source density was also 
used as a fitting parameter. 

The thermal dislocation source and annihilation terms were 
calibrated using tensile data obtained at 450, 550 and 65CPC for AISI 
316 stainless steel. This data included yield strength measurements 
(2% offset) for both 20% cold-worked and solution annealed material as 
well as 20% cold worked material aged fo'- 4000 hr at the test tem­
perature. 1" Assuming that the hardening Increment due to network 
dislocations varies as ( P n ) l / l (ref. 296) and that this Is the primary 
cause of the Increased yield strength of the cold-worked material rela­
tive to the solution annealed material, the ratios shown In Table 3.7 
are obtained from the data. The model's predictions for these same 
ratios are also listed. These were obtained by computing the disloca­
tion evolution with G. , « 0 in the model. These values ire also con-

dpa 
sistent with transmission electron microscope observations on the same 
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Table 3.7. Results of thermal dislocation evolution Model 
Dislocation Density Ratio: Cold Worked • 

As Cold-
4000 hr at T 
-Worked 

Test Temperature 
T CO Oata 

0.73 
0.41 
0.054 

Model 
450 
550 
650 

Oata 
0.73 
0.41 
0.054 

0.99 
0.41 
0.053 

heat of steel after thermal aging. The parameters used to obtain 
these results are listed In Table 3.8. They are discussed further in 
the section on Model Calibration. 

Table 3.8. Thermal dislocation evolution parameters 
Modified back-stress term. A* 0.05 

Temperature Source Dens1ty 
(•C) 

550 
600 
650 
700 

SD 

2.0 » 10 1 1 m-s 

9.7 K 10" m"» 
1.2 X 10" m-* 
2.0 K 10" m-» 

Under Irradiation, the growth and unfaultlng of Frank loops pro­
vide an additional source of network dislocations. The model assumes 
that the maximum loop size Is governed by the geometrical constraint 
that the loop unfaults upon contacting another loop or network dislo­
cation;1** hence 

r.'n, • ("P,)-1'* • (3.92) unf 



159 

where p t Is the total (i.e. loop line length plus network) dislocation 
density. As the loops grow into this size class, they are no longer 
considered Frank loops and a dislocation line length 2wr* N * f is 
added to the dislocation network. The tine constant for this process 
1s given by Equation (3.77) with the appropriate limits of integra­
tion. The rate at which nsw dislocation line length is generated by 
this mechanism Is: 

Network dislocations can also be annihilated by bias driven climb 
of point defects generated by Irradiation. The climb velocity for 
this process Is: 

v c i r " B C Z1°1 C1 * Z!°v ( Cv " C v ^ • < 3* 9 4> 

where the superscript n denotes the relevant parameter for network 
dislocations. By reasoning similar to that which leads to Equation 
(3.89), the dislocation lifetime for this process Is: 

' < " ' ( ^ C 2 ? ° < c < " Z%(C'' c"ir' • <3-95' 
The lifetimes given 1n Equations (3.89) and (3.95) are added using an 
electrical resistance analog to yield the total lifetime time of net­
work dislocations: 
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With this formulation of xj, the shorter of the two dislocation life­
times primarily determines the rate of dislocation annihilation. This 
finally leads to a rate equation describing the evolution of the 
dislocation network as 

The thermal dislocation evolution parameters In Equation (3.97) 
could be expected to be altered by Irradiation. For example, the 
Bardeen-Herrlng source density is likely to be dependent on the 
neutron fluence and the thermal climb velocity could be altered to 
reflect the Irradiation-Induced point defect currents. However, since 
the thermal dislocation model was calibrated Independently of the 
Irradiation, these parameters have not been subsequently modified for 
the work discussed here. This component of the dislocation evolution 
model should be viewed as being 1n a somewhat preliminary state of 
development. 

3.3.2.2 Calibration of Comprehensive Model 

The sensitivity of the comprehensive model to parameter varia­
tions will be discussed In some Jetall in the next section. In order 
to provide a base case for purposes of comparison, the RS-1 swelling 
data was used once again to provide a calibration point for the 
swelling predictions. The predicted dislocation parameters were com­
pared with the microstructural data discussed in Chapter 2. The base 
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parameter set was obtained by starting with the values In Table 3.5 
where applicable and adding the parameters which the dislocation evo­
lution aadel required. In some cases, adjustment of the parameters 
from Table 3.5 was required. These adjustments and the choice of 
values for the additional parameters will now be discussed. Table 3.9 
lists the values for the modified and the new parameters. 

The parameters In Table 3.9 which have been changed from the 
values In Table 3.5 Include the vacancy formation energy (E ) . the 
Interstitial migration energy (E?), the recombination coefficient (a), 
the surface free energy ( Y ) and the vacancy cluster parameters (x and 
r f f l y). The values for all these parameters still fall within the range 
of "typical" values as discussed In Section 3.3.1.4. The changes 
generally reflect better agreement with values measured in austenltlc 
alloys and also Indicate the Interrelationship of the various param­
eters. For example, the increase 1n E required that both Y and a 
also be increased in order for the model's predictions to track 
observed data trends. As a result, all three of these parameters are 
nearer to their theoretical values. The Increased interstitial migra­
tion energy 1s a result of a new dependence in this more comprehensive 
model. As discussed above, the results of the simple theory are not 
dependent on E*?. However, the swelling predictions of the present 
model are dependent on E? via Its influence on the predicted faulted 
loop density and the subsequent effect on the network dislocation den­
sity. The sensitivity of the model's predictions to E^ will be shown 
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Table 3.9. Material and Irradiation paraaeters used in 
calibration of comprehensive aodel 

Material Paraaeters 

Vacancy energies: Migration, E*. 

Formation, E y 

Interstitial Migration energy, E? 

Bind'.tg energies: 
Oi - interst i t ia l , E' 

Tr i - in terst i t ia l , E1 

1.4 eV 

1.6 eV 

0.85 eV 

1.35 eV 

1.75 eV 

Interstitial/vacancy combinatorial 
number for interstitial clusters 

zj - 63, z 2 - 90, zj - 110, zj - 127 

33. zj - 38. zj - 42 

Recombination coefficient, a 

Surface fret energy, y 

Stacking fault energy, Y -

initial dislocation density. p n(0) 

Interstitial bias 
Network dislocation, 2 n 

Faulted loop, zf 

Poisson's ratio, v 

Shear modulus, 6 

2 « 10 2 1 0 i sec"1 

3.24 - 1.4 x 10-* T( #C) J/a 2 

1.5 » 10- 2 J/a 2 

3.0 > 1 0 " a- 2 - 20% cold worked 
3.0 " 1 0 1 3 a- 2 — solution annealed 

1.25 

1.50 

0.3 

Temperature-dependent value from 
ref. 297 

Irradiation Parameters 

Cascade efficiency, n 

Fraction of vacancies collapsed 
into microvoMs, x 

Microvoid radius, r 
mv 

0.333 

0.6 

T - 350*C 7 .0 * l O " 1 0 m 
T • 400»C 7.5 * l0-»<» m 
T > 450*C 8 . 0 * 10 -»° m 
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below. Briefly, the use of the lower, pure material value for E? 
results In faulted loop densities which are much lower than Is experi­
mentally observed. This reduced loop density leads to a lower network 
dislocation density since the source term Is reduced. The predicted 
swellInq car be either Increased or decreased, depending upon the dose 
and temperature at which the comparison Is made. The value of E? - 0.85 
given In Table 3.9 Is In agreement with recent measurements of this 
parameter In austenltlc steels.»•»•,»"»•,«•»• one possible explanation 
for this higher Interstitial migration energy In the alloys Is the 
effect of solute trapping.*"** The fact that the model requires such 
a value for E™ Is encouraging. As the model became more complex, 
through the Introduction of additional physical mechanisms, more param­
eters were Introduced. However, the model also became somewhat 
"stlffer" with respect to arbitrary parameter choices. For example, 
reference to Equation (3.61) indicates that relative changes In z" 
and n can be used to offset one another 1n a simple model. This Is no 
longer the case 1n the present model since the various sinks have dif­
ferent dependencies on these parameters. The cavity and dislocation 
evolution are not Independent, but are coupled 1n a complex way via 
their mutual effect on the point defect concentrations. 

An example of this coupling is shown In Figure 3.26 where the 
dose dependence of swelling Is plotted for various assumed dislocation 
densities at 400 and 550°C. For both temperatures the results of the 
present model with the time (dose) dependent dislocation density are 
compared with results obtained with three time-Independent values. 
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figure 3.26. Comparison of predicted swelling at 400 (a) and 
550°C (b) with dose-dependent and various constant network dislocation 
densities. 
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The values of 6.37 and 1.95 x 10 1* nr* are the "steady-state" values 
which evolve In the present model at 400 and 550°C, respectively. The 
other two values (5.0 x 10 1* and 3.0 x 10 l t m -*) are used to help show 
the sensitivity of the predicted swelling to what has been termed a 
typical steady-state value 1n this temperature range" and the as-cold-
worked value. Significant variations In the Incubation time and swell­
ing rate are observed In Figure 3.26. The behavior at 400°C is par­
ticularly complex. This effect Is due to the balance of point defect 
partitioning between the network dislocations and the other mlcrostruc-
tural sinks; 1n particular, the small, highly pressurized helium 
bubbles. When the dislocations are the dominant sink. Increases In 
the dislocation density reduce the vacancy supersaturation [see 
Equation (3.61)]. This Increases the critical bubble size and extends 
the Incubation time for void swelling. The Influence of the dislocation/ 
Interstitial bias 1s less significant because most point defects are 
recomblning at the dislocations. On the other hand, when dislocations 
are not the dominant sink and a high gas pressure reduces vacancy emis­
sion from the bubbles, an Increased dislocation density will result In 
an increased supersaturation. This 1s shown In Figure 3.27 where the 
effective vacancy supersaturation, S [Equation (3.3)], Is plotted as a 
function of the dislocation density for 400 and 550°C. The nonmonoton­
ic swelling behavior with dislocation density at 400°C shown in Figure 
3.26(a) is a result of the maximum in the effective supersaturation at 
-1 x 1 0 " m'1 shown In Fiyure 3.27. This result emphasizes the 
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Figure 3.27. Effect of assumed network dislocation density on 
the effective vacancy supersaturatlon at 400 and 550"C. 

importance of using appropriate temperature-dependent values for the 
various sink parameters In modeling studies. 

There are several parameters used In the present work which have 
not been required in more simple models. These include the thermal 
dislocation evolution parameters in Equations (3.89) and (3.91) and 
the parameters used in the rate equations for interstitial clusters -
Equations (3.69) through (3.75). The choice of the values for inter­
stitial clustering parameters was guided by the results of more 
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detailed clustering calculations.*•-•».»»».i»»,»•*.»•• i n Equation 
(3.74), the values chosen for the combinatorial numbers (z\ ) depend 
on the geometrical configuration of the point defects and the adjacent 
atom sites. For example, Hayns 1*' follows Damask and Dlenes"* and 
uses a value of 84 for the Interstitial-Interstitial (z!) com­
binatorial while Olander7 suggests a value "between 100 and 200." A 
more detailed analysis led Johnson*' to a value of zj « 56. Here the 
combinatorial numbers were calculated ..o that the values of the tetra-
InterstUlal sink strength obtained from the combinatorial analysis 
was the same as If It had been calculated assuming the tetralnterstl-
tlal was a faulted loop. This led to zj - 63, as shown In Table 3.9. 
Varying zj 1n the range of 56 to 84 and scaling the other combinator­
ial numbers appropriately did not have a major Influence on the pre­
dictions of the model. The last Interstitial binding energies shown 
In Tade 3.9 for the d1- and tr1-1nterstU1als are In agreement with 
theoretical values of these parameters.*1»*•• Varying these binding 
energies within a reasonable range of values Influences the tem­
perature dependence of the predicted loop density. The network dis­
location density and cavity swelling are affected to a lesser degree 
as shown 1n the next section. The predicted dislocation density under 
Irradiation 1s sensitive to the thermal dislocation evolution parame­
ters (Table 3.8) only for temperatures above about 550°C when faulted 
loops cease to contribute significantly to the dislocation network. 
To a first approximation, the source density, S n, should be about 
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equal to L~* where I 1s the mean spacing of dislocation pinning 
points. If other dislocations provide the primary pinning sites, then 
L should be roughly proportional to PI 1'** I" this case, the maximum 
and minimum values of S_ given in Table 3.8 would correspond to pinned 
dislocation densities of 1.6 x 10** and 7.4 x 1 0 " nr 1. 

3.3.2.3. Predictions of Comprehensive Model 

This section describes the predictions of the comprehensive model 
using the parameters discussed above (Tables 3.5, 3.8 and 3.9). The 
equations for the small Interstitial clusters [Equations (3.71) through 
(3.73)] are coupled with the point defect equations [Equations (3.69) 
and (3.70)3 so that the simple, algebraic solution presented in 
Section 3.3.1.3 cannot be used here to calculate the point defect con­
centrations. Instead, a numerical solution has been Implemented using 
the method of false-position. After obtaining the point defect and 
interstitial cluster concentrations at steady state, the rate 
equations for the various extended defects were Integrated using the 
LSO0E subroutine package. , #* 

Predicted values for void swelling, network dislocation density 
and faulted loop density are shown 1n Figure 3.28(a-c) as a function 
of irradiation temperature at 50 and 100 dpa for 20% cold-worked 
material. The temperature range shown In Figure 3.28 includes the 
operating temperatures of fast reactor core components. These predic­
tions compare well with fast reactor irradiation data as shown in the 
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Figure 3.28. Temperature dependence of model predictions of 
swelling (a), network dislocation density (b) and faulted loop density 
(c) at SO and 100 dpa. 
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next three figures. The swelling data shown in Figure 3.29 once again 
Is from the RS-1 experiment In the EBR-II.•'••••*•» Figure 3.29(a) 
compares swelling data In the range of 40 to 60 dpa with the predic­
tions "f the model. This intermediate fluence Is Just beyond the 
swelling Incubation dose, so the predicted swelling Is highly depen­
dent on dose. This can be seen by comparing the theoretical curves 
for 45 and 50 dpa in Figure 3.29(a). The predicted swelling Incuba­
tion doses are quite consistent with the data. A comparison of the 
theory and the RS-1 data at high dose Is shown In Figure 3.29(b). The 
fact that there 1s good agreement between the theory and the data at 
-70 dpa Indicates that the predicted swelling rates (-1%/dpa In the 
peak swelling region) are consistent with observation also. The model 
predictions of swelling at temperatures greater than 650°C shown m 
Figures 3.28(a) and Figure 3.29 are also consistent with recent 
observations. l f l The Influence of transient vacancy clusters reduces 
low-temperature swelling here In the same way as 1t did In the earlier 
cavity evolution model. The clustering fraction (x) has been reduced 
from 0.8 to 0.6 and the cluster radii have been slightly Increased. 
This results In the mlcrovolds being less Important than they were In 
the more simple model. It appear* that the dynamic nature of the 
dislocation structure In the present model helps to suppress the 
vacancy supersaturatlon at low doses and low temperatures. Hence, the 
higher clustering fraction In the cavity evolution model acted as a 
surrogate for the Inadequately represented dislocation rvolution. 
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Figure 3.29. Comparison of predicted swelling and fast reactor 
data at an intermealate (a) and high (b) fluence." •*'•' " 
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There is less data with which to compare the model's predictions 
of dislocation and faulted loop densities. Figure 3.30 compares dis­
location densities for M316 stainless steel Irradiated In the Oounreay 
Fast Reactor and the DO-heat of 316 stainless steel Irradiated In the 
EBR-II.""* 1 7 1 The agreement 1s quite good. The results are also 
consistent with other reported values for AISI 316 stainless steel 
Irradiated In the EBR-II." Predicted faulted loop densities are com­
pared with data from several sources In Figure 3.31. The data are for 
AISI 316 stainless steel Irradiated In both the solution-annealed and 
cold-worked conditions at doses between about 6 and 16 dpa (refs. 78, 
91,150,169,170). The data from ref. 169 Include varying stress 
levels. The predicted curves reflect the peak faulted loop density 
for both solution-annealed and 20X cold-worked starting conditions. 
The data are reasonably well represented by the predictions except at 
low temperatures where the loop density Is somewhat low. 

Although the thermal dislocation evolution model was calibrated 
Independently, the predictions of the model for fast-neutron-
irradlatlon conditions can be sensitive to the thermal dislocation 
model parameters. This sensitivity Is shown In Figure 3.32 where the 
thermal source density, S D, has been varied from the nominal value 
which was determined during the thermal calibration. Fcr temperatures 
greater than 550°C, the curves labeled "Low S Q" and "High S Q" In 
Figure 3.32 were calculated with a 10% decrease and Increase In this 
parameter, respectively. For 550'C and below, the value was varied by 
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Figure 3.30. Comparison of predicted network dislocation density 
and fast reactor data at 40 dpa (refs. 166,172). 
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Figure 3.32. Influence of the thermal dislocation source density 
(SQ) on the predicted network dislocation density (a) and void swelling 
(b) at 50 and 100 dpa (see text for range of parameter variations). 

a factor of 10 with little effect. This Is a temperature regime 1n 
which little thermal recovery occurs. However, at about 575 to 6Z5 #C, 
the predictions are quite sensitive to S Q. This Is a temperature 
range In which the mlcrostructure of the material begins to recover In 
the absence of irradiation. This occurs largely because of Increased 
thermal vacancy diffusion. Under irradiation, the vacancy supersatura-
tion decreases in this temperature range for the same reason. Hence, 
the behavior of the material under Irradiation begins to appear n.ore 
like the thermal behavior, and therefore the sensitivity of the model 
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predictions in this transition regime is not surprising. The tempera­
ture range over which this transition occurs is known to be dependent 
on alloy composition. 1 7 7 Therefore, the predictions of the present 
model at the higher temperatures reflect the specific heat (DO) which 
was used to calibrate the thermal dislocation evolution model. The 
sensitivity of the predicted swelling shown in Figure 3.32(b) to the 
network dislocation density may explain in part the observation that 
swelling is fairly heterogeneous in cold-worked materials. 

During the calibration, the model was also used to compare alter-
£ 

nate descriptions of the faulted Icop/interstitial bias factor, Z=. 
If interstitial absorption at faulted loops is diffusion limited, the 
long-range strain fields associated with the loop would give rise to 
an interstitial bias that was dependent on the loop radius. 7 0' 7 2 On 
the other hand, if interstitial absorption was reaction-rate limited, 
a constant bias factor would be obtained. 1 2 7 The temperature depen­
dence of the predicted faulted loop density at 50 and 100 dpa and the 
maximum faulted loop density are shown in Figure 3.33. Results are 
compared for the size-dependent bias of Wolfer and Ashkin 7 0 and the con­
stant value of Z* - 1.50. The calculated size-dependent bias has been 
modified so that It asymptotically approaches the value of the network 
dislocation/interstitial bias as the loop radius becomes large and at 
small sizes a maximum value of 3.5 was used. 1 1 1 The predictions using 
the size-dependent bias are clearly too high at the higher temperatures 
when compared to the data shown m Figure 3.31. This result is 1n 
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Figure 3.33. Comparison of predicted faulted loop densities 
obtained using a constant faulted loop/interstitial bias (Z. * l.S) 
and a size-dependent bias (from ref. 70). 

agreement with an analysis of loop growth in nickel during electron 
irradiation performed by Yoo and Stiegler.'*7 

The fluence dependence of the model predictions at 500°C is shown 
in Figures 3.34(a) and (b) for 20% cold-worked and solution-annealed 
material, respectively. The coupling of the evolution of the various 
microstructural features is clearly seen. After an initial transient, 
the microstructure reaches a state which is independent of the initial 
condition. The incubation time for swelling is not primarily asso­
ciated with the dislocation transient but rather with the time 
requtred for the cavities to accumulate the critical number of helium 
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atoms. Following the Initiation of void swelling, additional recovery 
occurs as the cavity sink strength begins to Increase. A regime In 
which the swelling rate Is approximately constant and fairly high 
occurs when the cavity and dislocation sink strengths have similar 
values. When such parity occurs, the maximum theoretical swelling 
rate Is observed.'* Although It Is not shown In Figure 3.34, at high 
doses the cavity sink strength exceeds the dislocation sink strength 
and the swelling rate begins to decrease as predicted by theory.'* 
The near coincidence of the values for the solution-annealed and cold-
worked material at low doses may be somewhat artificial. The model 
does not Include an explicit cavity nucleatlon calculation and the 
same Initial cavity densities were used for both materials. Some data 
Indicate that void densities at low doses are higher for solution-
annealed material, I T a and neglecting this difference may Influence the 
model's predictions at low doses. 

The evolution toward a saturation mlcrostructure has been 
observed."•"»*•• This was discussed In Chapter 2. The predicted 
low dose peak In the faulted loop number density In solution-annealed 
material has also been observed;"* however, Brager and Straalsuna 
have reported similar high values at low doses In 20% cold-worked 
stainless steel," 1 In conflict with the predictions shown In 
Figure 3.34. Note that on the dose scale of Figure 3.34(b) the early 
transient in the faulted loop density occurs very qu'.ckly. The actual 
value of the predicted loop density 1s zero when the dose is zero. 
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While the Initial recovery of the network dislocation density In the 
20% cold-worked material appears to be In agreement with the available 
data,"* 1' 1 the Initial transient appears to occur too quickly In the 
solution-annealed material." The thermal dislocation source term may 
be the cause of the too rapid buildup of the network dislocation den­
sity for the solution-annealed simulation. The source density (S 0) 
values were developed for 20X cold-worked material and Implicitly 
reflect a near-steady-state value for the network dislocation density, 
as discussed above. Hence, for the solution-annealed material, the 
values of S Q may be too high at low doses. Explicit dislocation den­
sity dependence In S 0 may be required to Improve the agreement with 
the solution-annealed data. The simple dislocation recovery model 
described above could also be responsible for some of the deviations 
from the data. This model Implicitly assumes that all of the disloca­
tion line length Is homogeneously distributed 1n the material. In 
fact, the as-fabricated, cold-worked microstructure Is quite heterog­
eneous with two primary features: a coarse distribution of microtwins, 
stacking faults, and deformation bands along with a finer distribution 
of network dislocations.1*1 These two features are reported to have 
different thermal stabilities with the coarse structure stable up to 
the recrystalllzatlon temperature while the fine distribution anneals 
out at much lower temperatures. The use of a single "effective" climb 
distance for network dislocation annihilation may be Insufficient to 
account for the varying thermal stabilities and spatial orientation of 
the dislocations in the material. 
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3.3.2.4. Sensitivity of Comprehensive Model to Parameter Variations 

The previous section has demonstrated that the model can success­
fully predict a variety of fast reactor data when reasonable Input 
parameters are used. The sensitivity of the predictions of the model 
to small changes In the values of key parameters will now be examined. 
The general trend of these results Is consistent with the key concept 
discussed above (viz., that void swelling and microstruetural evolu­
tion are primarily controlled by point defect partitioning). In the 
context of the rate theory, the point defect sink strengths determine 
this partitioning. As a result of their mutual Influence on the point 
defect concentrations, the evolution of any one sink Is coupled to the 
others. The primary example of this coupling Is that of the cavities 
and the dislocations, but the other sinks can also play a significant 
role. To help demonstrate this coupling, the Influence of the multiple 
sink strength corrections on the predicted void swelling and network 
dislocation density will also be examined. 

In each of the examples shown below, the Influence of a specific 
parameter variation will be demonstrated by comparing the predicted 
swelling, network dislocation density and faulted loop density with 
the results obtained using the basic parameter set discussed In the 
previous section. These latter values are denoted 1n these figures fry 
the designation "base case." Because the swelling Incubation dose 
Is the parameter that limits the engineering use of materials, the 
work discussed in Sections 3.2 and 3.3.1 emphasized those factors that 
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influence the Incubation dose. In the results that follow here, more 
emphasis Is placed on the behavior of the model predictions at higher 
doses. Variations in the swelling shown at 50 dpa do reflect changes 
in the incubation behavior since the Incubation dose is In the range 
of 35 to 50 dpa for the base case parameters. The results shown at 
100 dpa provide a measure of the model's sensitivity to parameter 
variations at a dose well beyond the Incubation dose. This limit is 
useful to determine which parameters Influence the swelling rate and 
to explore the coupled evolution of the mlcrostructural features In 
the "steady-state" regime. 

The Influence of the interstitial migration energy, E? f on model 
predictions Is shown 1n Figure 3.35(a-c). The faulted loop density 
shown in Figure 3.35(c) is the maximum value observed out to 100 dpa. 
The values of the swelling and network dislocation density are at the 
doses shown 1n the figure. These results were mentioned above and the 
dependence of swelling at Intermediate temperatures [Figure 3.35(a)] 
is a result of the variation In the faulted loop density which in turn 
has a strong effect on the network dislocation density [Figure 3.35(b)]. 
The complex temperature dependence of the effect on void swelling at 
100 dpa Is In agreement with the arguments advanced above when 
discussing the impact of various dislocation densities on the vacancy 
supersaturatlon (cf. Figure 3.27), At low to Intermediate tem­
peratures, dislocations are the dominant sink Initially. In this tem­
perature regime, a reduced E? leads to a lower dislocation density, a 
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higher vacancy supersaturatlon and therefore a reduced Incubation tine. 
Increasing E^ has the opposite effect and the swelling predicted at 
5G dpa Is shifted accordingly. However, once swelling begins, the 
Increasing cavity sink strength approaches the value of the disloca­
tion sink strength and a higher swelling rate is observed with the 
higher dislocation density at low temperatures due to more effective 
partitioning of the vacancies to the cavities. At Intermediate tem­
peratures, lower cavity densities lead to a lower cavity sink strength 
at a g'.ven swelling and so the high dislocation density does not pro­
mote the more rapid swelling seen below 450*C and swelling 1s greater 
for the lower dislocation density. Above about 600"C, the faulted 
loop density falls rapidly and the predicted swelling Is not dependent 
on £?. 

The dl-lnterstltlal binding energy, EJ, has an effect on the pre­
dicted microstruetural parameters which Is similar to the interstitial 
migration energy. The results obtained when E, is varied about Its 
nominal value of 1.35 eV are shown in Figure 3.36(a-c). The Influence 
on the swelling Incubation time and the peak swelling rate Is once 
again due to changes In the faulted loop evolution. The Influence of 
the trl-lnterstltlal binding energy, E^, 1s relatively minor, as shown 
In Figure 3.37(a-c). At much lower values of EJ ( S 1.2 eV), the pre­
dicted loop density Is again too low and the response of the model 
begins to be similar to that shown for E,. For higher values of E } 

little change from the base case is observed. 
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The effective vacancy supersaturatlon Is Inversely proportional 
to the self-diffusion coefficient [Equation (3.3)] and the critical 
number of gas atoms for bubble-to-void conversion Is Inversely propor­
tional to the square of the natural logarithm of the supersaturatlon 
[Equation (3.8)]. Therefore, the self-diffusion coefficient has Its 
most direct effect on the swelling Incubation time. The sensitivity 
of the model to changes In the activation energy for self-diffusion 1s 
shown In Figure 3.38(a-c). The Influence of both the absolute value 
of E s o (2.9 and 3.0 eV) and the partitioning of the self-diffusion 
energy between vacancy migration and formation are shown (E-- - E™ 
* E ' ) . As expected, Increasing the self-diffusion energy increases 
the maximum level of swelling and Increases the peak swelling tem­
perature. For a given self-diffusion coefficient. Increasing the 
vacancy formation energy relative to the vacancy migration energy 
Increases the predicted swelling at high temperature. In both of 
these two cases the primary Influence of the ch&nges In the self-
diffusion parameters 1s to alter the swelling Incubation time rather 
than the swelling rate. 

For the case of the Increased self-diffusion energy, a higher 
effective vacanc> supersaturatlon Is obtained under Irradiation since 
the self-diffusion coefficient 1s reduced [see Equation (3.3)]. When 
the self-diffusion energy 1s held constant and the vacancy migration 
energy 1s reduced, the higher vacancy diffusion coefficient leads to a 
lower vacancy concentration under Irradiation. Bulk recombination Is 
therefore reduced and a somewhat Increased supersaturatlon 1s also 
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vacancy formation energy (EM on the predicted swelling (a), network 
dislocation density (b) and maximum faulted loop density (c). 
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obtained at the higher temperature where bulk recombination Is respon­
sible for annihilating a significant fraction of the point defects. 
These higher supersaturatlons reduce the critical number of gas atoms 
required for bubble-to-vold conversion [see Equation (3.8)]. The 
dislocation climb velocity Is also a function of the self-diffusion 
coefficient [Equations (3.86) and (3.94)]. Therefore, the temperature 
dependence of the predicted swelling can be further altered because of 
the coupled evolution of the cavities and dislocations. Generally 
higher dislocation densities are predicted as a result of the reduced 
supersaturatlons. At low temperatures this higher dislocation density 
helps to promote swelling while at high temperatures swelling Is 
reduced as discussed 1n Section 3.3.2.2. 

The model Is, of course, quite sensitive to the network 
dislocation/Interstitial bias. zj. This Is shown In Figure 3.39(a-c). 
Because the dislocation climb velocity Increases with z" [Equation 
(3.94)], the network dislocation density 1s reduced when the bias Is 
Increased. This leads to enhanced loop formation which helps to mini­
mize the reduction In the network. Swelling Is Increased with a higher 
bias as a result of both a reduced Incubation time and an Increased 
steady-state swelling rate. The bias effect Is greater at the higher 
temperatures where the dislocations become the dominant sink 1n the 
system. The low swelling at high temperatures with a bias of 1.20 Is 
a result of an unrecovered dislocation network suppressing the vacancy 
supersaturatlon. The effect of the network dislocation/Interstitial 
bias can be complex. This Is shown In Figure 3.40(a) where the 
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vacancy supersaturatlon has been plotted as a function of the bias; 
note that the nominal value used here Is 1.25. The supersaturatlon 
initially Increases with bias, and the expected changes In the micro-
structural parameters and the steady-state swelling rate are observed 
[Figure 3.40(b-e)]. The rapid reduction In the supersaturatlon for 
bUses greater than about 1.3 Is due to the conversion of a large 
number of matrix bubbles to voids. This "over-nucleatton" (compared 
with the base case) leads tc additional recovery of the dislocation 
network and a reduced swelling rate. Without the additional 
dislocation recovery for Z^ > 1.3, a somewhat greater swelling rate 
than that shown In Figure 3.40(e) would have been observed. 

The model is less sensitive to the Frank faulted loop/1nterstU1al 
bias as shown In Figure 3.41. Varying the strength of this bias 
(Zj - 1) by a factor of 20% results in a maximum change In the peak 
faulted loop density of about 40X. The higher loop bias leads to a 
reduced loop density and a higher network dislocation density because 
the loops grow and unfault at a higher rate. Al intermediate tempera­
tures the lower loop bias leads to enhanced swelling because of the 
lower dislocation density; this result 1s similar to the case for an 
increased z" discussed above. At lower and higher temperatures the 
opposite dependence on Z* 1s observed; swelling Is higher for the 
higher loop bias. At 559*C, network dislocations are the dominant 
sink and the reduced network dislocation density with Z* • 1.4 leads 
to a somewhat shorter Incubation time and an Initially higher swelling 
rate. At 650°C, network dislocations are not dominant once recovery 
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(Z7) on the predicted swelling (a), network dislocation density (b) 
and maximum faulted loop density (c). 
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has occurred and the higher dislocation density with I, - 1.6 leads to 
a higher swelling rate. Comparing the predicted temperature depen­
dence of swelling In Figures 3.39(a) and 3.41(a) illustrates the dif­
ferences between varying Z? with a constant network dislocation density 
and varying the dislocation density with a constant Z?. The predicted 
network dislocation density Is very similar for the case of Z? • 1.3 
1n Figure 3.39(b) and Z* - 1.4 In Figure 3.41(b); yet the predicted 
swelling Is quite different. 

The dependence of the model on the cascade efficiency (n) Is 
similar to the dependence on z". The effect of a 20% Increase or 
decrease In n Is shown In Figure 3.42. This general similarity Is 
predicted by relations such as Equation (3.61) for the case when dis­
locations are the dominant sink. However, this simple equation neglects 
the Influence of Z? and n on the dislocation density. Therefore, some 
differences are observed between Figures 3.39(a) and 3.42(a), even In 
the Intermediate temperati'-e range where the network dislocations are 
dominant. At the highest and lowest temperatures, these differences 
Increase. Overall, the predicted dependence on Z? and n is too 
similar to permit the model to be used to discriminate between the two 
parameters when fitting experimental data. 

The major effect of the surface free energy (Y) is to Influence 
the swelling incubation time as predicted by Equation (3.6). In addi­
tion, at low temperatures the surface free energy Influences the life­
time of the transient vacancy clusters by determining the rate at 
which they emit vacancies [Equation (3.53)]. This affects the vacancy 
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supersaturatlon which In turn also alters the critical number of gas 
atoms needed for bubble-to-void conversion. In order to separate the 
direct surface energy effect on the critical size from the Indirect 
effect of the vacancy clusters, the results shown in Figure 3.43 were 
obtained by varying the surface energy of the cavities while the sur­
face energy of the vacancy clusters remained at the nominal value. 
Although this use of two different surface energies was for the sake 
of convenience, it may be physically realistic. If the surface free 
energy Is reduced as a result of adsorbed gases or solute segregation, 
the appropriate value of the surface energy for the transient vacancy 
clusters is less likely to be affected. This sane argument suggests 
that the actual surface energy could be time (dose)-dependent. Com­
pared to Figure 3.43(a), the use of a single surface energy results In 
increased swelling below 500*C when Y • 0.9\(T) and reduced swelling 
below 500aC when Y - 0 . 7 Y ( T ) . At low temperatures, the variations In 
vacancy supersaturatlon (due to altered vacancy emission from the 
vacancy clusters) have a greater effect on the critical size than do 
the direct variations In the surface energy. Because the surface 
energy affects primarily the Incubation time In either case, the 
results shown In Figure 3.43(a) at 50 dpa are somewhat more sensitive 
to Y than the results at 100 dpa. Of course, the conversion of a 
higher density of bubbles to voids with the lower Y can lead to a 
reduced steady-state swelling rate. Although the surface free energy 
can have no direct effect on dislocations, the fact that the evolution 
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of the various sinks is coupled leads to an Indirect effect. The 
changes In the cavity evolution are reflected in slightly altered 
values for the dislocation paraaeters as shown In Figure 3.43(b) and 
(c). The greatest effect 1s on the network dislocation density between 
450 and 550*C. 

The fact that bulk recombination Is not Important at low to Inter-
aedlate temperatures has already been discussed. This Is demonstrated 
In Figure 3.44. Here the recombination coefficient (a) has been 
varied by a factor of 4 from the nominal value. Below 550*C, no 
Influence on the predicted swelling 1s observed 1n Figure 3.44(a). 
Above 550*C. the effect Increases so that at 700*C the predicted 
swelling with the lowest value of a Is more than double that of the 
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base case. The network dislocation density shows even less Influence 
of the recombination coefficient — less than a factor of 2 at 700*C 
and no effect below 650*C. The faulted loop density Is not shown in 
Figure 3.44 because there was essentially no change In this parameter 
with a. Ti.wse results Indicate that previous modeling work which has 
frequently neglected bulk recombination did not Incur any significant 
error as a result, at least for temperatures up to about 600*C. 

The Influence of the transient vacancy clusters (mlcrovolds) at 
low temperatures Is Illustrated In Figure 3.45. These clusters reduce 
the effective vacancy supersaturatlon by acting as a neutral recombina­
tion site. The fraction of the cascade-produced vacancies which survive 
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«oo | , , , , , , , 
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Figure 3.45. Influence of the fraction of surviving cascade-
produced vacancies which collapse to form transient vacancy clusters 
(f .) on the predicted swelling. 
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intracascade annealing and collapse to form microvoioi ( f v c 1 ) deter­
mines the degree to which the effective vacancy suoersaturation is 
reduced. The effect is primarily on the incubation time for bubble-
to-void conversion and is significant only at temperatures less than 
about 500°C. At higher temperatures, vacancy emission limits the 
microvoid lifetime. Because of the steepness of the swelling curve 
between 400 and 500°C in Figure 3.45, the apparent effect is somewhat 
minimized. At 450°C, the difference between the highest and lowest 
swelling at 100 dpa is about 7%, or 20% of the absolute swelling 
value which is predicted with the base case parameters. 

The subgrain size has a significant influence on the predicted 
microstructural evolution, particularly at the higher temperatures. 
This effect is shown in Figure 3.46(a-c) for both 20% cold-worked and 
solution-annealed material. The subgrain diameter was increased from 
the nominal temperature-dependent value given in Table 3.5 to a con­
stant, larger value of 10"* m in order to obtain the comparison shown 
in Figure 3.46. For the nominal values of the subgrain diameter, and 
depending upon the temperature, only about 2 to 15% of the total num­
ber of point defects are absorbed in the subgrain structure. Although 
this is a small fraction, the amount is significant because the pres­
ence of this neutral sink permits the more efficient partitioning of 
vacancies and 1nterst1t1als to different sinks at low doses when the 
cavity sink strength 1s low. Specifically, in the absence of this 
neutral sink, the network dislocation density remains fairly high out , 
to >50 dpa since the absorption of nearly equal numbers of vacancies 
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and Interstltlals by network dislocations results in little net climb 
and therefore little dislocation annihilation in the present model. 
This suppresses the vacancy supersaturatlon and leads to extended 
incubation times above 450*C. Below 450*C, the behavior is more com­
plex. As discussed above, the higher dislocation density can lead to 
higher effective vacancy supersaturatlons at low temperatures. This 
tends to reduce the swelling Incubation time. In addition, at low 
temperatures the critical number of gas atoms for bubble-to-vold con­
version Is small (see Table 3.4). This makes the swelling Incubation 
time more sensitive to changes in the sink structure at these tem­
peratures because of the partitioning of helium to the various sinks. 
This can change the bubble-to-vo1d conversion dose for a given size 
class as well as the number of size classes that convert to voids. 
The swelling rate at high doses 1s also affected since both the dis­
location density and the void density are altered. This Influence of 
the subgraln structure Is similar to that observed In fast-neutron-
1rrad1ated aluminum and reported recently by Horsewell and Singh*•* 
and van WUzenburg and MastP^roek.*'* The Influence of the sut>graln 
structure on the peak faulted loop density Is less severe. The higher 
network dislocation density slightly suppresses loop formation In the 
20% cold-worked material and In the solution-annealed material at low 
and high temperatures. At Intermediate temperatures In solution-
annealed material, the peak loop density Is somewhat higher. This is 
due to the fact that the loops grow more slowly (for the same reason 
that the network dislocations climb more slowly) and build In the 
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dislocation network at a slower rate. Solution-annealed material 
typically has a fairly large grain size; therefore, the smaller sub-
grain sizes given 1n Table 3.5 would be Inappropriate for this material. 
The fact that the model may not adequately represent solution-annealed 
material has already been discussed and these results are shown here 
only for purposes of comparison. 

The calculation of the multiple sink correction terms to the 
point defect sink strengths of the cavities and the subgrain structure 
was discussed In Section 3.3.1.3. The degree to which these correc­
tion factors Influence the results Is shown In the next four figures. 
None of the correction terms examined In these figures showed any 
significant Influence on the peak faulted loop density, so only the 
swelling and network dislocation results are included. In order to 
show the sensitivity of the model to the alternate expressions for the 
cavity and subgrain sink strengths, no attempt was made to recalibrate 
the model when the various expressions were used. Because some recali-
bratlon could certainly permit the results to more closely track the 
base case predictions, these results should not be used 1n a simple 
way to Judge ho*/ appropriate 1s any one formulation of the sink 
strengths. 

In Figure 3.47, the effect of neglecting the multiple sink 
strength correction term to the cavity sink is shown [see Equation 
(3.46)]. This results in a reduced cavity :1nk strength at any given 
swelling and should yield a lower swelling rate. Little change is.^.fi 
in the bubble-to-void conversion time because for small cavities tr.e 
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Figure 3.47. Effect of neglecting the multiple sink correction 
to the cavity sink strength on the predicted swelling (a) and network 
dislocation density (b). 

correction term approaches 1.0. The large changes shown 1n the pre­
dicted swelling at 100 dpa are due to the same point defect partition­
ing effects which have been discussed previously. Although the neglect 
of the correction term would lead to a reduced swelling rate for a 
given mlcrostructure. the dislocation density Is altered by the reduc­
tion of the cavity sink strength. The swelling can then be either 
Increased or decreased, depending on the temperature and the sign of 
the change In the dislocation density. 

Including the effectively biased cavity sink strength correction 
terms yields the results shown in figure 3.48. Here the correction 
terms reflect the fact that the total system sink strength for inter-
stitlals is greater than that for vacancies. Two analogous equations 
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Figure 3.48. Effect of Including the biased multiple sink cor­
rections to the cavity sink strength on the predicted swelling (a) 
and the network dislocation density (b). 

replace Equation (3.46) and S^ > S^. Once again, the correction terms 
approach 1.0 for small cavities and little change 1n the Incubation 
time is observed. The steady-state swelling rate is reduced as a 
result of the higher cavity sink strength for Interscltlals. The 
effect Is smallest at low temperatures where the high void density 
yields smaller radii for a given level of swelling. This reduces the 
degree to which the predicted swelling Is dependent on the Irradiation 
temperature. The fact that cavity growth still occurs when S^ > 5 y 

is due to the higher bias of the network and faulted loop disloca­
tions. The network dislocation density 1s once again altered by the 
modified cavity sink strength. Somewhat higher network dislocation 
densities are associated with the lower swelling levels. 
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The sink strength of the subgrain structure is inherently a func­
tion of the other sinks in the system [see Equation (3.48)]. When this 
sink strength is corrected to reflect the system bias, the results 
shown In Figure 3.49 are obtained. The Importance of the subgraln 
structure at high temperatures was discussed above and was shown In 
Figure 3.46. A similar influence Is seen here. When the subgraln 
structure Is a neutral sink. It permits point defect partitioning to 
drive dislocation recovery. T M s Increases the vacancy supersatura-
tion, thereby decreasing the critical number of gas atoms sufficiently 
to permit bubble-to-void conversion. When the subgraln structure Is 
no longer neutral, dislocation recovery and void swelling are delayed. 
The coupling of the cavity and dislocation evolution leads to a cer­
tain degree of synergism since the conditions that yield the lower 

YE-13373 

350 400 500 600 700 350 400 500 600 700 
TEMPERATURE TO TEMPERATURE PC) 

Figure 3.49. Effect of Including the biased subgrain sink 
strengths on the predicted swelling (a) and the network dislocation 
density (b). 
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supersaturations also lead to slower bubble growth and therefore delay 
the time at which the bubbles would provide a significant neutral sink 
strength. 

Finally, In Figure 3.50 the results are shown which were obtained 
with both the cavity and the subgraln sink strengths reflecting the 
system bias. The predicted swelling generally lies between the values 
shown In Figures 3.48 and 3.49. The strongest effect Is once again 
observed at nigh temperatures where the lack of sufficient dislocation 
recovery has suppressed swelling out to 100 dpa. The fact that these 
results should not be used as a basis for tetermlntng the relative 
validity of the various expressions for the cavity or subgrsln sink 
strengths has already been mentioned. The point which Is significant 
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Figure 3.50. Effect of Including both the biased subgraln sink 
strength and the biased multiple sink correction to the cavity sink 
strength on the predicted swelling (a) and network dislocation density 
(b). 
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is that which Is Independent of the details of the sink strengths -
namely, that the tendency of a material to exhibit void swelling Is 
largely determined by the balance of the mlcrostructural sinks and 
point defect partitioning. 

3.3.2.5 Extrapolation of Comprehensive Model to Fusion He/dpa Ratio 

A simple extrapolation of the cavity evolution model discussed 
In Section 3.3.1.5 Indicated a complex dependence of swelling on the 
He/dpa ratio and the cavity density. A similar extrapolation was 
carried out using the comprehensive model and the results are shown In 
Figures 3.51 and 3.52. Here the model has been used to predict 
swelling at conditions which would be characteristic of an austenlMc 
stainless steel, 0T fusion reactor first wall (I.e., 10~* dpa/sec and 
10 appm He/dpa). The Influence of the cavity density was explored by 
again assuming the simple power law dependence of the cavity density 
on the He/dpa ratio [Equation (3.64)]. 

The predicted swelling, network dislocation density and maximum 
faulted loop density are shown 1n Figure 3.51 for a value of p • 0.5. 
The general trends Include a reduced Incubation time at all temperatures 
and enhanced swelling at high doses for both low and high temperatures. 
At intermediate temperatures, the predicted swelling for fusion Is 
reduced at high doses. Related changes are observed In the predicted 
values of the dislocation parameters. The higher cavity density leads 
to a greater neutral sink strength. This enhances dislocation recov­
ery so that the predicted dislocation density at 100 dpa Is lower out 



209 

YE-13356 

360 400 450 500 550 600 690 
TEMPERATURE (*C) 

TOO 

(b) 
* > • * 

1 1 I 1 I 1 
^s. BASE _ 
^ s ^ — ^ ^ - 5 0 * 0 

lO** - s^AK-
FUSION. p-OS \ \ \ \ 

\ \\ 
K>« 

» 
• 

m" i i i i i i 
3 5 0 4 0 0 4 5 0 5 0 0 5 5 0 6 0 0 6 5 0 7 0 0 

TEMPERATURE TO 
3S0 400 450 500 MO 600 690 

TEMPERATURE f t ) 
700 

Figure 3.51. Model predictions of void swelling (a), network 
dislocation density (b) and peak faulted loop density (c) for fusion 
conditions with p - 0.5. Base case Is from fast-reactor calibration. 
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Figure 3.52. Effect of cavity density on predicted swelling for 
fusion conditions at SO (a) and 100 dpa (b). 

to about 650*C. There Is some support for this prediction of a lower 
network dislocation density In the reported values for or.e heat of 
AISI type 316 stainless steel (00 heat) which has been Irradiated In 
reactors which generate both low (EBR-II) and high (HFIR) levels of 
hel1w^.•, The explicit temperature dependence of the predicted 
swelling on the cavity density Is shown In Figure 3.52. The details 
of the predicted swelling are complex and no doubt model dependent, 
but the major trends observed in Figure 3.51 are maintained. 

Two prominent features of the predictions in Figures 3.51 and 
3.52 ire a reduced incubation at all temperatures and enhanced low 
temperature swelling. Similar predictions were made with the cavity 

VE-13354 
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evolution model. The potential significance of these predictions lies 
In the fact that only a very limited amount of dimensional Instability 
can be accommodated In typical fusion reactor designs;"»"* therefore, 
the Incubation time Is a parameter of more wglneerlng significance 
than the peak swelling rate. Further, recdit conceptual reactor 
designs have tended to move toward lower operating temperatures where 
fast-reactor-lrradlatlon data have Indicated relatively little 
swelling.** 1".«•»«•» These expectations of low swelling at the OT 
fusion Ke/dpa ratio may prove unwarranted. 

3.4 Summary 

The theoretical work presented In this chapter has emphasized the 
major role of mlcrostructural sink balances and point defect partition­
ing In determining the path of mlcrostructural evolution and vo'd 
swelling. This indicates the need to use values for the mfcrostruc-
tural parameters which reflect their temperature and dose dependence. 
The neglect of the temperature dependence has been shown to lead to 
particularly misleading results since different finks are dominant In 
different temperature regimes. The Influence rf even a relatively 
minor, neutra! sink such as the subgraln structure has been shown to 
be Important under certain conditions. The fractions of the total 
number of vacancies that survive intracascade annealing (n G. ) at 
100 dpa which have been absorbed at the various sinks are shown in 
Figure 3.53. The curve labeled "cavities" 1n Figure 3.53 Includes 
both bubbles and voids. An analogous plot at the dose of the first 
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Figure 3.53. Fraction of total vacancies lost to various point 
defect sinks at 100 dpa. 20% cold-worked material. 

bubble-to-void conversion would yield sl% vacancy absorption at the 
cavities with the network dislocation fraction proportionally higher. 
A plot of the fractional Interstitial absorption would be similar to 
Figure 3.53. The relative fraction of net vacancy and interstitial 
absorption at 650°C and 100 dpa is detailed in Table 3.10. A compar­
ison of the cumulative (to 100 dpa) and instantaneous (at -100 dpa) 
fractions gives an indication of how the sinks have evolved 1n time. 
The effect of the dislocation/interstitial bias is seen in that the 
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Table 3.10. Net point defect absorption 
fractions at 650°C and 100 dpa 

Fractional Absorption, % 

Vacancies Interstitials 
Point Defect Sink Cumulative Instanta- Cumulative Instanta­

neous neous 

Bulk recombination 14.51 23.04 14.51 23.04 
Vacancy clusters 0.42 0.64 0.42 0.64 
Bubbles 3.96 6.05 3.96 6.05 
Voids 21.52 57.35 20.71 56.19 
Subgrains 6.77 6.90 5.98 6.71 
Dislocation network 52.84 6.06 54.42 7.37 

voids and subgrains absorb a net excess of vacancies while the dis­
location network abr.orbs more interstitials. Table 3.10 reflects the 
fact that at any instant in time, stable bubbles absorb equal numbers 
of vacancies and interstitials. This verifies the need for a gas 
influx to drive bubble growth. The increase in bubble volume is so 
small that the cumulative net vacancy absorption is not seen in the 
first three significant figures in Table 3.10. Bulk recombination 
consumes equal numbers of both defect types, and the transient vacancy 
clusters are also shown to be a recombination site. 

The importance of minor sinks and small changes in the point 
defect partitioning behavior can be pointed out by noting how small a 
fraction of the total defects produced finally survive and contribute 
to void swelling. The predicted swelling, for the case summarized in 
Table 3.10 represents the net survival of only 0.29'/. of the initially 
produced vacancies (100 vacancies/atom). While 10.53 vacancies/atom 
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were Initially absorbed at voids, 65.53% were lost to re-emission and 
31.75% were recombined due to interstitial absorption. At lower tem­
peratures the relative fractions of void-absorbed vacancies which are 
re-emitted and recombined are reversed, but only a similarly small 
fraction of the total survive. For example, at 450°C and 100 dpa, 
98.23% of the 11.04 vacancies/atom that are absorbed at voids are then 
lost to recombination, while only 0.26% are lost to emission. Tf-e 
sensitivity of the predicted swelling to a number of irradiation, 
material and microstructural parameters has been shown to be due to 
the way thest parameters alter the system sink balance. The sink 
balance in turn determines the net number of vacancies that survive 
and cause swelling. Because such a small fraction of the total gener­
ated survive, small changes in the absolute number of vacancies which 
survive can give rise to large changes 1n the predicted swelling. 

The important role of transmutant helium in promoting void for­
mation has been demonstrated by comparing the characteristic times for 
void formation from two alternate nucleatlon paths. The first path 
was classical nucleation due to stochastic fluctuations in the vacancy 
cluster population, and the second was bubble growth driven by helium 
accumulation. Part of this work included the development of a simpli­
fied procedure and the necessary analytical solutions to permit the cal­
culation of the bubble parameters while using a hard-sphere equation of 
state for the helium. With material parameters typical of austenitlc 
stainless steels, the role of fluctuations was shown to be significant 
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only when the bubbles were near the critical size for bubble-to-void 
conversion. The model of cavity evolution developed and used here has 
therefore Included only the helium accumulation path. 

The development and use of two models of mlcrostructural evolu­
tion under fast-neutron Irradiation have been described. A computer 
code that Incorporates these two models Is listed In Appendix A. The 
models share a common foundation In the chemical rate-theory descrip­
tion of the relevant physical processes. Similar treatments of helium 
partitioning and the effects of cavity-precipitate association are 
Included In both models. The initial model developed focused on 
cavity evolution. Other components of the mlcrostructure were treated 
In a parametric and time-Independent fashion. In spite of this simpli­
fication, the model was able to predict the observed swelling behavior 
of fast-reactor-lrradlated 20X cold-worked type 316 stainless steel. 
This matching of data and theory was obtained whlie using reasonable 
model parameters. The calibrated model was then used to explore the 
Influence of the He/dpa ratio on void swelling and a surprising result 
was obtained. The mode) predicted a peak In the swelling versus He/dpa 
ratio curve near the DT fusion relevant value of 10 appm He/dpa. 
Recent results from an experiment 1n which the neutron spectrum was 
modified to yield this He/dpa ratio 1n a fission reactor appear to 
confirm this prediction.*" Slightly over IX swelling was measured in 
a 25X cold-worked, titanium-modified type 316 stainless steel at 500*0 
and only 12 dpa. Such a level of swelling 1n this material would not 
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be observed in a fast fission reactor (-0.3 to 1.0 appm He/dpa) until 
greater than 75 dpa (ref. 153). 

This cavity evolution model was then Incorporated Into a more 
complex mlcrostructural model. The comprehensive model Included the 
explicit dose-dependence of the dislocation network and of Frank 
faulted dislocation loops. A model which described the evolution of 
the dislocation network under thermal annealing was also developed and 
Included. Data from fast-reactor Irradiation experiments were once 
again used to calibrate and determine the validity of the mlcrostruc­
tural models. The comprehensive model was able to simultaneously pre­
dict values for swelling, network dislocation density and faulted loop 
density which were in substantial agreement with the data. The 
required model parameters were shown to be In agreement with measured 
values where such measurements are available or to be consistent with 
the expected range of values for those parameters which have not been 
directly measured. The comprehensive model has exhibited new or 
altered sensitivity to certain model parameters when compared with 
the cavity evolution model. This led to some parameter changes (e.g., 
Ej) 1n order for the two models to predict similar swelling while per­
mitting the comprehensive modei to match the observed dislocation den­
sities. This modified parametric sensitivity 1s believed to be 
physically meaningful because the model demonstrates the complex way 
in which the evolution of the various sinks Is coupled. The predic­
tions of the more simple theory neglect this Interaction and this has 
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been shown to lead to erroneous conclusions In certain cases. After 
Investigating the parametric dependencies of the comprehensive model. 
It was also used to predict the swelling behavior of a 20% cold-worked, 
OT fusion reactor first wall. The key results here were a much 
reduced Incubation time for void swelling at the fusion He/dpa ratio 
and enhanced swelling at the lower temperatures. Taken together with 
the predictions of the cavity evolution model when It was used to 
explore the He/dpa ratio dependence of swelling, these results Indi­
cate that the consideration of swelling In fast reactors can lead to 
nonconservatlve estimates of swelling In OT fusion reactor components. 
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CHAPTER 4 

EXPERIMENTAL 

The experimental work that was undertaken to complement the theo­
retical modeling discussed previously 1s described here. This compo­
nent of the work Involved the examination of Irradiated specimens of 
a model austenltlc alloy by transmission electron microscopy (TEH), 
Immersion density and mlcrohardness. The austenltlc alloy was origi­
nally prepared at the Oak Ridge National Laboratory and was designated 
P 7 . , , % The major constituents of the P7 alloy (In weight fractions) 
are: 0.17Cr-0.167N1-0.025Mo, with less than 0.001 of any minor ele­
ment and the balance Iron.'** These weight fractions are similar to 
that of an AISI type-316 stainless steel with the exception of the 
nickel, which would have a nominal concentration of 12% (ref. 160, 
Vol. 1). In order to study the behavior of austenltlc steel without 
the complicating effects of carbide precipitation, the weight fraction 
of carbon 1n P7 was reduced to -10" 1 (ref. 304). This preparation 
resulted In a high level of residual oxygen In the alloy, -1000 appm 
(ref. 188). The high swelling of P7 observed 1r. a variety of charged-
partlcle and neutron Irradlatlci exp^r1ments• ,• ,• ,• , , ,• ,• ,• ,••-»•• 
appears to be partly a result of this high oxygen content.*7 

4.1 Irradiation Conoltlons 
The material examined here was Irradiated in two reactor experi­

ments. The first experiment was the MFE-II experiment in the 0RR. , , , , 
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The P7 was Irradiated In the form of TEM disks, 3 mm In diameter and 

0.254 mm chick. In both the solution annealed (SA) and 20X cold-worked 

(CW) conditions. Some specimens were uniformly Implanted with hellurr 

at room temperature and subsequently annealed for one hour at various 

temperatures prior to Irradiation. These prelrradlatlon treatments 

were designed to permit the observation of the Influence of various 

Initial mlcrostructures on the subsequent response of the material to 

neutron Irradiation. Early work had shown that helium prelnjectlon 

suppressed void formation In the EBR-II and that postlnjectlon 

annealing at 750*C had enhanced void swelling relative to unlnjected 

controls.'1* The experimental matrix planned for alloy P7 In the 

HFE-II experiment Is shown In Table 4.1. None of the 20% cold-worked 

specimens were annealed following their helium Implantation In order 

Table 4.1 Planned Experimental Matrix for Alloy P7 
In the MFE-II experiment3-0 

Helium 
(appm) 

Irradiation Temperature m Helium 
(appm) 450 550 650 

SA 0 n.a. n.a. n.a. 

10 n.a.,600, 
700,800 

n.a.,700, 
750,800 

n.a. ,700, 
800.900 

30 n.a.,600, 
700.800 

n.a. ,700, 
750,800 

n.a. ,700, 
800.900 

20% CW 0 
10 
30 

n.a. 
n.a. 
n.a. 

n.a. 
n.a. 
n.a. 

n.4. 
n.a. 
n.a. 

aTemperatures are one hour, post-helium-implantation annea 
temperatures. 

^n.a. denotes not annealed. 
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to prevent recovering the as-cold-worked dislocation structure. The 
MFE-II experiment was planned to reach a total exposure of 10 dpa. 
This would have resulted In the generation of about 138 appm He In 
alloy P7 by neutron-Induced transmutation reactions. 

The helium Implantations and postlnjectlon heat treatments for the 
MFE-II Irradiated specimens were carried out at the Argonne National 
Laboratory,'*" but no unirradiated controls were maintained. There­
fore, as part of this work, helium Implanted and aged control speci­
mens were prepared. Strips of 20 and 24X cold-worked P7, 0.254 mm 
thick, were obtained from archival material. TEM disks (3 mm diame­
ter) were mechanically punched from the 0.254-mm-thick sheet and sub­
sequently laser engraved for Identification purposes. The 24% 
cold-worked disks were solution-annealed at 1050*C for one hour. 
Helium Implantations were carried out at the Crocker Nuclear Labora­
tory on the campus of the University of California at Davis, using 
their 1.93 m Isochronous cyclotron. Approximately uniform through-
thickness helium levels were obtained by passing a 57 MeV alpha-
particle beam through a rotating graphite wheel.' 1 1 The thickness of 

the graphite degrader varied linearly from 0.508 to 1.27 mm to yield 
alpha particles with energies uniformly distributed between 0 and 38 
MeV on the target material. Calculations with the EDEP code' 1 1 Indi­
cate that the range of a 38 MeV alpha particle 1n 97 should be 
-0.22 mm so that all of the particles should be stopped in the target. 
E0EP calculations also Indicate the* helium Implantation to a level of 
30 appm would result in about 10*' dpa. 
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The helium Implantations were carried out at near room tempera­
ture In order to prevent helium diffusion. Temperature control was 
achieved by mounting the disks In a water-cooled fixture that con­
sisted of two blocks of aluminum. To accommodate the TEH disks, the 
base block had recesses 0.25 mm deep milled 1n a close packed array on 
3.36 mm centers. The recesses were 3.05 mm In diameter. The cover 
block had 2.54 inn holes drilled In corresponding positions to expose 
one face of the specimens to the beam. Good thermal contact with the 
base block was provided by the use of a thin (0.1 mm) layer of pure 
Indium between the block and the samples. The Indium foil was very 
malleable and deformed to fill the recess below the sample when the 
cover block was bolted to the base block. Figure 4.1 Is a schematic 

Incident Svafw 

<7 

Aluminum 
Ci»«f Block 

Figure 4.1. Cross-section view of a single segment of the fix 
ture used to clamp TEM disks during helium Implantation, 
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drawing of one segment of the mounting fixture. The Indium foil also 
provided a crude temperature monitor since It melts at a low tempera­
ture, ~156*C. A limited amount of Indium melting was observed behind 
some of the samples when they were removed from the fixture. Typi­
cally a small circular area less than 1 mm In diameter at the center 
of these disks had been wetted by melting Indium. This Indicates that 
the maximum specimen temperature during the helium Implantation was 
s200°C. TEN observation of the as-Implanted specimens confirmed this 
low temperature. 

Following the Implantation, the relative helium level of each 
disk was determined by autoradiography and densitometry. The absolute 
helium level was determined from the total cyclotron beam current. 
Oue to the nonuniform cross section of the cyclotron beam, the actual 
helium levels In the 10 appm set of specimens varied from 5.3 to 
15.8 appm He and the 30 appm set varied from 16.5 to 39.1 appm He. 
The helium levels of the MFE-II Irradiated specimens exhibited a 
similar range of values. Prior to the postlmplantatlon anneals, the 
specimens were individually wrapped In 25-um-thick tantalum foil to 
prevent oxidation. The wrapped specimens were encapsulated in quartz 
tubes. The tubes were vacuum evacuated to a pressure of -1.3 * 10'' Pa 
and back filled with helium to a pressure of ~5.3 x 10* Pa. 

The second set of neutron Irradiated specimens examined here were 
obtained from an in-reactor fracture experiment by Bloom and Wolfer. ,°* 
This novel experiment Involved the use of a "driver" tube made from 
the high swelling alloy P7 to strain tensile specimens made from lower 
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swelling engineering alloys. The tube used In this work (designated 
X3) was Irradiated at 650*C to a total dose of 12.5 dpa In the 
EBR-II."* Only about 4 appn He would have been generated during 
this Irradiation. The measured density decrease In this specimen was 
4.7X (ref. 305), and Farrell and Packan later measured about 6% void 
volume by TEM. , a" The potential Influence of the high oxygen content 
of alloy 97 is evident In the results of Bloom and W01fer , 9 t where 
they show greater swelling In P7 than In a similar "pure 316 stain­
less steel" (the MS heat). The MS heat was also fabricated with a 
low level of carbon, but the weight fraction was only reduced to 
5 x 10~* (ref. 313). Although no oxygen analysis has been reported 
for the MS-heat, It Is reasonable to assume that this heat would have 
had a lower level of oxygen than the P7 heat because the high oxygen 
level In P7 was a result of the treatment used to eliminate carbon. 
Material from the X3 driver tube was used 1n a postlrradlatlon 
annealing experiment to study the kinetics of void and dislocation 
recovery. 

4.2 Specimen Preparation and Examination Procedures 

Specimens were prepared for TEM examination 1n a Tenupol twin-jet 
electropollshlng unit. A solution of seven parts methanol to one part 
sulfuric a d d (by volume) was used as the electrolyte. The polishing 
conditions were an electrolyte temperature of -20*C and an applied 
voltage of 17 V dc leading to a polishing current of -120 mA. A typi­
cal ?7 specimen with an Initial thickness of 0.254 mm required 7 to 
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8 minutes to polish. Because of the residual radioactivity In the 
neutron Irradiated specimens, all sample preparation was done In a 
specially designated laboratory at the Oak Ridge National Laboratory 
(ORNL). 

Several transmission electron microscopes were used to examine 
specimens In this work. The JEOL 200 CX at the University of 
California. Santa Barbara (UCSB) and the Philips EH430 at ORNL were 
used most extensively. These microscopes were operated at accel­
erating voltages of 200 and 300 keV, respectively. To a lesser degree, 
the JEOL 100CX (at 120 keV) and the Hitachi HV-1000 (at 1000 keV) at 
ORNL were also used. Standard TEM techniques 1" » , l % were used to 
characterize the observed mlcrostructures. Typical investigations 
involved tilting the specimens to obtain appropriate, low-order g 
vectors [e.g.. (Ill), (200) or (220)] to photograph the various 
defects. Fairly strong diffraction conditions were employed to Image 
the dislocation structure (s - 0). Cavities were normally Imaged In 
absorption contrast with s » 0. A through-focus series of Images 
were used to verify that the spherical defects were cavities.»»,.,»» 
In sane of the micrographs shown below, cavities are shown underfocus 
(dark Fresnel fringe outside, bright Inside) while In others they are 
shown overfocus (light Fresnel fringe outside, dark Inside). 

Foil thicknesses were obtained by either stereomlcroscopy, thick­
ness fringes with s » 0, or the use of a new x-ray technique. 1 1' This 
latter technique was developed by Kestern1ch , ,• and requires the use 
of a standard specimen of known thickness to obtain a calibration 
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curve of speclaen thickness versus emitted x-ray Intensity. For 
thicknesses up to several hundred nanometers, Kesternlch has shown 
that the x-ray Intensity is linear In specimen thickness.*1 • The 
calibration specimen for this work was an austenltic stainless steel 
disk supplied by Kesternlch. All x-ray measurements were made with 
the specimen tilted (drum tilt) toward the x-ray detector by 20*. A 
standard beam current was obtained by adjusting the first condenser 
lens and the gun tilts until the camera exposure meter Indicated a 
20-sec exposure time with the beam at crossover and passing through 
the hole in the TEN specimen. The average x-ray count rate (less 
background) was determined by Integrating the total nunber of counts 
between 4.2 and 20 keV for 10 sec (detector live time) using the 
EOAX energy dispersive x-ray detector on the EH430. The error In 
thickness measurements obtained in this way should be less than 5% 
(ref. 315). Magnification calibrations for the various microscopes 
were obtained by photographing a calibration grating with a known 
spacing of 2160 lines per mm. 

Oefect densities and sizes were measured on positive prints with 
a total magnification of 1 to 5 x 10*. Normally 50 to 100 defects of 
the type in question were measured on any one print to obtain the 
size distributions discussed below. An electromagnetic digitizing 
pad was coupled to a microcomputer and used to measure the defects. 
Areal densities were converted to volumetric densities using the 
measured foil thicknesses. 
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Specimens fcr the postlrradlatlon annealing experiment were cut 
from the X3 driver tube In the form of 0.51-am-thick slices. Disks 
3 ma In diameter were then punched from these slices. The disks were 
individually wrapped In tantalum foil and encapsulated In quartz tubes 
as discussed above. A series of Isothermal anneals at 750 and 900*C 
were performed for times up to 210 hours. An Isochronal annealing 
curve for 1 nour anneals between 600 and 1042*C was also obtained. 
After annealing, the specimens were mounted In Araldlte GY502 epoxy 
resin for mlcrohardness measurements. The mounted specimens were 
mechanically polished to a high gloss using successively finer abra­
sives; the final polishing step was with 0.5 um alumina powder. 
Standard diamond pyramid mlcrohardness (dph) measurements were made 
using a Kentron mlcrohardness tester at loads of 500 and 1000 g. 
Each Indent was measured 8 to 10 times using a 16x filar eyepiece 
and a 20* objective lens. The operation of the Kentron unit was 
checked before each use by measuring the mlcrohardness of a Tukon 
reference block which had a hardness similar to the Irradiated P7; 
the dph of the reference block was 169 to 172. 

Following the mlcrohardness measurements, the mounted specimens 
were repollshed to remove the Indents. The specimens were then 
removed from the epoxy mount using successive soaklngs in methyl 
cnlorlde and 90'C N-N dimethyl formamlde. For some specimens, addi­
tional mechanical abrasion was u<ed to remove the last of the epoxy. 
The density of the specimens was measured by immersion density. The 
net weights of the specimens were obtained in a bath of a commercial 
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fluorocarbon (3M Company, FluoMnert FC-43). Experience with this 
mlcrodensltometer at ORNL Indicates that the absolute error In the 
density of a TEM-d1sk-s1ze specimen Is less than 10**. The density 
of selected specimens from the MFE-II experiment was also measured 
In the mlcrodensltometer. 

4.3 Experimental Results 

4.3.1 Hellurn-Implanted and Aged HFE-II Controls 
The unirradiated control specimens were examined by transmission 

electron microscopy to determine the prelrradlatlon mlcrostructure of 
the specimens that had been Irradiated In the MFE-II experiment. 
Verification of the level of helium Implanted was obtained for two 
specimens that had calculated helium concentrations of 5.3 and 39.0 
appm He. The helium content of these specimens was determined by 
vaporization and mass spectrometry to be 7.12 ± 0.13 and 51.6 ± 1.2 
appm He, respectively. Two -1 mm disks were punched from both speci­
mens to permit redundant analyses to be performed. These two mea­
surements agreed wltMn <4%. The mass spectrometry was performed by 
the Energy Systems Group of Rockwell International.'*• The 30% dif­
ference between the calculated and measured helium levels has not 
been resolved. This discrepancy Is of no consequence to the present 
work since the Influence of variations 1n helium content at these 
levels was not under examination. Values for helium concentrations 
quoted below have been Increased by 30% from the nominal calculated 
values. 



228 

The as-implanted microstructure of both the solution annealed and 
20% cold-worked specimens consisted of a high density of small "black-
dot" clusters. In the case of the cold-worked specimen, the as-cold-
worked microstructure also remained. These observations confirm the 
fact that the specimen temperatures remained fairly low during the 
helium implantation. A representative micrograps. of the black-dot 
damage is shown in Figure 4.2. This is typical of helium implanted 
materials as discussed in Chapter 2 . * , » 1 * I » l S 7 » 1 , < The work of 
Maziasz indicates that most of the black-dot clusters are small 
interstitial loops.** 

During thermal annealing, the as-implanted microstructure of the 
solution annealed material evolved to yield larger Frank faulted 

YE-13579 

Figure 4.2. Black-spot 
damage observed in solution-
annealed P7 after room tempera­
ture helium implantation to 
~40 appm He. 
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Interstitial loops and smal1 nellum bubbles. The temperature depend­
ence of these two defect types Is shown In Figure 4.3. These data 
are summarized In Table 4.2. When multiple measurements were made on 
the same sample, the data plotted In Figure 4.3 are a volume average 
of the Individual measurements. The helium levels In the specimens 
annealed for one hour at 600, 700, 750, 800 and 90O*C were 32, 44, 
37, 47 and 41 appm, respectively. The observed bubble and faulted 
loop densities are generally consistent with the earlier work 
discussed In Chapter 2.««.»•«.»•»-«• 

Table 4.2. Summary of bubble and faulted loop mlcrostructures 
observed In solution-annealed P7 after 

helium Implantation and annealing 
One-Hour Defect Density, m~' Average 

Helium Annealing Radius, run 
Implanted Temperature Bubble Loop 

(appm) (°C) Bubble Loop 
32 600 n.o. a 2.59 x 10* 1 n.o. 3.46 
44 700 8.25 x 10 1 1 2.32 x 1 0 , f 0.82 24.7 
37 750 6.33 * 10 1 1 1.49 x 10** 1.09 25.4 
47 800 6.66 x 10 2 1 n.o. 1.57 n.o. 
41 900 2.15 x 10 1 1 n.o. 1.99 n.o. 

an.o. denotes not observed. 

Representative micrographs of the annealed specimens are shown In 
Figures 4.4 and 4.5. The faulted loops coarsen and grow for tempera­
tures up to 750°C. The fact that the loops are faulted 1s confirmed 
by Imaging the loops 1n bright field with the stacking faults visible 
(9i»o or gj,,) and by dark field images using the <111> satellite 
streaks near the gJtt ref lections. , T'•"* The number of Interstltlals 
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Figure 4.3. Observed average bubble radius (a), bubble density 
(b), faulted loop radius (c), and faulted loop density (d) after -40 
appm He Implantation and subsequent annealing for one hour at the 
Indicated temperature. 
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YC-13620 

100 nm 

Figure 4.4. Faulted loop microstructure observed in solution-
annealed P7 after annealing fcr one hour at 600 (a,b), 700 (c.d), and 
750"'C (e,f). A bright field and dirk field pair is shown for each 
temperature. Level of helium .^plantation ;s -40 appm. 
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Figure 4.5. Bubble microstructure observed in solution-annealed 
?7 after annealing for one hour at 700 (a), 750 (b), 800 (c), and 
900'C (d). Level of helium implantation is ~40 appiu. 
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contained In the faulted loops was calculated assuming close packing 
on {ill} planes. The Interstitial content of the loops Is 2.13 * 10~* 
per atom after the 600*C anneal, 9.92 x 10~' per atom after the 70O*C 
anneal and 6.44 x 10~* per atom after the 750*C anneal. The fact that 
the Interstitial content of the loops Increased during thermal 
annealing suggests that small helium-vacancy clusters may be effec­
tively overpressurlzed and are absorbing a net vacancy flux until 
they reach equilibrium.***"* These small clusters remained Invisible 
after a one-hour anneal at 700*C. 

Several observations by other researchers1••"l"• of apparent 
enhanced faulted loop stability during thermal annealing following 
helium Implantation were discussed In Chapter 2. Shlralshl et a1.* I T 

have recently reported a similar effect In type-316 stainless steel 
that had been Irradiated to a low dose In a reactor with a primarily 
thermal neutron spectrum. By varying the concentration of boron In 
their steel, they were able to vary the amount of transmutant helium 
generated during the Irradiation. In the specimens that had higher 
levels of boron, leading to 11 to 490 appm He, they observed faulted 
loop and bubble growth during a 30-mln oostlrradlatlon anneal at 
750*C. However, In a specimen with only 5 appm He, the radiation-
produced defect clusters annealed out. This result Is also consis­
tent with the early work of Barnes and Mazey."* Using a cyclotron-
produced beam of alpha particles, they Implanted helium into a stack 
of thin copper foils. During postlmplantatlon anneals at 350°C, they 
observed that small dislocation loops and black spot damage annealed 
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out in most of the foils. But in the foil in which the helium came 

to rest, the growth of faulted loops and small bubbles was observed. 

The bubble distributions are characterized by growth at an approxi­

mately constant bubble density up to 800*C. Above 800*C the distri­

bution coarsens and the density is reduced. This evolution of the 

bubble size distribution is shown In Figure 4.6. The helium content 

of the bubbles In the annealed specimens was calculated assuming that 

the bubbles were in mechanical equilibrium with the solid at the 

annealing temperature. The hard-sphere equation of state described 

In Chapter 3 was used to compute the gas pressure. The value chosen 
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Figure 4.6. Influence of postlmplantatlon annealing temperature 
on the observed bubble size d i s t r i b u t i o n , -40 appm He. 
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for the surface free energy has a large 1nfluer.ce en the calc-'ate-

helium content. When the temperature-dependent surface free energy 

used in Chapter 3 Is applied here, about one-third of the I-.s"anted 

helium appears to be In the bubbles after the 70G°C anneal, accut 

two-thirds after the 750°C anneal, ar.d essentially all of the he! it:-: 

is accounted for in the bubbles for the 8C0 and 90C CC anneals. 

The bubble and loop distributions are sensitive to the 'eve! cf 

helium implanted as well as the annealing temperature. The scecirer. 

shown in Figure 4.7 was implanted with -65 appm He and then annealed 

Figure 4.7. Bubble and faulted loop micror>trucf.ures obcerv--: !-• 
solution-annealed P7 after annealinq for one hour at 8r.C'C; level o* 
helium implantation is 65 ap;m. 

http://1nfluer.ce
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for one hour at 8S0*C. The data shown In Figures 4.3, 4.4 and 4.5 
would Indicate that no loops should be observed and that ~4 x 1 0 " 
bubbles/in' with an average radius of 1.8 ran should be observed. 
Instead, the higher helium level has resulted In a lower than 
expected bubble density, 1.8 x 10*1m"*, and a larger than expected 
average size, 2.6 nra. A number of large faulted loops also have sur­
vived. The loop density is -8 x 1 0 " in"* with an average radius of 
130 ran. The radius of the largest loops observed In this specimen 
exceeded 200 ran. All of the loops and many of the dislocation line 
segments were well decorated with bubbles as the example in Figure 
4.7(b) Indicates. The average size of the bubbles on dislocations 
and the loop perimeters was about 30% greater than the average bubble 
size 1n the matrix. This fact, along with the unusual loop stabil­
ity, provides additional support for the concept of sympathetically 
coupled growth of bubbles and Frank loops that was mentioned above. 

4.3.2 Results of the MFE-U Experiment 
The MFE-II experiment failed to reach the planned damage level of 

10 dpa. The peak damage for P7 alloy TEM disks was about 4.7 dpa 
with 65 appm He generated during the 1rrad1at1on. , , i The actual 
irradiation temperatures also deviated from the design values; the 
temperatures achieved in the experiment were 350, 550 and eOO'C." 0 

Finally, a number of specimens were lost when the experiment was dis­
assembled. Because of these facts, the value of the experiment was 
severely limited. The low exposure produced insufficient swelling at 
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most of the Irradiation conditions to determine whether the various 
post-hellum-lmplantatlon heat treatments had a significant Impact. 
The Initial examination of the specimens Indicated that the Incuba­
tion time for void formation was shortest at 550°C and that little 
Information could be obtained from the 350 and 600°C Irradiated spec­
imens. Therefore, the discussion below will emphasize the results 
at 550*C. The TEN observations of the specimens Irradiated at 550°C 
are summarized in Table 4.3. Brager and coworkers have also examined 
a few specimens of alloy P7 from the MFE-II experiment.*"-»** Their 
results will be referred to for purposes of comparison when it 1s 
appropriate. 

Table 4.3. Summary of mlcrostructures observed In alloy P7 
after Irradiation to 4 dpa at 550°C In the MFE-II Experiment 

Cavity Parameters 
Helium Post-Helium Dislocation* 
Implanted Implantation Density Radius Volume Density 
(appm) Anneal T (°C) (m-*) (nm) Fraction (nr*) 

(%) 

20% Cold-Worked 
1.2 x 1 0 " 2.9 0.05 1.2 x 1 0 " 
Solution-Annealed 
2.3 x 1 0 " 10.8 0.19 3.3 x 1 0 " 0 --

50 --
36 750 
42 750 
17 800 

not observed <io-' 1.7 x 1 0 " 
~6 x 1 0 " 1.2 <io-* 1.5 x 1 0 " 
9.9 x 1 0 " 1.8 <io- , b 1.5 x 1 0 " 
6.8 x 1 0 " 11.7 0.49 c 

~6 x 1 0 " -1.2 <io-' 1.5 x 1 0 " 
aSee text for Information on loop component. 
b8ubb1es throughout grains (see text). 
cLocal region near grain boundary (see text). 
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The microstructure of the specimens irradiated at 350°C was pri­
marily comprised of small Frank faulted loops. This is shown in 
Figure 4.8 (a) and (b) for the solution annealed material that was 
irradiated without helium preinjection. The average loop radius was 
7.0 nm and the loop density was 3.7 x 1 0 " m~ s. No cavities were 
observed, but the residual strain contrast from the high density of 
faulted loops could have obscured bubbles with radii less than about 
1 to 2 nm. The specimen that was irradiated in the as-helium-
injected condition was similar. Cavities were observed in a specimen 
that was annealed at 800°C following implantation of 37 appm He. 
This specimen is shown in Figure 4.8(c). The cavity size distribu­
tion in this specimen is nearly unchanged from the unirradiated 
control [Figure 4.5(c)]; the cavity density was 7.7 x 10 2 1 m~ J and 
the average cavity radius was 1.28 nm. The fact that the density is 
slightly higher and the average radius slightly smaller than In the 
control specimen is consistent with the different levels of helium 
that were injected. Calculations using the models discussed pre­
viously predict that the critical bubble radius should be about 0.8 
nm for the 350oC irradiation. The observation of an apparently 
stable bubble distribution with a mean radius larger than 0.8 nm 
indicates either that the low temperature irradiation conditions are 
not well modeled or that the supercritical cavities are growing very 
slowly at this temperature. The mode! does predict that voids will 
grow very slowly after being formed at 350°C and a prolonged, low-



*jy 

YE-13585 

[100 n m 

Figure 4.8. The microstructure of solution-annealed P7 observed 
after irradiation to 4.7 dpa at 350°C. Parts (a) and (b) are a 
bright field and dark field comparison of a specimen irradiated with 
no helium preinjection and (c) shows a specimen that was preinjected 
with 37 appm He and aged for one hour at 800°C. 
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swelling transient regime at this low temperature is consistent with 

the data shewn in Figure 2.10. 

The specimens irradiated at 600°C also showed little swelling. 

Cavities were observed in the solution annealed material that 

received no helium preinjection and in a specimen that had 32 appm 

He implanted followed by an 800°C anneal. These two specimens are 

showr at high magnification in Figure 4.9. Both cold working and 

helium rreinjection without a subsequent anneal suppressed the for­

mation of visible cavities. The cavities in the specimen without 

helium preinjection [Figure 4.9(a)] appear to be helium-stabilized 

bubbles. The bubble density is 7.5 x 1 0 2 1 m - 3 and the average bubble 

YE-13581 

Figure 4.9. The microstructure of solution-annealed P7 observed 
after irradiation to 4.7 dpa at 600°C. A specimen irradiated with no 
helium preinjection is shown in (a), and (b) shows a specimen that 
was prtinjected with 32 appm He and aged for one hour at 800"C. 
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radius Is 1.2 ran. This distribution is consistent with all of the 
transmutant helium (65 appro) being contained in the bubbles. The 
theory predicts that the critical bubble radius for these Irradiation 
conditions could be as large as 16.0 nm so that the lack of void 
growth Is not surprising. The bubble distributen In the specimen 
that was helium Implanted and aged prior to Irradiation [Figure 
4.9(b)] has not changed appreciably. It Is similar to both the 
unirradiated control [Figure 4.5(c)] and a corresponding specimen 
Irradiated at 350*C [Figure 4.8(c)]. An interesting observation in 
the specimens Irradiated at 600*C was the presence of a large number 
of stacking fault tetrahedra. These were also observed In some of 
the 550*C Irradiated specimens and will be discussed further below. 

The specimens irradiated at 550*C showed the highest swelling 
and the greatest variation 1n their behavior. The mlcrostructure of 
the solution annealed specimen that was Irradiated at 550*C without 
helium prelnjectlon Is shown In Figure 4.10. The dislocation struc­
ture Is shown in Figure 4.10(a) and consisted of a low density of Frank 
faulted loops with -100 nm radii and a loose dislocation network. 
The network dislocation density was -3.3 x 1 0 " m'* and the loop den­
sity was ^ 1 0 " m~*. The cavity distribution was approximately blmodal 
as shown In Figure 4.10(b) and (c). The cavity density was 2.3 « 1 0 " 
m~' and the average radius was 10.8 nm. The cavity distribution 1s 
plotted In Figure 4.U. The cavity volume fraction observed in this 
specimen was 0.19% and was primarily due to the fairly uniformly 
distributed population of octahedral voids shown in Figure 4.10(b). 
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Figure 4.10. The microstructure of solution-annealed P7 observed 
after irradiation to 4.7 dpa at 550"C with no helium preinjection. 
Tn* dislocation structure is shown in (a) and the cavities are shown 
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Figure 4.11. Observed cavity distribution 1n solutlon-anr.ealed 
P7 after Irradiation to 4.7 dpa at 550'C. 

These voids had an average equivalent radius of 18.7 nm. The large 
number of small grain boundary bubbles and matrix bubbles 1s shown In 
Figure 4.10(c). The measured Immersion density change was -0.054%. 
Brager and coworkers have reported somewhat higher cavity densities 
and smaller sizes in a nominally Identical specimen. , , l-**» They 
report a cavity volume fraction of 0.08% and an Immersion density 
change of -0.I5X."* »"* The systematic error In the Immersion den­
sity measurements used here is sO.lX for a TEM-disk-sized specimen'" 
and Brager et al.' 2' report a similar degree of accuracy. 
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Therefore, the Immersion density and cavity volume fraction measure­
ments are in reasonable agreement. 

The critical bubble radius appears to be about '.5 nm In 
Figure 4.11. Using the comprehensive model and the nominal model 
parameters discussed In Section 3.3.2, the predicted critical radius 
1s between 3.9 and 4.3 nm. The range given In the predicted values 
of the critical radius reflect the fact that there Is some uncer­
tainty about the damage rate experienced by these specimens In the 
MFE-II experiment. No dosimeters were Included In the capsules that 
contained the TEM disks.»*•."« The two values given here repre­
sent damage rates of 2.5 and 2.0 * 10~ T dpa/sec, respectively. The 
good agreement between the observed critical radius and the values 
calculated with the nominal model parameters is probably somewhat 
fortuitous. Small changes In either the assumed self-diffusion 
energy or the surface free energy will significantly alter the pre­
dicted values [see Equation (3.81)]. The predicted critical radUs 
1s a.so sensitive to chances 1n other model parameters because of 
their influence on the vacancy supersaturatlon as discussed In 
Chapter 3. 

The specimen Irradiated In the 20% cold-worked condition at 550°C 
with no helium pre-lnjectlon exhibited a somewhat higher density of 

smaller cavities than the solution annealed specimen. Cavity for­
mation was also less uniform from grain to grain In the cold-worked 
material. Typical mlcrostructures at an Intermediate and high magni­
fication are shown In Figure 4.12 and the cavity distribution is 
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Figure 4.12. The microstructure of 20% cold-worked P7 observed 
after irradiation to 4.7 dpi at 5 5 C C with no hel ium prr:injecticr. 
The dislocation structure is shown in (a) and the cavities are shown 
at higher magnification in (b). 
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plotted In Figure 4.13. The average cavity density In the voided 
regions of this specimen was 1.2 x 1 0 " m~* with an average radius of 
2.91 nra. The cavity volume fraction was 0.049%. The network dislo­
cation density was 1.2 x 1 0 " In the voided regions and no faulted 
loops were observed. These results are generally similar to the 
values reported by Brager et a l . " 1 ' * " for a similar specimen. They 
report a larger average cavity radius (8 nm), a cavity volume frac­
tion of 0.03X and an Immersion density change of -0.22%.*"•"* This 
Immersion density change seems Inconsistent with the measured cavity 
volume fractions, but no similar specimen was available to permit an 
additional measurement as part of this work. 
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Figure 4.13. Observed cavity distribution 1n 20% cold-worked P7 
after Irradiation to- 4.7 dpa at 550°C. 
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Although the swelling values measured In the two specimens are 
very similar, a comparison of the cavity distributions observed In 
solution-annealed (Figure 4.11) and 20% cold-worked (Figure 4.13) 
specimens Indicates that the Initial cold work has extended the 
swelling Incubation time. While the larger cavities In the cold-
worked specimen are clearly voids, the shape of the size distribution 
In the cold-worked material is nearly exponential. This indicates 
that the specimen is still In the void nucleatlon/lncubatlon regime 
at this dose. The blmodal distribution In the solution-annealed 
specimen Is Indicative of a more mature cavity population and suggests 
that void growth rather than nucleatlon was the dominant process at 
the time the Irradiation was terminated. It appears that one way In 
which the Initial cold working extends the Incubation time 1s by pro­
moting a higher bubble density. This would require the available 
helium (-65 appm) to be distributed to more bubbles, thereby delaying 
the time for any one bubble to obtain the critical number of gas 
atoms. 

The calculated critical radius for the cold-worked specimen 
ranges from 8.3 to 10.3 an. This value 1s much higher than that 
calculated for the solution-annealed specimen because the higher dis­
location density suppresses the effective vacancy supersaturatlon. 
Figure 4.13 Indicates that the actual critical radius 1s closer to 
5.0 nm. As mentioned above, this predicted value is quite sensitive 
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to a number of model parameters and parameter adjustment within a 
limited range could Improve the agreement between the observed and 
calculated values. The fact that the dislocations are not uniformly 
distributed also makes a direct comparison difficult for the cold-
worked material. The model assumes a homogeneous distribution of 
dislocations while the actual dislocation density Is very heteroge­
neous; In particular, lower dislocation densities were observed In the 
regions In which voids had formed. For a do» c rate of 2.5 x 10~ T 

dpa/sec, the dislocation density was predicted to be 4.4 x 10 1* m' 1 

when the first bubbles converted to voids with a critical radius of 
8.3 nm. Later, with additional dislocation recovery to a value of 
1.7 x 10 1* nr* the critical radius became 5.4 nm. This latter value 
Is In good agreement with the value suggested by Figure 4.13. This 
sensitivity of the critical number to the dislocation density pro­
vides a second mechanism by which cold working can extend the swelling 
Incubation time. In light of this sensitivity, the fact that the 
apparent critical radii are so similar In Figures 4.11 and 4.13 Is 
surpr1sir.3. The overlap of the regions of the size distribution that 
are less than (bubbles) and greater than (voids) the critical size 
makes It impossible to precisely determine the critical radius exper­
imentally. The values of the critical radii quoted above roughly 
correspond to the minima in the size distributions. Since the 
distributions are so different, the offset between the actual criti­
cal radius and the minimum In the size distribution may not be the 
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sane for both specimens. Of course, experimental error may also be 
responsible for some shift 1n the measured critical radius. 

The Influence of helium Implantation before Irradiation at 550°C 
is to suppress cavity formation at low doses. The mlcrostructure of 
a specimen Irradiated In the as-hellum-Injected condition consisted 
of primarily unfaulted dislocation loops and a few dislocation line 
segments. The loop density was 8 x 1 0 " or' with an average radius 
of 34 nm. A typical micrograph and the loop size distribution for a 
solution annealed specimen, pre-lnjected with 50 appm of helium is 
shown In Figure 4.14. No cavities were observed. The prelrradlatlon 
mlcrostructure for this specimen was a high density of small Inter­
stitial clusters (Figure 4.2) observable only as black dots. Based 
on the evolution of the as-Implanted mlcrostructure during thermal 
annealing, the Implanted helium was trapped 1n many small vacancy 
clusters. This results 1n a high overall system sink strength for 
point defects that enhances point defect recombination, thereby 
reducing the effective vacancy supersaturatlon. The lower super-
saturation Inhibits cavity formation; for example, the critical 
bubble size Is Increased [Equation (3.9)]. In addition, the high 
density of hell urn/vacancy clusters can be compared to a state of 
"over-nucleatlon." The number of sites available to which the helium 
and vacancies can partition Is too high for any bubbles to grow large 
enough to become visible during the subsequent Irradiation. There­
fore, the helium remains trapped 1n many small bubbles that ire not 
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Figure 4.14. Observed dislocation loop distribution in solution-
annealed P7 after room temperature implantation of 51 appm He and 
subsequent irradiation to 4.7 dpa at 550°C. 
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visible by TEH. Support for this Inference Is provided by the simi­
lar results of Packan and Fan-ell*1 •'•• and the fact that post-
Irradiation annealing at 900"C of a nominally Identical specimen by 
Brager and Garner resulted In the formation of observable bubbles. 1" 
The work of Packan and F a r r e l l , l » I , , » , M suggests that Irradiation to 
a higher dose would have resulted In a higher void density In this 
specimen than In the specimen without helium prelnjectlon. 

All of the solution-annealed specimens that were annealed 
following helium Implantation exhibited generally similar mlcrostruc-
tures after irradiation to 4.7 dpa at 550"C. This mlcrostructure 
consisted of a low density of unfaulted loops and dislocation line 
segments, helium bubbles and stacking fault tetrahedra. The disloca­
tion loop density was -1-3 x 10 l ,/m', about one-third the density of 
the unannealed specimen. The average loop size was larger than the 
unannealed specimen, r t - 120 nm. The typical dislocation structure 
Is shown in a bright f1eld/weak-beam dark field comparison In 
Figure 4.15. This specimen was Implanted with 36 appm He and 
annealed for one hour at 750°C prior to Irradiation. The small 
triangular defects In Figure 4.15 are stacking fault tetrahedra. 

Because of the low damage level attained In this experiment, the 
cavity distributions observed In the he11um«1mp1anted-and-aged 
specimens were largely unchanged from those that were formed during 
the post-hel1um-1mplantatlon anneal. The one exception to this was a 
specimen that had been implanted with 42 appm He and annealed for on? 
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Figure 4.15. Typical dislocation loop distribution in solution-
annealed P7 after room temperature helium implantation with sub­
sequent aging prior to irradiation to 4.7 dpa at 550°C. This specimen 
was impianted with 36 appm He ind aged at 750°C. Stacking fault 
tetrahedra are visible as small triangular defects in the weak-beam 
dark field image in (b). 
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hour at 750°C. This specimen exhibited voids in a narrow band adja­

cent to the grain boundaries. These voids are shown at lew magnifi­

cation in Figure 4.16 (a) and (b). Figure 4.16 (a) shows a region 

along a straight segment of grain boundary that has been preferen­

tially thinned during electropolishing. Figure 4.16 (b) demonstrates 

that this behavior was fairly uniform in this specimen by showing a 

grain boundary triple point in another region cf the specimen. The 

voids form in a band that is about 400 nm in width and the edge of 

this band lies about 400 nm from the grain boundary. The local den­

sity of these larger voids is 6.8 x 1 0 ? 0 nr J with an average radius 

of 11.7 nm. This leads to a local swelling level of 0.49%. Thus, 

the local swelling is about two and one-half-times greater tnan in 

the specimen irradiated without helium preinjection. The fact t h t 

voids seem to form most easily in a region near, but not immediately 

adjacent to, grain boundaries has been reported earlier by Leitnaker 

et al. for another model austenitic alloy* 7* and by Horseweli aiid 

Singh and van Witzenburg and Mastenbroek for pure aluminum. 3 0 1- , 0 2 

In addition to the voids, this specimen also exhibited a higher den­

sity of small bubbles. This bimodal distribution is shown at higher 

magnification in Figure 4.16(c). The average radius of the bubbles 

in this specimen was 1.1 nm with a density of 9.9 x 1 0 2 1 nr'. The 

absence of voids in other specimens that were subject to similar 

irradiation conditions and levels of helium preinjection may reflect 

only specimen-to-specimen variations or a strong sensitivity to the 

level of helium implantation in the 30 to 70 a^m range. As 
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Figure 4,16. Observation of void formation near grain bound­
aries in solution-annealed P7 that was implanted with 42 appm He and 
aged at 750°C prior to irradiation at 550'C. Several grain bound­
aries are shown in (a) and (b) at low magnification, and (c) shows a 
bimodal cavity distribution at higier magnification. 
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discussed above, such a sensitivity was observed In three specimens 
that were prelnjected with 47, 65 and 41 appm He and annealed for one 
hour at 800, 850 and 900*C, respectively [cf. Figures 4.5(c) and (d) 
with Figure 4.7]. 

The dislocation stricture 1n the grain Interior of the specimen 
that developed the voided bands was similar to the other hellum-
Implanted-and-aged specimens. This structure Is shown In Figure 
4.17. For purposes of comparison with Figure 4.15, both a bright 
Meld and a weak-beam dark field Image are shown. For this specimen 
orientation (foil normal near <200>) the stacking fault tetrahedra 
appear as nearly square defects." 7 They are most clearly seen in 
the weak-beam dark field Image. 

The observation of such large stacking fault tetrahedra (SFT) 
In these specimens was quite surprising since they have not been 
reported previously In austenltlc steel that was neutron Irradiated 
at elevated temperatures. The fact that the defects were SFTs and 
not triangle loops was verified by Imaging them with g, 0 0 with a foil 
normal near both the <110> and <200> poles. In these two orien­
tations the SFT will appear as a triangle and a square, respec­
tively. , ,» , , T Such a sequence of micrographs 1s shown 1n Figure 
4.18, along with the appropriate diffraction patterns. This specimen 
1s the he1lum-1mp1anted-and-dged one that exhibited a band of voids 
near the grain boundaries. Figure 4.18 shows that the voids and 
SFTs have grown to a similar size m roughly overlapping regions. 
There was some Indication that the SFTs were being e11m1r..ted 1n the 
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Figure 4.17. Dislocations and stacking fault tetrahedra 
observed in the grain interior in solution-annealed P7 that was 
implanted with 42 appm He and aged at 750°C prior to irradiation to 
4./ dpa at 6S0°C. The stacking fault tetrahedra are visible as small 
'.guare defects in the weak-beam dark field image in (b), two are 
highlighted by small arrows. 
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Figure 4.13. Verification of the observation of stacking fault 
tetrahedra in solution-annealed P7 that was implanted with 42 appro He 
and aged at 750'C prior to irradiation to 4.7 dpa at 550°C. The 
sequences (a-c) and (d-f) show the bright field and weak-beam dark 
field images and the diffraction pattern for g, 0 8 near the <110> and 
<100> poles, respectively. 
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voided bana, but the present data are inconclusive with respect to 
this issue. The appearance of the SFTs was quite general in this 
experiment - they were observed in specimens irradiated at 550 and 
600°C, with and without helium preinjectlon, and with and without 
post-helium-implantation heat treatment. The average edge length was 
-20 nm and the density varied between 1 x 10 1' and 1 x 10 2° nr*. The 
highest density was observed in a solution-annealed specimen irra­
diated at 600°C with no helium preinjection. 

The only known previously verified observations of SFTs in irra­
diated austenitic stainless steel have been under charged particle 
irradiation at low temperatures. Yoshida et a l . 5 2 $ indicate that 
seme small (<1.0 nm) SFTs may be present in an Fe-Cr-Ni ternary 
alloy after 14 MeV neutron irradiation at 25°C. In a later publi-
cation, b , some of these same authors state that the defects were too 
small to verify their morphology. Sindelar* 7 reported observing a 
few defects that appeared to be SFTs near the end-of-range in a spec­
imen of alloy P7 that had been irradiated at 400°C with nickel ions 
to a dose of 10 dpa. Kojima et al. performed high voltage electron 
irradiations of an Fe-13Cr-14Ni alloy and reported SFTs for irra­
diation temperatures below 325°C (ref. 46). It is not known whether 
the SFT is more commonly present in irradiated austenitic stainless 
steels and has not been reported, or if the present work has for­
tuitously examined specimens in a narrow fluence/temperature window 
that permitted their observation. This latter possibility is likely 
since relatively few neutron irradiation experiments have explored 
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the dose regime below 5 dpa. Certainly these observations lend cred­
ibility to calculations which suggest that, for some conditions and 
parameter choices, voids and SFTs should have similar stability. ,•- 3 , 

Assuming that the SFTs form by the Silcox-Hirsch mechanism, 3 2 7 these 
data a"so confirm the growth of vacancy loops to reasonably large 
sizes under neutron irradiation. 

In summary, the results of the MFF-II irradiation experiment are 
generally consistent with the theoretical concepts discussed in 
Chapter 3. One of the key concepts was that helium promotes void 
format'.in by stabilizing bubbles and providing a driving force for 
bubble growth until the bubbles reach the critical size beyond which 
gas pressure is not required to permit continued growth. The observa­
tion that the swelling incubation time was longer for the cold-worked 
material in which the bubble density was about five times greater 
than the solution-annealed material supports this concept. The 
higher bubble density provides more sites to which the available 
helium is partitioned; hence, the time for any one bubble to obtain 
the critical number of gas atoms is extended. The suppression of 
void formation by room-temperature helium implantation is in agree­
ment with the arguments advanced and verified with the models that a 
high overall system sink strength could extend the swelling incubation 
time by reducing the effective vacancy supersaturation. The as-
implanted microstructure also provides a high density of sites to 
which helium can be partitioned during the subsequent irradiation so 
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that no observable bubbles were formed. If sufficient coarsening 
took place and near critically sizes bubbles were formed during post-
Implantation anneals, the theory Indicates that the swelling Incuba­
tion time should be reduced compared to that of the unlmplanted 
material. Although the greatest overall swelling was observed In the 
solution-annealed specimen Irradiated without helium Implantation, 
the local swelling in the voided regions of one of the hellum-
implanted-and-annealed specimens was three times that In the former. 
This also provides support for the concept of voids forming from the 
conversion of bubbles that reach the critical radius. More detailed 
comparisons between the theory and the MFE-II experiment are inhi­
bited by the fact that the experiment was terminated after an expo­
sure of only about 4 dpa. At this dose, most of the specimens were 
still 1n the swelling Incubation regime so that any differences that 
might have evolved at a higher dose cannot be detected. 

4.3 i Results of Postirradiation Annealing Experiment 

Postlrradiatlon annealing studies 1n austenltlc stainless steels 
have previously yielded somewhat conflicting results.*1•»*•-»»» The 
results of Porter et a I.'" agreed with work by Cawthorne and 
Fulton*7 and Holmes et a l . " 0 that there were two annealing stages 
evident In Eradiated material. Below about 600°C dislocation loop 
annealing leads to softening of the material with little change In 
density; while above about 700-7509C voids begin to anneal, leading 
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to additional softening and an Increase in the density of the speci­
men. Most early studies, such as those by Cawthorne and Fulton,'7 

Holmes et al."" and Stlegler and Bloom" 1 reported complete void 
annealing by about 900°C. Straalsund et al.*" observed void coar­
sening In the grain Interiors while a void denuded zone gradually 
grew Into the grain. Ooth Cawthorne" - and Porter et a l . " ' observed 
a persistent, stable population of large voids after annealing at 
high temperatures (~1000-1050°C). 

The factors that determine void annealing behavior appear to be 
both the void size and the void size distribution with the disloca­
tion network playing a role In some cases. 1" •"* The studies that 
reported complete void annealing were conducted on specimens Irra­
diated to low doses at fairly low temperatures. For such conditions 
the void sizes tend to be fairly small [e.g.. Holmes et al. report an 
average radius of 7.5 run (ref. 330)]. Such voids anneal quickly 
because the vacancy emission rate Is large. For the case of voids, 
where the Internal gas pressure Is negligible. Equation (3.2) can be 
reduced to show that the rate of vacancy emission from a void with 
radius, r v, is proportional to exp ( , ) - This exponential term 
approaches unity for large voids. For example, taking Y - 1.0 J/m1 

at 900°C. this term Is 1.76, 1.07 and 1.01 for voids with radii of 
2.5, 25 and 100 nm, respectively. 

Thus, small voids emit vacancies much more rapidly than large 
voids. The largest voids would tend to have vacancy emission rates 
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similar to dislocations and would therefore not be expected to shrink 
under thermal annealing. Consequently, for specimens Irradiated to 
higher doses and characterized by a broader size distribution, coars­
ening of the distribution occurs during annealing as the small voids 
shrink and the larger voids grow In an Ostwald ripening process. 
Both Cawthorne*" and Straalsund et al."* report that the coarsening 
of the void distribution In their materials was consistent with the 
theory of Ostwald ripening*" developed by Wagner"* and Llfshltz and 
Slyozov." 1 This latter theory also predicts the formation and 
growth of denuded zones adjacent to grain boundaries and twins as 
observed by Straalsund et a 1 . " s The data of Porter et a l . " ' also 
appear to be consistent with Ostwald ripening and they report that 
the large voids that persisted after 900 and 10S4°C anneal were 
Interconnected by dislocation segments. 

This earlier work suggested that the recovery of the radiation 
produced mlcrostructure In the material chosen for the present study 
could be reasonably followed by a combination of mlcrohardness and 
Immersion density measurements. Annealing at 600°C and above was 
expecteo to show only a limited amount of recovery of the dislocation 
structure because of the relatively high Irradiation temperature of 
650°C. Therefore, both the softening of the material and the density 
recovery would be due to the annealing of the voids and a similar 
activation energy should be observed for both processes. It was 
expected that these measurements would lead to an estimate of the 
activation energy for self-diffusion in this alloy. 
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The results of the mlcrohardness and Immersion density measure­
ments from the post-Irradiation annealing experiment are shown In 
Figures 4.19 and 4.20. Two Isothermal annealing curves, at 750 and 
900*C, and a one-hour Isochronal annealing curve are shown. Values 
for the as-Irradiated condition and unirradiated control material are 
also Indicated. The error bars on the mlcrohardness data points 
(Figure 4.19) reflect the range of 8 to 10 measurements and the symbols 
Indicate the average value at each condition. Additional data points 
are Included to show the scatter in measurements on duplicate speci­
mens (one hour at 600*C) and the effect of 1000 rather than 500 g 
loading (as-Irradiated and one hour at 900*C). These mlcrohardness 
data are seen to be very systematic and a least-squares polynomial 
fit to the data Is also shown. For the Immersion density data In 
Figure 4.20, the error bars reflect the observed scatter 1n repeated 
measurements on a single sample, approximately ±0.1%. The two values 
shown at 600"C In the isochronal annealing curve again Indicate 
measurements on nominally duplicate specimens. Here the apparent 
specimen-to-specimen scatter Is quite large, lead.ng to significant 
uncertainty In determining a "best fit" to the data. 

Following the example of Jostsons et al.,"" these data were 
analyzed using the method developed by Heechan and Brlnkman."' This 
analysis requires only the use of a single isothermal annealing curve 
and an isochronal annealing curve. For Initially identical speci­
mens, equivalent changes in the measured property (Immersion density 
or mlcrohardness) are observed after a time t. during the Isothermal 
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figure 4.19. Diamond pyramid microhardness results from post-
Irradiation annealing experiment, one hour Isochronal annealing curve 
(a) and isothermal annealing curves at 750 and 900°C (b). Starting 
material was P7, Irradiated to 12.5 dpa at 650°C in the EBR-II. 
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anneal at T. and a temperature T during Isochronal anneals for a 
time t . This occurs when an Integal parameter defined by Meechan 
and Brlnkman as the temperature-compensated time"* Is equal for the 
two annealing conditions. For this condition they show that: 

l n fca * E a / k T a " l n X1 " E a ' k V ( 4' 1 } 

where E s Is the activation energy for the process responsible for the 
property change. Therefore, a plot of In t 1 versus T a

- 1 should yield 
a straight line with a slope equal to E./k if the recovery process Is. 

a 

characterized by a single activation energy. Regions of curvature In 
this plot Indicate that more than one process Is responsible for the 
property change. 

The results presented here were obtained using the 900*C Isother­
mal annealing curve because It provided the best overlap with the 
isochronal annealing data. Figure 4.21 shows the in t. versus T "* 
curves obtained from the data In Figures 4.19 and 4.20. The micro-
hardness data In Figure 4.21 (a) shows a fairly straight line from 
about 925°C to lOOO'C. The apparent activation energy obtained from 
these data 1s 4.3 eV. The immersion density data shown 1n 
Figure 4.21(b) are less systematic and more difficult to Interpret. 
This result Is expected from the data scatter in Figure 4.20. If 
Figure 4.21(b) Is a reliable inolcator of the annealing behavior, the 
constantly changing slope would Indicate that multiple mechanisms are 
at work. Two regions of near linear behavior are visible. The slope 
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of the lower temperature linear region yields an activation energy of 
2.0 eV while for the higher temperature region an activation energy 
of 4.5 1s calculated. This latter value Is similar to that calcu­
lated for the recovery of the mlcrohardness. 

The activation energy of 4.3 to 4.5 eV observed In the high tem­
perature Immersion density data and the mlcrohardness data is much 
too high to be a self-diffusion energy. For materials such as alloy 
P7, the activation energy for self-diffusion Is measured to be 
-2.8 to 3.0 e V . " , . , , , » , * , » * " A TEM study of the annealed specimens 
was conducted to verify that the voids remained and to attempt to 
gain some Insight Into the reasons for the apparent stability of the 
irradiation-produced mlcrostructure. Representative micrographs from 
this survey are shown In Figure 4.22. The density recovery observed 
at short times appeared to be due to the more rapid annealing of 
voids near the grain boundaries and the gradual growth of a denuded 
zone Into the grains [Figure 4.22(a)]. This growth of the grain 
boundary denuded zones was verified by scanning electron microscopy 
of specimens that had been lightly etched. Although the grain-to-
grain scatter in the denuded zone widths was too great to permit 
quantitative analysis of the process responsible for the growth of 
the denuded zones, the growth was easy to observe. Representative 
micrographs are shown in Figure 4.23. Within the grain Interiors, 
the void population appeared to be evolving by Ostwald ripening as 
predicted by the theory" 1 _ , , T and also observed by 
others.»»•.»»»,»»» [Figure 4.22(b,c)]. As mentioned above, there 
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100 nm 

Figure 4.22. Postirradiation annealing behavior of austenitic 
alloy P7 irradiated in the EBR-II to 12.5 dpa at 650°C. Grain- boun­
dary denuded zones after two hour anneal at 800"C (a), evolution of 
the void and dislcoation structure witnin the grains after two hours 
(b) and ten hours (c) at 950°C. and after 210 hours at 900°C. 
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Figure 4.23. Scanning electron micrographs of grain boundary 
denuded zones after postirradiation annealing of austenitic alloy 97 
for one hour at 600°C (a,b) and 900°C (c,d). 
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Is little driving force for 1a rge voids to shrink. After about 20 
hours at 900*C further recovery was very slow [Figure 4.20(b)]. 
Even after 210 hours at 900*C [Figure 4.22(d)], a stable void popula­
tion with a density of about 1 * 1 0 " m~* and an average radius of 
100 na remained. Larger voids with radii up to 300 MI were also 
formed, apparently by coalescence. This void population accounts for 
the -21 swelling that was measured by Immersion density for this 
condition. 

The high apparent activation energy measured here seems to 
reflect the fact that the recovery of the voids and dislocations was 
the result of several Interacting processes. These processes Include 
fairly rapid void annealing near the grain boundaries, the growth of 
a void denuded zone Into the grain Interior and void coarsening within 
the grains. To the degree that the immersion density data are reli­
able. Figure 4.21(b) also verifies that more than one mechanism is 
responsible for the observed behavior. Some correlated annealing 
behavior of the voids and dislocations may also be partially respon­
sible for the high apparent activation energy. Figure 4.22 Indicates 
that many of the voids were Interconnected by dislocation segments. 
Evidence of dislocation-void attachment was also seen In the as-
irradiated material. Porter et al."* have reported that they 
observed stable void-dislocation arrays after postlrradlatlon 
annealing of type-3041 stainless steel. They observed these arrays 
after annealing for one hour at temperatures as high as 1054*C. This 
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Indicates that such a defect geometry is highly resistant to recov­
ery. One possible explanation for this stability Is that the dis­
locations are not free to climb as a result of being pinned by the 
voids. This prevents them from absorbing excess vacancies. This 
leads to nearly equal vacancy absorption and emission rates for both 
the voids and the dislocations. This complexity further limits the 
ability of any simple kinetic analysis of this experiment to yle'd 
conclusive results. 
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CHAPTER 5 

SUMMARY AND CONCLUSIONS 

An effort has been made to discuss In some detail the Implica­
tions of the present work as the results were presented In Chapters 3 
and 4. Therefore, this final chapter will primarily present a sum­
mary of the work along with some further discussion where It Is 
appropriate. Some unanswered questions which this work has raised 
will be described and further work that could help resolve these 
questions will be proposed. 

5.1 Summary of Theoretical Work 
Several theoretical models were presented and discussed In 

Chapter 3. These models were built on the foundation of the chemical 
rate theory description of mlcrostructural evolution. Section 3.4 In 
Chapter 3 provides a detailed summary of the theoretical work so only 
the key results will be mentioned here. 

First, because of the Important role that helium Is thought to 
play In promoting void formation, the u<e of a hard-sphere equatlon-
of-state (HSEOS) for helium was adopted here."* The use of this 
HSEOS eliminates the ability to obtain closed-form mathematical 
solutions for the bubble radius and the critical bubble parameters. 
In order to be able to implement the HSEOS In computer programs 
without excessive Iterative calculations, analytical solutions for 
these tvoble parameters were developed that preserve the physics of 
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the HSEOS. This was confirmed by a comparison of results generated 
using the exact Iterative method and the approximate analytical 
solutions. 

Next, a direct comparison of the relative Importance of two 
alternate paths of void formation was carried out. These two paths 
were: (1) gas-aided, classical void nucleatlon due to stochastic 
fluctuations in the vacancy cluster population, and (2) bubble growth 
driven by helium accumulation. This work concluded that stochastic 
nucleatlon was not a significant void formation mechanism for damage 
rates and temperatures typical of either fast fission reactors or DT 
fusion reactors. It demonstrated that the mechanism of gas-driven 
bubble growth to a critical size could account for void formation 
under these conditions while using realistic physical parameters In 
the calculations. A key assumption In these latter calculations Is 
that sufficient vacancies are available to allow the bubble to grow 
as gas 1$ added. This condition Is easily met under irradiation-
induced vacancy supersaturatlons. In addition, the annealing of 
he11urn-implanted materials discussed above indicates that highly 
pressurized he11 urn-vacancy clusters can create vacancies If 
necessary. 

Two primary models of microstructural evolution were developed 
here. The first was a cavity evolution model In which the other 
point defect sinks were treated In a simple time-independent, para­
metric manner. Consistent with the finding of the nucleatlon work 
just mentioned, void formation In this model was treated as the 
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result of gas-driven bubble growth to a critical size. The swelling 
data from the RS-1 experiment 1n the EBR-II was used to provide 
calibration points for the model. Using physically realistic model 
parameters, this relatively simple model was able to predict the dose 
and temperature dependence of swelling In 20% cold-worked type-316 
stainless steel observed In this fairly large data base. This model 
was then used in a predictive fashion to explore the potential 
swelling behavior of this same material In an irradiation environment 
typical of a DT fusion reactor first wall. The degree to which the 
higher He/dpa ratio (-30 times the EBR-II value) will affect swelling 
has been the subject of some controversy.1*»*•••*•• 

The significant prediction was that swelling may not be a mono-
tonic function of the He/dpa ratio and that peak swelling may occur 
for He/dpa ratios of 5 to 10 appro He/dpa. This result follows from 
the effect of higher helium generation rates on the cavity density. 
Starting from fast reactor irradiation conditions as a reference 
point, for modest increases 1n the He/dpa ratio the cavity density 
Increases only slightly. This higher helium generation rate leads to 
a reduced incubation time and, In some cases, a slightly higher 
swelling rate. For very high He/dpa ratios the cavity density can 
Increase to such a degree that the available helium must partition to 
so many sites that few cavities reach the critical size. This 
extends the swelling Incubation time and can also lower the swelling 
rate due to enhanced point defect recombination. Hence, swelling is 
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maximum at an Intermediate He/dpa ratio. This predictive work led to 
the development of a set of model-based swelling design equations for 
201 cold-worked type-316 stainless steel In a OT fusion reactor wall. 

Recent experimental results appear to have confirmed this predic­
tion. An experiment was conducted In the ORR In which the neutron 
spectrum was tailored to produce a He/dpa ratio of about 10 appm 
He/dpa In type-316 stainless steels. Slightly over 1% swelling was 
observed in a specimen of 25% cold-worked, titanium-modified type-316 
stainless steel Irradiated to only 12 dpa (ref. 288). Such a level 
of swelling would not have been observed In a conventional fast reac­
tor (-0.5 appm He/dpa) or mixed-spectrum reactor (-70 appm He/dpa) 
until a dose greater than 75 dpa had been achieved. 1" Additional 
corroboration of the mechanisms responsible for this swelling peak Is 
provided by an experiment that Involved sequential Irradiation of the 
same specimens of type-316 stainless steel In first the HFIR and then 
the FFTF."* The Initial Irradiation In the HFIR was to a dose of 
22 dpa and 1475 appm He. For the 20% cold-worked n-lot material the 
swelling was less than 0.5% at both 500 and 600*C. Following an 
additional 35 dpa Irradiation In the FFTF the swelling was 0.5% at 
600°C and 1.8% at 500*C. The expected swelling of this material for 
a 60 dpa Irradiation In the FFTF only Is around 10%.'" The fact 
that much lower swelling was observed 1s consistent with swelling 
suppression due to the formation of a high bubble density during the 
HFIR phase of the Irradiation. 
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The second major component of the theoretical work was tne devel­
opment of a more comprehensive model of microstructural evolution. 
This model included the cavity evolution model just discussed but 
also incorporated models for the explicit dose and temperature depend­
ence of both the dislocation network and Frank faulted dislocation 
loops. One crucial aspect of the dislocation loop evolution model 
was a scheme for dividing the loop size space into two distinct 
regions to reduce the number of equations necessary to describe the 
loop population. Different physical 'ascriptions of loop evolution 
were used in the two regions and they were joined in a self-consistent 
manner. This scheme preserved the essential features of the loop 
distribution while reducing the required number of equations from 
>10* to about 20. Good agreement was observed between the predic­
tions of the comprehensive model and fast reactor swelling and dislo­
cation data over a broad range of irradiation temperatures and doses. 
A high degree of coupling between the evolution of the various micro-
structural features was observed. The success of the rate-tneory in 
this work provides a measure of its potency as an analytical tool. 

The results of extensive parametric evaluations with the compre­
hensive model emphasized the major role of microstructural sink 
balances and point defect partitioning 1n determining microstructural 
evolution under Irradiation. The results of some of these sen­
sitivity studies are summarized In Figures 5.1 through 5.4. The sen­
sitivity of the incubation time (dose to 1% swelling), the peak 
swelling m e , the network dislocation density at 100 dpa, and the 
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Figure 5.1. Relative Influence of several parameters on 
the dose to 1% swelling predicted by the comprehensive model at 
400 (a) and 600°C (b). 
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the peak swelling rate predicted by the comprehensive model 
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peak faulted loop density to several key parameters is shown. The 
parameters are: 

z!?, the network dislocation/interstitial bias; 
n, the cascade efficiency; 
zf, the faulted loop/interstitial bias; 

f ., the fraction of vacancies surviving intracascade 
annealing that cluster; 

Y, the surface free energy; 
u, the bulk recombination coefficient; 
E s o , the activation energy for self diffusion; 
E?, the interstitial migration energy; and 
E^, the di-interstitial binding energy. 

The ratios shown in these four figures were obtained by dividing the 
results calculated with a reduction in the indicated parameter with 
the same values calculated with the base parameter set from Table 3.9. 
The ratios reflect similar relative changes in the various parameters. 
These figures indicate that the parameters of most general signifi­
cance are n, ECQ» ar>i z". This dependence is expected from simple 
theoretical relationships such as Equation (3.61). However, the 
results shown In Figures 5.1 tt.rough 5.4 Indicate that other param­
eters also have temperature and dose regimes in which they are of 
importance. One notable example 1s the interstitial migration energy. 
Because of U 5 Influence on the faulted loop density, and through 
that on the network dislocation density, E? 1s very significant at 
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IJW to intermediate temperatures. It was pointed out in Chapter 3 
that simple void swelling models are not sensitive to the value of E^. 
The comprehensive model required a value of E™ = 0.85 eV in order to 
obtain agreement with fast-reactor dislocation data. This is much 
greater than the pure metal value used by other workers, but it is in 
agreement with recent measurements of this parameter in austenitic 
alloys. 2 7 0. 2 7* 

The fact that the parametric sensitivity varies between the 
results shown at 400 and 600°C is partly due to the temperature 
dependence of the sink strengths, as discussed in Chapter 3. For 
example, the incubation time is much more sensitive to the value of 
the dislocation bias at 600 than at 400°C. This is a result of the 
fact that at 600°C the dislocations are the major point defect sink 
while at 400°C dislocation loops and vacancy clusters are also sig­
nificant. The predicted microsttuctures are also more sensitive to 
the self-diffusion coefficient at 600°C than at 400°C. At 600°C, the 
swelling incubation time exceeded 200 dpa for a 0.2 eV reduction in 
the self-diffusion energy; hence, the fractional change is off scale 
for the histograms shown here. Two correlated factors are respon­
sible for this large Increase in the Incubation time. First, the 
higher self-diffusion coefficient leads to a lower effective vacancy 
supersaturation [see Equation (3.3)]; this increases the critical 
number of gas atoms required for bubble-to-void conversion. In addi­
tion, as Figure 5.3 shows, a higher network dislocation density is 
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obtained with the higher self-diffusion coefficient. This further 
suppresses the effective supersaturation since the dislocations are 
the dominant sink at 600°C. 

Finally, it was shown that even minor sinks, such as the 
subgrain structure in cold-worked material, can be important if they 
promote differential point defect partitioning. Because only a small 
fraction of the total defects generated survive, small changes in the 
absolute number of vacancies that survive can cause large changes in 
the observed swelling. Such additional sensitivity to both sink 
strengths and parameter variations is believed to be physically mean­
ingful because it reflects the coordinated evolution of the individual 
microstructural components. 

The comprehensive model was also used to predict the swelling of 
a DT fusion r -ctor first wall (10 appm Ke/dpa). The results corrob­
orated the conclusions drawn from the studies with the cavity evolu­
tion model. Shorter incubation times were predicted for the higher 
He/dpa ratio at all temperatures from 350 to 700°C and the swelling 
at low temperatures was significantly enhanced. These results are 
significant because designs for near-term fusion devices have begun 
to emphasize lower operating temperatures n the belief that swelling 
of austenltlc materials would not be a /--obiem for doses up to 30 to 
50 dpa.•» , ,•» , 0 , A major conclusion of this work 1s that making such 
a decision based on fast- or mixed-spectrum reactor swelling data may 
be erroneous. 
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5.2 Summary of Experimental Results 

The experimental component of this work consisted of two major 
parts. The first was a postlrrad'atlon annealing study that 
employed specimens of a model austenltlc alloy that had been Irra­
diated In the EBR-II to a dose of 12.5 dpa at 650°C. These specimens 
exhibited about 6% swelling. The irradiation-Induced mlcrostructure 
was found to be surprisingly stable. After annealing for one hour at 
1042*C the swelling remained slightly In excess of 3 and 2% swelling 
remained even after annealing for 210 hours at 900°C. Recovery of 
the mlcrostructure was also followed through the use of mlcrohardness 
measurements and a similar stability was observed. The apparent 
activation for recovery obtained by both sets of measurements was 
4.3 to 4.5 eV. This Is much greater than the measured activation 
energy for self-diffusion 1n this material. 

No simple explanation was found for this Mgh activation energy. 
The stable array of large voids and 'nterconnectlng dislocations that 
were observed may In part be responsible. The voids and dislocations 
can recover only If the two defect types can exchange vacancies. The 
dislocations must absorb excess vacancies and climb. This climb 1s 
Inhibited when the dislocations are pinned by voids. In addition, 
the voids coarsened by Ostwald ripening and coalescence, leading to a 
pooulatlon of large voids. Voids with radii up to 300 nm were 
formed. Voids of this size are nearly equilibrium defects and emit 
vacancies at a rate similar to the dislocations. Because there Is no 
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substantial driving force for a net vacancy exchange, both defect 
types remain stable. The apparent correlated evo'.jtlon of the voids 
and dislocations during postlrradlatlon annealing Is consistent with 
their behavior under Irradiation. The theoretical models that were 
developed for this work verify the Importance of this coupling. In 
this light. It Is not surprising that their behavior would also be 
complex during postfrradlatlon annealing. 

The second component of the experimental work was the examination 
and analysis of alloy P7 after Irradiation In the ORR in the MFE-II 
experiment. This experiment Involved the irradiation of solution-
annealed and 20% cold-worked P7 at 350, 550 and 600*C. The Irra­
diation dose was 4.7 dpa with 65 appm He generated by neutron-Induced 
transmutation reactions. Some of the specimens were prelnjected with 
10 to 40 appm He and subjected to post-helium-Implantation anneals at 
temperatures between 600 and 900*C prior to the Eradiation. In 
order to provide unirradiated control specimens for the MFE-II 
experiment, additional TEM disks were Implanted with helium to simi­
lar levels and similarly aged. These control specimens were also 
examined by TEH In order to characterize the prelrradlatlon 
mlcrostructure. 

The mlcrostructure of the as-hel1um-1mp1anted material was com­
prised of a high density of "black-dot" defect clusters. Under ther­
mal annealing this evolved to produce two primary defects. For 
annealing temperatures between 600 and 750°C a population of Frank 
faulted loops was formed. This population was observed to grow and 
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coarsen with temperature. At 800*C and above, no loops were 
observed. Helium bubbles becune visible after annealing at 700*C. 
The average bubble radius Increased with an approximately constant 
density for temperatures up to 800*C. Above 800*C the distribution 
coarsened. The calculated helium content of tne visible bubbles 
accounts for about one-third of the Implanted helium after 700*0 
annealing, two-thirds after the 7S0*C anneal, and essentially all the 
helium after annealing at 800 to 900*C. The Interstitial content of 
the faulted loops appeared to Increase during the lower temperature 
anneals. Interstitial loop growth may be driven by the demand of 
small, overpressurlzed he11urn-vacancy clusters for additional vacan­
cies. The coupling of the evolution of the bubbles and loops during 
thermal annealing Is Illustrated by their sensitivity to the level of 
helium Implantation. Increasing this level from -40 to 65 appm 
resulted In the stability of Frank loops under annealing up to 850"C. 
A lower than expected bubble density also resulted, In part because 
of the formation of larger than expected bubbles that were found 
decorating these loops. The evolution of the faulted loop and bubble 
microstrueture observed here 1s consistent with and supplements simi­
lar work by others.•»t»*»,»•»-»•• in particular, Mazlasz" has also 
noted the relationship between the growth of apparently over-
pressurized bubbles and Frank faulted loop growth. 

The overall behavior of the specimens irradiated in the MFE-II 
experiment was similar at all Ztree temperatures. It was not possible 
to determine the detailed influence of the varlcus prelrradlatlon 
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heat treatments because of the low total damage level. The com­
parisons were particularly limited for the 350 and 6Q0"C Irradiations 
because of the longer swelling Incubation time at these temperatures. 
For example, at 350°C cavities were visible only for the solution 
annealed specimen that had been Implanted with 37 appm He and aged at 
8QQ°C prior to Irradiation. This cavity distribution was lUtle 
changed from the as-aged condition. Similarly, at 600*C cavities 
were observed In only two solution-annealed specimens. The first had 
been implanted with 32 appm He and aged at 800*C and the second was 
irradiated w H h no helium prelnjection. In both of these specimens 
the cavities appeared to be helium bubbles. The lack of void growth 
at 350 and 600°C is consistent with the theoretical predictions of 
the model developed here. At 350'C, the model predicts a small cri­
tical bubble radius, but also a very slow void growth rate.. At 
600°C, the model predicts a critical bubble radius that Is about 
eight times the observed average bubble radius so that no voids have 
formed by 4.7 dpa. At both 350 and 600°C either Initial cold-working 
or helium prelnjection without a subsequent anneal led to the 
suppression of visible cavity formation. 

For this low dose, the maximum swelling temperature for ?7 

appears to be near 550°C. Bloom and Wolfer found a similar value for 
specimens irradiated in the EBR-II.*•• Voids were observed In 
solution-annealed and 20% cold-worked specimens that had received no 
helium prelnjection and in a specimen that had been implanted with 
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42 appm He and aged at 750*C. This latter specimen exhibited voids 
only along a fairly narrow band near the grain boundaries. This 
corroborates the observations of Leltnaker et al."* and Horsewell 
and Singh'*1 that voids form first and appear to grow fastest In a 
region that Is near, but not immediately adjacent to grain bound­
aries. This enhanced swelling near grain boundaries may also explain 
why Bloom et al. observed much higher swelling In a very fine-grained 
type-316 stainless steel than In solution-annealed material.'** The 
cavity distributions In several other helium-lmplanted-and-aged spec­
imens Irradiated at 550°C showed little change as a result of the 
Irradiation. Helium preInjectIon without subsequent heat treatment 
resulted In no visible cavity formation after 4.7 dpa irradiation at 
550°C. This result Is the same as observed at 350 and 600°C and 
lends support to the suggestion by Packan and Farrell1'1 that cold 
preimplantatlon of helium not be pursued further as a method of simu­
lating high He/dpa ratios. 

A comparison of the solution-annealed and 20% cold-worked speci­
mens irradiated at 550*C indicates a somewhat shorter incubation time 
for the solution annealed material. The measured cavity volume frac­
tions are 0.19% in the annealed specimen and 0.05% In the cold-worked 
specimen. It 1s difficult to conclude much from such low levels of 
swelling. In fact, Brager and Garner concluded from their examina­
tion of similar specimens that cold-work has essentially no effect on 
the swelling of P 7 . , , t However, the shape of the cavity distributions 
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Indicated that the cold-worked specimen was still In the Incubation 
regime while the solution annealed specimen appeared to be In a more 
advanced stage of mlcrostructural evolution. Specifically, the solu­
tion annealed specimen exhibited a blmodal cavity distribution with a 
critical cavity radius of about 4.5 nm and the cold-worked specimen an 
approximately exponential distribution. In addition, the cavity den­
sity In the cold-worked specimen was five times that In the solution-
annealed. This Is believed to be the result of the high Initial 
dislocation density providing many preferential nucleatlon sites by 
acting as traps for helium. Similar behavior was also reported for a 
commercial type-316 stainless steel Irradiated In the HFIR. , % This 
result emphasizes the Important role of helium in void formation. 

Finally, a significant new observation was that of a high density 
(10 l* to 10*• m~») of stacking fault tetrahedra 1n an austenltic 
stainless steel that was neutron-Irradiated at elevated temperatures. 
These SFTs had an average edge length of about 20 nm and were 
observed in a variety of specimens. This observation Is consistent 
with the low stacking fault energy of the austenltic stainless steels 
and lends credibility to theoretical calculations that Indicate this 
defect should be stable 1n these materials. 

5.3 Unresolved Issues and Future Directions 
A major simplification 1n the models developed here is their 

limited treatment of the effects of solute segregation and precipita­
tion. Both of these phenomena are known to be significant factors 
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that influence mlcrostructural evolution. Some of the Influences of 
solute depletion can be thought of as being approximately accounted 
for In the theory by the use of effective diffusion and bias parame­
ters that represent essentially time averages of the actual parame­
ters. The success of the present theory Indicates that the major 
role of what has been termed mlcroct.calcal evolution"* may be to 
influence these parameters as opposed to being a controlling mecha­
nism In void swelling. The details of precipitation under Irra­
diation are extremely complex"* and worthy of further theoretical 
Investigation. Several ways In which precipitates can affect void 
swelling were mentioned In Chapter 3; only one has been investigated 
here. One potentially useful extension of the present work and that 
done by others l T•• 1 ,'•*• , would be to perform a detailed comparison 
of the relative Importance of these various mechanisms. 

Further development of the comprehensive model Is required to 
enhance Its usefulness for low temperature Irradiation simulations. 
The predicted faulted loop density Is too low below about 400*C. 
This seems to Indicate that the moiel does not adequately balance the 
relative contributions of the dislocation network and the faulted 
loops at low temperatures. The problem appears to be one of loop 
stability rather than one of loop formation. The model for the evo­
lution of the dislocation network under Irradiation should also be 
refined. The equations and parameters In the thermally activated 
components of this model do not currently reflect an appropriate 
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Influence of Irradiation. For example, under Irradiation, the ther­
mal dislocation climb velocity should be replaced by the bias-driven 
climb velocity and the thermal source density should be dependent on 
the evolving mlcrostructure. In order to maintain the calibration 1n 
the absence of Irradiation, the terms In the present model need to be 
limiting cases of any new formulation. A further refinement of the 
comprehensive model would be to Include an explicit clustering calcu­
lation for vacancies and helium to provide an Input to the cavity 
evolution component of the model. This calculation could replace the 
current temperature-dependent cluster density that 1s treated as an 
Input parameter. 

Both the theoretical and the experimental components of this 
work have Indicated that grain boundaries and hence the grain size of 
materials may significantly Influence mlcrostructural evolution under 
Irradiation. Work by others" 1 .«••.•«•.»•• also corroborates this 
conclusion. Further Investigation of the dependence of swelling on 
grain size may suggest ways to help extend the swelling Incubation 
time. The comprehensive model developed here provides a theoretical 
tool for this investigation. The use of specific prelrradlatlon 
thermomechaMc&l treatments to tailor the grain size would permit 
experiments to be carried out to examine this variable. Finally, 
additional Investigation of the alternate mathematical formulations 
of the point defect sink strengths 1s warranted. To date the compre­
hensive model has been used to examine the influence of assuming 
surface-limited or diffusion-limited kinetics on the faulted loop 
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evolution and the effect of multiple sink strength correction terms 
on the nominal model predictions. More detailed analysis of various 
point defect sink strength formulations could shed further light on 
their range of applicability. It Is only with a comprehensive model 
that such determinations can be made. 

The model's predictions of swelling at the OT fusion He/dpa ratio 
are dependent on the assumed scaling of the cavity density with the 
K.e/dpa ratio. Guidance for the present work was provided by charged 
particle studies In which the Ke/dpa ratio could be varied, and to a 
lesser degree by comparisons of cavity densities from experiments In 
the EBR-II and HFIR. In order to verify this scaling, an experiment 
has been planned for Irradiation In the HFIR In which the fraction of 
the various nickel Isotopes will be tailored to yield several dif­
ferent He/dpa ratios 1n a single reactor environment. This experi­
ment will also provide a direct test of the model's predictions for 
fusion because the He/dpa ratio In one of the alloys in this experi­
ment Is 12 appm He/dpa. 
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APPENDIX A 

COMPUTER CODE MICROEV 

This Appendix contains the listing of a computer code called 
MICROEV that implements the major microstructural models discussed 
in Chapter 3. The code was written to conform to the EORTRAN-77 
standards and has been successfully compiled and executed on a 
number of different computers using various FORTRAN-77 compilers 
without difficulty. Numerous comments are included in the code to 
describe the input parameters and the execution sequence. 

A sample data file for MICROEV follows the code listing. The 
first line of data read by MICROEV contains only a parameter called 
"ictr". The value of ictr determines the number of twenty-line data 
files that will subsequently be read. Each twenty-line data set 
describes the irradiation conditions and material parameters for a 
given run. The input parameter called "iclflg" is read as the first 
number on the fifteenth line of each twenty-line set of data. The 
value of iclflg determines whether the calculations will be done 
using only the cavity evolution model with a constant dislocation 
density (iclflg-O) or if the comprehensive model with simultaneously 
evolving dislocations will be used (iclflg-1). The sample data file 
included here is for a fast reactor irradiation to 100 dpa at 500 C 
with iclflg set to 1 so that the comprehensive microstructural model 
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is used. Several representative output parameters from this run 

follow the data file. 

A.l Listing of Computer Code MICROEV 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc c c c MICROEV MICROEV C c c c A Theoretical Model of Microstructural Evolution c c c c Roger E. Stoller, January 1987 c c c c This code is written to use the Livermore Solver of Ordinary c c Differential Equations (LSOOE) to intgrate the differential c c equations. With appropriate changes to the code, an equivalent c c integrator could be used. c c c c 'nclass' size classes of spherical sinks are allowed to grow and c c shrink. The defects nay convert fret* bubbles to voids based on c c the amount of helium they contain. The conversion criterion c c is that the helium content exceed the critical number computed c c using the master curve solution obtained from the Brearley and c c Hacirmes hard sphere equation of state (J.N.N. 95 (1980)). c c The bubble radius is also computed using the appropriate master c c curve. The helium generation rate can either be constant as c c input (hfrflg.eq.0) cr time dependent to simulate the hfir c c (hfrfir.eq.1 and hegrrr=3.5e-lZ). The cavities in class 1 c c collect helium by a oislocaton trapping mechanism while they c c are bubbles; after conversion they capture helium with their c c own sink strength only, 'hefrac' is a parameter multiplying c c the dislocation sink strength to obtain the dislocation sink c c strength for helium (both before and after class 1 converts). c c The cavities in classes 2 - (nclass-1) are pure matrix cavities c c while class nclass can be either pure matrix or precipiate c c assisted. For ppt-assisted, these cavities collect helium with c c the ppt. sink strength (pptsnk) for times greater than the ppt. c c nucleation time (ppttau). For pure matrix cavities, input c c ppttau.gt.stop and pptcon.lt.O. To deal with cases when the c c vacancy supersaturation (sprsat) is less than 0: bubble radii c c are computed for sprsat=0 (ie. equilibrium bubbles). c c c c For iclflg.ne.1, the code uses a constant dislocation density c c (disntd) as input; while for iclflg.eq.1 a rate-theory based c c model of dislocation evolution is used. 'Iclass' size classes c c of faulted loops grow and unfault to provide a source of network c c dislocations. This network is simultaneously annihilated via c c climb which is both thermally and irradiation induced. The c c faulted loop bias factor can either be input as a parmaeter c c or Uolfer & Ashkin's size dependent biases (J.A.P. 46 (1975) c c And later erratum) can be used. The alternate sets of code c c lines with 'zil-r1 in columns 73-80 need to be interchanged to c c use the alternate biases. These lines are in the main routine, c c the subroutine grow and the function subroutine fcnlpg. c c c c Transients vacancy clusters as microvoids are also included. c c The clusters can be computed either at steady-state or using c c a time-dependent calculation. The alternate sets of code lines c c with 'ssvel' in columns 73-80 need to be interchanged to alter c c the solution method. These lines are in the main routine and c c in the subroutine grow. c c c c when computing the point defect calculations the input parameter c c 'pptflg' specifies whether or not the precipitate sink strength, c c 'pptsnk• is used. In this version of the code, pptflg=0 is the e 
c. rcconrjnended value so that ppsink=0. There are alternate lines c c of code in the subroutine pntdef to determine whether the full c c inultiple sink correction is applied to the subgrain sink strength c 
c (fcsbgi) and the cavity sink strength (cfaci). The lines of code c 
c th.it need to be interchanged in pntdef are marked with 'subg-i' c 

http://th.it
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e and 'cfac-i' respectively in columns 73-80. c 
e c 
c Temperature changes can be called for by setting tnpchg.gt.O c 
c (up to 9) on input. Hew temperatures and the dose (dpa) at c 
c which the changes are to occur are then required. c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

inplicit real*8 (a-z) 
external grow.dunsub 
cannon /intgr/ bblflg(5).flpcls,hfrfIg.iclfIg,jteap.lclasl, 
' lclas2.lclass,lmnsT,lp[s1,nclass>netcls,noeq.nplt,nplu$1, 
2 nqwTs1.ruBns2,outSM,pfacc.pntcls,pptftg, 
3 teapno,title1(20).title2(20) .tiapchg ,vclcls,vdflg(5) 
cannon /cavpm/ bbconv(5),bbsnk bbsnk0,cvsnki,cvsnkv.comprs(5), 

1 cfaci(5),cfacv(5),cvsnk0.cw(5),delhe(5),fs(S),fv(5).ga«na(5). 
2 heliuB(5),npa(5).ncritr(5).press(5),rhohe(5). 
3 ttconv(5),vdsnk,vdsr*0,voidcn(5).voidrd(5) 
connon /dispra/ avlprd,bi1o,bi2o,bv2o,bi3o,bi4o,bv3o,bv4o, 

1 c2dis,c3dis,cvl(45),cvn,dicon,displd,disn0,disntd,distot, 
2 ec2dis.ec3dis,irrann>irrsrc,lpnuM<45).lprad(45),ncrate.nuailp. 
3 ilpmax,prmtl,pnrt2,prmt3,pnat4,rate<4S).rc,rtoosnk,rofsnnaod, 
4 tauimx,snkerr,snkriew,sr*tst,srcden,stckft,stfeng,tau4, 
5 tetcon,thrann,tnrsrc,tr>con | ziU45),zil0,zin,zi1,zi2,zi3,zi4, 
6 Zvl(45),zvl0.zvn,zv2,zv3,zv4 
common /defprm/ alpha,ao,bvectd.bvectf,cvcls,cvemit,diffi.diffv, 

1 ef.ei«,e*,fraclS,gamvcl #genvcl,intcon,intgn2,intgnr,kt, 
2 numvac,runrcl,a*ega,radvcl,sprsat.tauvcl,vaccne.vaccon, 
3 vacgnr.vclsnk.cilo.cihi.cvgues.iflux.vflux.delfIx 
coMoon / b a l r l / acp*e,bubble.cavhe,clster,dery(50) fdif fhe, 

1 disloc,doschg(1D),doschk,eneaig,eabbl,eadisl,«aflp,eappt,emsubg, 
2 emvcl.emvoid,floap,gasd,graind,grrKn,grnmax,grntau,hefrac. 
7 intbbl, jntf Ip, intnet, intppt, intrec, intsbg,intvcl, intvd.ksbgi, 
3 hegnrO,hegnrr,ksbgv,atrxne,ntdhe,pi,pltfTg,pptcon,pptrad, 
4 pptsnk,ppttau,precip,prntdt,prntrM,reco*b,stop,stress, 
5 subghe /subgrn,SHell.swlanp.sulto1>taup,tauto1,tc(10) (teMp, 
6 time,tk,totdos,tsinki,tsin*v,tvdvac,vdemit,vdrecm,voids 
common /mscoef/ a0,a1,a2,a3,a4,a5,a6,a7,a8,a9,a10, 

1 b0,br.b2;b3,b4.b5.b6,b7.b8;b9,b10. 
2 c0,d,c2.c3,c4,c5,c6,c7 eS,e9,c10 
integer outsw.pfact.pptflg,nplt.nclass,flpcls,netcls,vclcls, 

* bblflg,vdflg,i,j,k,title1,tit[e2,hfrflg,nplus1,tmpchg,tenpno, 
* noeq.nqnris1 (nqnns2 (lclass,lclas1,lclas2,l«ns1,lpls1> 

* pntcls,swlflg,iclf lg, itemp,ict, ictr, 
* r*^(1),iwork(70),cnvchk,l1mris1,Upls1,cavf Ig , 
* itot. itask,istate,iopt.lrw,liw,mf 
dimension rwork(2972),y<50).rtoU1)fatolC50>,idealr(5).idlrad(3), * swlf.(t(110,2),dntplt(110,2),dlpplt(110,2), 
* dttplt(110,2),lnmplt(110,2) 

898 formate For this run, p-cav=',f4.2,' cavity densitys',f5.2. 
1 ' times EBft-2 value') 

899 format(ftg10.2) 
900 format(8i10) 
901 format(6g12.4) 
902 format(20a4) 
903 formate * • * • input edit • • • • • ) 
904 formate! • ) 
905 format(/,30x,'X sued vs. dose in dpa ' , / / ) 
906 format(/,30x,'disntd (cm-2) vs. dose in dpa ' , / / ) 
907 format(/,30x,'displd (cm-2) vs. dose in dpa') 
908 format(/,30x,'numilp (cm-3) vs. dose in dpa' / / ) 
909 format(/,30x,'distot (cm-2) vs. dose in dpa') 
918 format(/,' dose*\1pd8.2,' ( \ d 8 . 2 • sees)' ,2x, 'swell* ' ,d9.2, 

1 2x,'swlrate:',d9.2.2x.'sprsats',d12.6) 
919 formate vaccon»',1pd12.6,* intcon«' d12.6,2x,'delflx«',d10.4, 

1 2x,'vacgnr* ,,d10.4,2x 'sr*.ratio(di»l /cav)»' ,d8.2) 
920 formate evsnkv»',1pd9.2,2x 'vd»nk«',d9.2,2x, {bbsnk«',d9.2,2x, 

1 -evsnk0=' d9.2.2x 'vdsnk0«!,d?.2,2x 'bbsnkO*' d9.2) 
921 formate zin=',f5.2.2x •distot*',lpd9.2,2x,'ksb9v» ,,dy.2,2x, 

1 'ksbgi*' d9.2,2x,'graind*',d9.2,2x,'pptsnk*',d9.2) 
922 formate hegnrr*' 1pd9.2,2x,'app«ne*',d9.2, 

1 2x,'mtrxhei',d9.2,2x,'cavhc*',d9.2,2x,'subgh«*',d9.2, 
2 2x,'ntdhe*',d9.2) 

923 formate vctsnk«»,1pd10.3,2x,'numvcl*' .d10.3,2x,'tauvcl*' d10.3, 
1 2x,'genvcl»\d10.3,2x,' derya'.dlO.S^x^x/sschk^'.dlO.J) ssvel 

c 1 2x,'genvel«',d10.3,2x,'ssehk« ,,d10.3> ssvel 
925 format(/ • bflg voidrd\«x, 'voiden' ,5x, 'dr /dt ' ,5x, 'ncri t ' ,4x, 

1 'hel inn' ,5x, 'delhe' ,5x,'press' ,4x, 'comprs' ,6x, ' e w l ,8x, 
2 'efaecfor v . i ) ' ) 

926 format(i4,1p8d10.2,d11.3,2d10.2) 
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927 formate/,' » mf, time, last dt, next dt =•, 
1 i2.3(?pdl2.3) ) 
forma:e5x.' i = \ i2.6x,'yei) = ' 1cidH.6.6x,'deryei)='.d14.6) 
formate conversion time, bubble class=',i2,t42,IpdlO.3,t54, 
1 'sees',t69,'zz") 
formate bubble radius at conversion, class=' ,i2,t42,1pd10.3,t54. 
I •cm',t69.'xx') 
formate for class*',i3,' bubble did not convert') 
formate/,• At approximately IX swell (• 1pd9.2,'X) dose=' d9.2) 
formate maximum swelling rate='.1pd10.3,' X/dpa at ',Opf7.3. 
I ' dpa'./,' final swelling='.f7.3,' at •,17.5,' dpa.',t69,'zz') 
formate calculated dose (dpa)=',1pd10.3) 
formate dose for initial bubble distribution*',IpdlO.3) 
formate maximum suet ling rate=',1pdl0.3,' X/dpa at ',0pf7.3. 
' ' dpa',/,' maximum faulted loop density=" IpdlO.3." at' 0pf7.3, 

' Jpa'./.' final swelling=',f7.3, at '^7.3.' dpa.',t69,'zz') 
formate istate='.i2,', # Isode steps*',i7_ 
'. * grow calls='.i7 ', # pntdef calls=»,i7) 

format(/,' for class ,>1,' initial radius calculation failed', 
', radius set to 'IpdlO.4) 

formate >» initial sprsat calculation: i, vclsnk, sprsat=', 
i4,1p2d13.4) 

format(/,' tewp=*. f5.1,2x, ';lisn0='.tpd8.1,2x, •zin=,,0pf6.3, 
2x,'grnoC=*,1pd9.2,2x.'graind*' d9.2) 
formate eim=',f5.2.2x,'ev«=' f5.2,2x,'evf=',f5.2,2x. 
•diffi0=',f5.2,2x.'diffv0=',f$.2) 

formate alfodi=' Ipd9.2.2x,'intgn2='.d9.2,2x,'caseffs',0pf5.3, 
2x,'voidcn=',1p5dl0.2,//) 
formate prmt1=',f5.2,4x,'pr»t2=,.f5.2.4x.,pn»t3=',f5.2.4x. 

•prmt4=' f5.2,//) 
formatef7.2,Ip5d11.2 • xyz') 
formate// ' at',f9.2,' dpa the temperature changed from',f6.1, 
• c to\f6.1,' C,//) 

formate emvoid=' 1pdl0.3,2x,'embbl=',d10.3,2x,'emdisl=',d10.3, 
2x,'emvcl=',d10.3,2x,'emsubg=' d10.3,2x 'e«ppt=',d10.3) 
formate recmb. ratios, vacrec*' 1od9.2,2x. 
•intrec=',d9.2,2x,'tsinki=',d°.2,2x, •rsirfcv*',d9.2,2x, 
•rhosnk=',d9.2) 

formate ec2dis=' t5.2 • ec3dis=\f5.2,» zi1=,,f4.0,' zi2=',f4.0, 
1 • zi3=',f4.0,' zi4=' f4.0,' zv2=',f4.0,' zv3='.f4.0,' zv4=',f4.0) 
formate di • inter*• 1pd10.4,2x,'tri-inter=',d10.4,2x_ 
I 'tetra-int=' d10.4.Jx,,ncl-rate',d11.4,2x,'tau4i',d1O.3) 
format(/,4x,'loop rad ' 3x 'loop den.'.ix,'zil'.Sx.'zvl'^x, 
I 'eve loop)',6x,'dn/dt' 7x,lrate') 
formate • ', 1p2d12.3,0p2f8.4,1pd12.3.4x.' ',5x, • ') 
formate ',lp2dl2.3.0p2f8.4,1p3d12.3) 
format{ • •, 1p2d12.3,Cp2f8.4,1pd12.3,4x, ' ,d13.3) 
formate/,' disntds'.lpdlO^,' irrarms'.dll^,' thrann*' dll.4, 
1 ' irrsrc=',d11.4,• thrsrc*' dll.4,' deryenetcls)=',d11.4) 
formate' numilp=',Ipdl1-4,2x,'di spld=',dl1.4,2x,'avlprd*', 
I d11.4,2x,'emflp=',d11.4) 
formate' dose',4x,'swelI',6x 'disntd',5x,'displd',5x, 
I •nullilp•,5x,'distot,,, T=',f6.1> 

959 formate* dose',4x,'swell',4x, 'T*',f6.1) 
960 formate/,' » > » in dlsode, rworkei3,11,12)=',1p3e11.2) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c main program loop for up to ictr data decks c 
c c 
cccccccccccccccccceccccccccccccccccccccccccccccccccccccccccccccccccccccc 

reade5,900> ictr 
writee6,900) ictr 
do 9999 ict=1,ictr 
do 1001 1*1,2972 

1001 rworkei)=0.d0 
do 1002 i*1,70 

1002 iwork(i)a0 
do 1003 i=1 50 
deryei)=0.d0 

1003 y(i)«0.d0 
do 1004 i*1,45 
zi U i)=0.d0 
zviei)»0.dO 
Ipnumei)=0.d0 
Iprad(i)=0.d0 
rate(i)s0.d0 

1004 cviei)=0.d0 
noeqsO 
cnvchksO 
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titdos-O.OdC 
tiHitox -cotdos 

tausmx=totdcs 
rate«w=-'. 
ti!ne=0.0«.*) 
prntrw=0. 
swlat1=-1.ot) 
lauto1=-l.dQ 
recoob=Q.OdO 
subgrn=0.dO 
precip=0.dO 
Ct«*er=0.d0 
voids=O.QdO 
swlcap=O.CdO 
swlrat=D.dO 
bubble=0.OoO 
cisloc=0.0ot) 
floop=O.OdO 
vdrec«=O.CdO 
vdemit=0.0d0 
tvdvac=0.0otJ 
intiibl=0.0ot) 
intflp=0.0a0 
intnet=0-8c0 
intppt=Q.OdO 
intrec=0.0ot) 
intsbg=0.0d0 
intvcl-O.OdO 
intvd=O.QoO 
aponhe=0.0a0 
mtrxhe=G-GaO 
ntdhe=O.OdO 
intcon=C.dO 
vaccon=0.cO 
vacgnr=0.dO 
pntcls=0 
read(5,9C2)title1 
read<5,902)title2 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c c 
c several switches giving tne user program control are c 
c read in initially, their Meanings are given here: c 
c c 
c tmpchg = the number of temperature changes which occur c 
c during the run (.le.9) at totdos=doschg, c 
c tea^pno*tflpchg»l=number of temperatures c 
c c 
e c 
c hfrflg = 0, constant helium generation rate (ebr-ii) c 
c = 1 , tiwe dependent helium generation rate <hfir) c 
c e 
c P^ct; * table of intermediate output is printed after c 
c every 'pfact' converged time steps, pfact * 0 will c 
c suppress this output c 
c c 
ceccceccccccccccccccccecccceeceeeceeccececccecccccccceceececceeeeecceccc 

write(6,904) 
write'.6 903) 
read(5,90') efli,ef,eiin,ec2dis,ec3dis,eheiiiig 
write(o.vOI) em.ef.eim.ec2dis.ec3dis,ehemig 
read(5,90D diffvu.diffiO.alfodi,hegnrr,hefrac 
write(6,901) diffvO,diffiO,alfodi,hegnrr,hefrac 
read<5,901) intgnr,easeff,zin,zvn,zilO.zvlO 
write(6,901) intgnr,easeff,zin,zvn,zilO.zvlO 
read(5.90D tc(T),disntd,stress,stfeng,rc 
wrtte(4 901) tc(1),disntd stress stfeng re 
read(5,90l) fracls.nuravci.radvci.gamvcl.snkerr 
write(6.901) fracls,numvcl,radvcl,gan»vel,snkerr 
read< 5.901) dumrad,sreden,print1,prrnt2,pn»t3,prmt4 
write(o.9Q1) dumrad,sreden,prmtl prmt2,brmt3#print4 
read<5.v01) reterr,aberr1,aberr2,aberr3,aberr4 
write(6.9C1) relerr ab«rr1 (at*rr2,aberr3,aberr4 
reaaii.&y)) Zii,zi2,z>3,zi4,zv2,z/3,zv4 
writef6.e ,W) Z'1,zi2,zi3,zi4,zv2,zv3,zv4 
read<5.v''-1) pptra<J,potcon,PPttau 
wrueCfc.'JO') pptrad,pptcon,ppttau 
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read(5.901) graind.grmax.gmtau 
write{6,901) graind,grmax.grntau 
read(5.901) stop,prntdt,bgdltO,dttnit,dtBax,dtrtrn 
urite(6.901) stop.prntdt.bgdttO.dtinit.dteax.dtrtrn 
read(5,9O0) pptfIg.af.hfrfIg.pfact.tapchg 
write(6.900) pptf Ig.af .ftfrf lg,pfact,tapchg 
read(5.900) iclfIg,Iclas1,lclas2,nclass,cavf 13 
write(6,900) iclflg,Iclas1,lclas2,nclass,cavflg 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c read cavity parameters for each class c 
c c 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCbCCCCCCCCCCCCC 

read(S.901) (voidcn(i),i=1,nclass) 
write(6,901) (voidcn(i),i=1,nclass) 
read(5.901) <fv(i),i=1.nclass) 
write(6,901) <fv<i),i-1,nclass) 
read<5,901) (fs(i).i=1,nclass) 
write<6.901) <fs(i),i=1.nclass) 
read(5.901) (oa.,«a(i),i=1,ncloss) 
write(6.901) (gamnaCi),i=1,nclass) 
read(5,901) <helium(i),i=1.nclass ) 
write(6,901) (helium(t),i=l,nclass ) 
if(cavflg.le.O) go to 1 
read(5,*) pcav 
cavfct=(hegnrr/3.50d-13)**ocav 
write(6,89B) pcav.-avfct 
go to 2 

1 cavf ct=1 .OdO 
2 vclcls=nclass+1 

nplus1=nclass*1 
i f ( i c l f lg .ne . l ) go to 5 
Ulass-tclas1+lc[as2 
flpcls=nc'ass+lclass-1 
vclcls=nctass+lclass+1 
netcIs=ncIass*IcIass 
I1«ns1=lclas1-1 
I1pls1=lclas1*1 
l«ns1=lclass-1 
Iplslslcla-.s+l 
do 3 i=1,lpls1 

3 lpnum(i)=1.0d0 
5 disnO=disntd 

distot=disntd 
displd=O.0d0 
nunitp=0.dO 
hegnrD=hegnrr 
grndO=grainri 
snktst=0.dO 
intgn2=intgnr 
intgnr=»mgnr*caseff 
pi=3.K159265d0 

cccccccccccccccccccceccccccccccccccccccccccccccccccccccccccccr.cccccccccc 
c c 
c set switches to signal printing of table and plotting c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

outsw=pfact-1 
deloot=stop/50.0 
pttflgzdelout 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c the following are the polynomial master curve coefficients c 
c ai for ncrit; bi for rent; ci for real gas radius c 
c Stoller and Od.tte, J.N.H. 131 (1985) c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

aO* 1.1802288d+00 
a1*-7.9391797d-01 
a2« 3./059961d-01 
a3*-2.7545689d-01 
iA* 8.4271137d-02 
a5*-1.6549585d-02 
ao* 2.1091198d-03 
a7*-1.731369JJ04 
a8= 8.8188621d-06 
a9--2.53268«7d-07 
a10*3.1317501d-09 
b0» 1.3368825d»00 
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bl= 3.87334s>4d-01 
D2=-3.2338567d-01 
b3- l.69C48i4d-01 
b4=-5.408l633d-C2 
b5= 1.0909e47d-02 
bo=-1.4139331d-C3 
b7= 1.1733086d-C4 
b8=-6.0!90901d-06 
b9= 1.7369785d-07 
b10=-2.1550751d-09 
c0=-7.3006207d-03 
d = 4.58203l5d*G0 
c2=-1.3153813d*01 
c3= 4.C631158d*01 
c4=-t.15y0146d*02 
c5= 2.3303617d*02 
c6=-3.0597e21d+02 
c7= 2.5718364d*02 
c8=-1.3349066d*02 
c9= 3.8976532d*01 
c10=-4.8969485d*00 
pptsnk=O.G 
i f ( t ime.ge.ppttau) pptsnk^^pi^pptcon'pptrad 
do 10 i=1,nclass 
ttconv(i)=-1.0 
bbconv(i)=-1.0 
press(i)=0.0 
delhe(i)=0.0 
bblflg(i)=1 
vdflg(i)=0 
ncritr(i)=:.0d*8 
voidcn(i)=cavfct*voidcn(i) 
if(fs(i) .at. O.OdO) go to 6 
fs(i)=4.-pi ?o to 7 s(i>=fs(i)*4.'pi 

7 if(fv(i) .gt. O.ndO) go to 8 
fv(i)=4.»pi/3. 
go to 10 

8 fv(i)-f/(i)*4.«pi/3. 
10 continue 

ccccccccccccccccccccccccccccccccccccccccccccecccccccccccccccccccccccccce 
c c 
c initialization of necesary parameters and variables. c 
c c 
c kbottz = boltzmann's constant ( ergs/deg. k ) c 
c kt = kt c 
c bvectd = dislocation burger's vector (cm) c 
c bvectf = faulted loop burger's vector (cm) C 
c omega = atomic volume (cm 3) c 
c diftvO = vacancy diffusivity pre-exponential c 
c difftO * interstitial diffusivity pre-exponential c 
c graind = grain diameter c 
c comprs * compressabiIity of helium c 
c ao = lattice parameter (cm) c 
c shrmod = shear modulus (ergs/cm**3) from nsmh c 
c c 
c where it appears, the value 8.524d16 represents the atomic c 
c density of 316ss divided by 1.0do to yield appm c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

ao=3.58d-8 
omega=ao**3/4. 
bvectf=ao/asqrt(3.0d0) 
bvectd-ao/dsqrt(2.0d0) 
if(rc.lt.0.5 .or. rc.gt.5) write(6,•) 'BAD re value, rc=2*b' 
if(rc.tt,0.5 .or. rc.gt.5) rc=2.d0*bveetd 
if(rc.gt,0.49) rc=rc*bvectd 
ro*1./dsqrt(pi*distot) 
rhosnk*2.*pi/dlog(ro/rc) 
stckftsomega'stfeng/bvectf 
kboltz*1.38062d-16 
numvac=4, *pi *radvc I "3/3 ./omega 
genvcI *intgnr'fracls/numvac/omega 
iffielflg .ne. 1) go ro '8 
lprad(1)=dsqrt(dsqrt(3.d0)/pi)*ao 
Iprad(lelas1)=dumrad 
lprad( lp ls1) = 1.d0/prmtVdsgrt(distot) 
delr»(tprad( lctas1)- lprad(T)) / I1ra-,s1 
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tmpr=lprad(1) 
do 12 T=2.llBns1 

12 lprad<i)=twpr*delr*(i-1) 
lprad(lclass)=1.0/priBt1/dsqrt<5.d11) 
delr=( lprad(lclass)-lprad(lclas1) ) / lclas2 
j=0 
tni>r=lpracJ(Ulas1) 
do 14 i=llplsl.lmnsl 
i = j*1 

14 lprad(i)=tapr+delr*(j) 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c initialize all temperature dependent parameters c 
c c 
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
18 tempno=tBpchg+1 

doschg(1)=intan2*stop*1.01 
if(tenpno.eq-l) go to 20 
read(5,901> (tcCD, i=2.tempno) 
write(6.901) (tc(i), i=2,tempno) 
read(5,901) (doschg(i), i=1,tmpchg) 
write(6,901) (doschgO), i=1,tnpchg) 
doschg<teapno)=intgn2*stop*1.01 

20 write<6,903) 
do 9991 jte*p=1,te«pno 
doschk=doschg(j temp) 
temp=tc<ite«p) 
tk=temp*273.16 
tf=te«p*1.8e» * 32.0d0 
kt=kboltz*tk 
omovkt=onega/kt 
diffv=di ffv0*dexp{-e»*1.602d-12/kt) 
diffi=diffiO*dexp<-eim*1.6C2d-12/kt) 
»lpha=diffi*alfodi 
vaccne=dexp<-ef*1.602d-12/kt) 
cvn=vacene*dexp< stress*omovfct) 
cve»it=2.*vaeene/3.«cvn/3. 
gasd=3.135d-8*(0-8542 - 0.03996«dlog(tk/9.16d0) > 
if(gamvcl .gt. 2.d0) go to 23 
gamvcl=ganvcl*(4050.dO - 1.75d0*te«p) 

23 continue 
cvcls=vaccne*dexp(2.*gaiiivcl*omovkt/radvcl) 
do 25 i*1,nclass 
cw(i)=vaccne 
if(gamma(i) .gt. 2.d0) go to 25 
ganwa(i)=ga«wi>a(i)*(4050.d0 - 1.75dO*teMp) 

25 continue 
shrp»d=11.2476-tf*(1.64275d-3*tfi1.330819d-6-tf*3.567476d-10)) 
shr»od=shrmod*6.894757d10 
if(iclflg.ne.l) go to 28 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c initialize some values for dislocation calculation c 
c c 
c ro=1/2 mean dislocation spacing c 
c rc=effective capture radius of dislocation c 
c ec2dis*dtssociation energy of di-interstitial c 
c e32di*sdissociation energy of tri- interstitial c 
c c 
c calculate critical radius and set loop class radii c 
c c 
c if size dependent loop bias of Uolfer and Ashkin are used, c 
c compute root terms for loop bias (zi10, zvlO) c 
c c 
c w and vi are vacancy and interstitial relaxation volumes c 
c avk, aik, avg I aig are the bulk and shear polarizabiIiies c 
c for vacancies and interstitial* c 
c c 
crcccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

w*-0.2*cmega 
vi*1,4*oroega 
avg*-15. 
aig*-150. 
avk*-150. 
aik*100. 
kev*8.61727d-5 
no*.3 

c zltmp1 s-1./21.'((1.*nu)/(1.nu))*»2/1024./kev z i l - r 
c z l tmp2*(3. /32. / (1-nu))"2»(4. /3 . )"2 z i l r 
c zltmp3*3./7.»(2./7.»<1.-2.*nu)»3.25/kboltz)"2 z i l - r 
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c ztt«e4=73./1155.*(1.-2.*nu)"2/kev z i l - r 
c zltmp5=C-530.-1460.•nu*1371*nu"2)/11./9./7./5./3./kev z i l - r 
c zil0=bvectf**2 • <Zttmp1*aig • zltmp2 * z i l r 
c 1 ( zlttp3 , rvi*shr«od**2*vi/tk • zltmp4*aik • zltmp5*aig) ) / tk z i l - r 
c zvl0=bvectf"2 * z i l r 
c 1 (zltBp1*av9*zltpp2*(ztt«p3 ,w*shmod , #2*w/tk*zlt«p4*«wk z i l - r 
c 2 •zltmp5*avg))/tk z i l - r 

bi1o=zi1*diffi /ao"2 
bi2o=zi2*diffi/ao*"2 
bi3o=zi3*diffi/ao«*2 
bi4o=zt4*diffi/ao**2 
bv2o=zv2*di f f v/ao"2 
bv3o=zv3*di f fv/ao**2 
bv4o=zvt*di f f v/ao**2 
c2dis=diffi*dexp<-ec2dis»1.602d-12/kt)/ao**2 
c3dts^diffi«dexp(-ec3dis»1.602d-12/kt,/ao**2 
do 27 i=1 Iplsl 
zil( i)=zil0 z i l -r 
zvl(i)= zvlO zi l -r 

c zil(i)=dmin1(3.5dO, (zin • zi10/lprad(i}**2) ) zi l -r 
c zvl(i)= zvn • zvl0/lprad(i)"2 zil-r 

I i netn= sh rmod*bvec t f * omega/2.8/p i /1 pr ad( i ) • 
1 dlog(4.d0*lprad(i)/bvectf) 
ctedtn=omin1(30.0d0.linetn+stckft) 

27 cvl(i)=vaccne*dexp<-dedBi/kt) 
28 i f ( jteaap.gt. 1 ) go to 28S 

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
c c 
c compute in i t ia l bubble radius and pressure c 
c equation of state froai: c 
c brearley I nacirmes, j.nuc.aat,(95),1980 c 
c c 
c 1. compute voidrd for zero supersaturation c 
c 2. compute ci and cv with approx. voidrd and vctsnfc. then c 
c recompute vclsnk (std. s t . approx.) and then new c i , cv c 
c to obtain better guess of sprsat. c 
c 3. recompute voidrd using Master curve with new sprsat c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c 1. • • • • • • • • • • c 

do 40 i=1,nclass 
j=0 
red=2.0d-8 

30 rho=heliun(i)/fv(i)/rad**3 
j=J*1 
if( j .gt. lOO) go to 35 
yi-pi*gasd*"3*rho/6.d0 
z=(1. • yz • yz"2 - yz"3 ) / ( 1 . - yz)**3 
if(yz .g t . 0.5) z=3.0573d-1*dexp(yz*7.5d0) 
radprt=hel ium( i )*kt/2 ./ganrnaC i ) / f v{ i )/rad**2 
vo ; drd(i) i ( heliun(i)*gasd**3/8./ 

1 (1.-(radprt"<1.*yz*yz**2y***3> )**<1. /3 . ) ) ) " ( 1 . / 3 . ) 
i f ( dabs(voidrd(i)-rad) . I t . 1.d-6*rad ) go to 40 
rad=voidrd(i) 
go to 30 

35 voidrd(i)=2.50d-6*dsqrt(3.*helium( i)*kt*1.d*16/8./pi/gammaC i ) ) 
write(6,940) i,voidrd(i; 

40 continue 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c 2. • • • • • • — • c 

vclsnk-dminK 1.d13, fracls«intgn2*3.86d32*dexp(-0.0472*tk) ) 
write(6 *) • ••>> vclsnk initializations',vclsnk 
sprsat=i.dO 
tmpsprssprsat 
cvsnkO*fcnsnk(voidrd,voidcn,nclass,fs,pi,bblfIg.bbsnkO.vdsnkO) 
i=0 
eilo*1.d-15 
cihis1.Od-07 
cvgues=5.d-08 

42 call pntdef 
U i * 1 
tauvcI=dmax1<0.OdO, 

1 •radvcl , ,2/3./(diffv*(vaccon-cvcl»)-diffi ' intcon)) 
nunvcI *genvcI *tauvc 1 
vcIsnk»4.*pi*numvcI*radvcI 
i f ( dabs((tmpspr-sprsat)/sprsat) . I t . l.d-5) go to 43 
tmpspr=sprsat 
go to 42 

43 write(6,941) i,vclsnk,sprsat 
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ccccccccccccccccecccccccccececcccccccccoxcccccccccceccceccccrceeccccccc 
c 3. •••*•*«•*• e 

lns=dlog(sprsat) 
do SO i=1,nclass 
if(sprsat.le.l.OOOOldO) go to 46 
tnp=gafima( i )*omega/lns/kt 
y2=helium(i)*omega/lns 
p2=2./3.*tmp 
angle=C1.dO-27.dO*y2/16./fv(i)/tiap"3) 
theta=dacos(angle)/3. 
idlradfl)=p2*(1.»2.»dcos(theta)) 
idlrad(2)=p2*(1.*2.*dcos(theta*2.*pi/3.)) 
idlrad(3)=p2*(1-*2.»deosftheta*4./3.*pi)) 
idealr(i)=1.d30 
do 44 j=l,3 
if(idlrad(j) .It. O.dO) go to U 
idealr(i)=d*in1(idealr(i).idlrad(j)) 

44 continue 
rs=<idealr< i )*kt/gama( i »**(1 ./3. )*1 .d7 
f3=c0*rs*<cl+rs*(c2*rs*(c3+rs#<c4+rs*'c5*ri*(c6*rs* 

1 <c7+rs*(c8*rs*(c9*rs*cl0»)»))» 
voidrd<i)=idealr(i)/f3 

46 rhohe( i )=hel iun< i )/f v( i )/voidrd(i)**3 
yz=pi*gasd**3*rhohe(i)/6.d0 
conprs(i)=(1.d0*yz*yi**2-yz**3)/(1.d0-yz)**3 
if(yz .gt. 0.5) conprs(i)=3.0573d-1*dexp<yz*7.5d0) 
press{i)=rhohe(i)*kt*conprs(i) 
cvv(i)=fcncvv(kt,oMega,vaccne,gaii*ia(i),voidrd(i),press(i),i) 

50 continue 
cvsnkO=fcnsnk(voidrd,voidcn,nclass,fs,pi,bblflg,bbsnk0,vdsnk0) 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c coapute bubble nucleation dose c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

tauoo=0.0d0 
cavhe=0.0d0 
do 60 i=1.nclass 
cavhe=cavne*voiden( i )*hel ii*n( i )/8.524d+16 

60 tauoc=tauoo*voidcn(i)*heliiro(i) 
taup=tauoo*omega/hegnrr*intgnr 

cccccccccccceeececceccccceccccceecer.ccccceccceccceeccecccccceccccccccccc 
c c 
c comoute initial point defect concentrations using the c 
c values of voidrd and vclsnlc comouted above, nake initial c 
c calls to const and table. c 
c c 
cccccecccccecccccccccececccccecccrccceccceccccecccccccceccccccccccccccec 

call pntrief 
c tauvclsdnaxKO.OdO, ssvcl 
c 1 -radvcl**2/3./(diffv*(v»r.r.on-cvcls)-diff i*intcon)) ssvcl 
c nunvc(sgenvcl*tauvcl ssvcl 
c vclsnk=Z.*pi*numvcl*radvcl ssvcl 

hespr=dmax1(1.d0,sprsat) 
di ffhe=hespr*dexp<-ehemig*1.6^2d-12/kt) 
snkrat=rhosnk*distot/cvsnkv 
call const(aberr1,aberr2.aberr3,aberr4,caseff,relerr) 
call table<snkrat,snlrat) 
if(time . I t . 1.0) go to 250 

70 i f ( i c l f l g .eq. 1) go to 85 
80 tplsdt=tinie*dtrtrn 

ecccccccccecccccccccccccceeceececececececeeccccccccrxeeecccccccccceccccc 
c c 
c for the case with no equations to integrate, subroutine c 
c bgrow takes individual time steps. c 
c c 
eccccccccccccrcr.ccccccccccccccccr.cccr.cccr.ccr.cccccccccccccccrr.cccccccr.ccc 

call bgrow( bgdltO.dtmax. 
1 disntd.rhosnk,tp[sdt,bolflg,vdflg,rnvr.hk,hfrflg,nr.l»ss) 
go to 125 

85 ifftime . I t . 1.0) tplsdt=time*dtrtrn 
cccccccr.f.cr.r.r.cccr.r.cccccccccccccr.r.rcccccr.cccccccccccr.cccccccccccr.cccccccc 
c c 
c in i t iaUre values for use by rllsode c 
c c 
cccccccccccccccceccccccccccccccccccccccccccccccccccccccccccccccrcccccccc 

istafe=1 

i tol=2 
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iopt=1 
rwork{5)=dtinit 
rwork(6)=dtmax 
iwork(6)=10Q00 
rtol(1)=ri»lerr 
lrw=2972 
liw=70 
crntin=tine 

c noeg=0 ssvcl 
noeg=1 ssvcl 
if(iclflg .ea. 1) noea=noeq*lclass 
j=0 
do 90 i=1,nclass 
if(bblflg(i).eq.1) qo to 90 
noeo=noeq*1 
yO)=voidrdO) 
atol(j)=aberrl 

90 dery(i)=1.d-18 
i f O c l f l g .ne. 1) 90 to 100 
k=nclass 
do 95 U2.lclass 

y(j)=lpro»(i) 
atol(j)=aberr2 

95 deryfk)=1.d-17 
y(j*1)=disntd 
atol(j+1)=aberr3 
dery(netcls)=1.d-16 

100 continue 
nomns1=noeq-1 
nqmns2=noeq-2 
y(noea)=nunvcl ssvcl 
atol(noea)=aberr4 ssvcl 
dery(vclcls)=1_d-15 ssvcl 
neq(1)-noeq 
cnvchk=0 
if(time .gt. 1.0) call table(snkrat,sulrat) 

cccccccccccccccccccccccccccccccrrrcccccccccr.rccccccccccccccccccccccccccc 
c c 
c call dlsode to integrate the rate guations for cavities and c 
c dislocation loops and network (if iclflg=1) c 
c c 
cccccccccccccceccccccccccccccccccccccccccccccccceccccccccccccccccccccccc 
120 call lsode( grow, neq, y, crntim, tplsdt, itol, rtol, atol, 

1 i task, i state, ioot.rwork,lrw,iwork,liu,dijnsub,mf) 
cccccccccr.ccccr.cr.ccccc.r.cccr.cr.e.ccc.cr.r.cr.cccr.cr.ccr.r.r.c.c.r.ccc.cccr.ccr.cccccccccc 
c c 
c update helium level, vacancy recounting and bubble radii c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

call vaccnt(dtrtrn,bblfIg,iclfig,Iclass.nclass,pptfIg.vdflg) 
call helprt(dtrtrn.disntd,omega,rhosnk.bblfIg.vdflg,nfrfIg.nelass) 
call bubradfbblfIg.vdflg,cnvrhk,dtrtrn,nclass) 
time=r.rntin» 

cccccr.cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c check for error state uoon return, terminate if istate<-1 c 
c c 
cccccccccccccccccccccccccccccccccr.ceccccecccccccccccccccccceeccc-.ccccccc 

if(istate .le. -2) go to 310 
if(istate .eq. 2) 30 to 125 
write(6,927) mf,rwork(13),rwork(11),rwork(12) 
urite(6 939) istate.iworkf11),iwork(12),pntcls 
i s tated 

125 totdos*intgn2*tin»e 
swlrat'O.dO 
do 130 î l,or. I ass 
*Mlrat*swlrat*3.,fv(i)*voidcn(i)*voidrd(i)*»2,dery(i)*'00,/intgn2 
mpa(i)»press(i)*1.d-07 

130 continue 
if(swlrat.gt.ratemx) tau«nx>totdos 
ratemxidmaxl(ratemx,swlrat) 
if(time.ge.ppttau) pptsnk*4.*pi*pptcon*pptrad 
if(time.lt.prntnw) go to 250 
write<6,960) rwork(13),rwork(11),rwork<12> 

SSehkivrlsnkVdiff i*tntc<w»dif fv*(r.vr.ls-var.con)) 
var.rer»alpha*inrr.on/diffv/tsinkv 
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intrec=alpha*vaccon/diffi/tsinki 
snkrat=rhosnk*distot/cvsnkv 
swel I =fcntw(voidcn, voidrd.fv.net ass)* 100. 
write(6,918) totdos,time,swell,sulrat,sprsat 
urite(6,919) vaccon,intcon.delfIx.vacgnr.snkrat 
write(6,949) vacrec,intrec,tsinki,tsinkv,rhosnk 
urite(6.948) emvoid,embbl,emdisl,emvcl,emsubg,e<nppt 
write<6,920) cvsnkv.vdsr*,bbsnk,evsnkO,vdsr*0,bbsnkO 
write(6,921) zir,distot,ksbgv,ksbgi,graind.pptsnk 
urite(.6,922) hegnrr.appmhe.ntrxhe.cavhe.subgne.ntdhe 
write(6,923) vclsnk,numvcl,tauvcl,genvcl,dery(vclcls),sschk ssvel 

c write(6 923) vclsnk,numvcl,tauvcl,genvcl,sschk ssvel 
i f ( i c l f lg .ne - t ) go to 160 
write(6,956) disntd,irrarw.threnn,irrsrc,thrsrc,dery(netcls) 
write(6,951) dicon,tricon,tetcon,ncrate,taut 
write<6,957) numilp,displd,avlprd,eafIp 
write(6.952) 
urite(6,953) lprad(1),lpnun(1),zil(1).zvl(1),cvl(1) 
do ISO i=2,lclass 
j=nclass*i-1 

150 write(6,954) lprad(i),lpnun(i),zil(i),zvl(i),cvl(i),dery(j), 
1 rate(i) 
urite(6,955) tprad((pls1),lpnun(tpls1),zil(lpl$1),zvi<lpls1). 
1 cvl(lpls1),rate((pls1) 

160 urite(6,925) 
urite(6,926) (bblflg(i),voidrd(i),voidcn(i),dery(i),ncritr(i), 
1 helium(i),delhe(i),mpa(i),CQmprs(i),cw(i),cfacv(i),cfaci(i), 
2 i=1,nclass) 
prntnw=prntnw*prntdt 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c update array containing nicrostructural data for plot at end c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
250 if ( time .ge. 0.999999*stop ) go to 255 

if ( tine .It. pltflg) go to 270 
pltflg=pltfIg+delout 

255 nplt=nplt*1 
swlplt(nplt,1)=totdos 
swlplt(nplt,2)=fcntw<voidcn,voidrd,fv,nclass)*100. 
if(iclflg.ne.1)go to 257 
dntplt(nplt,1)=totdos 
dlpplt(nplt,1)=totdos 
dttplt(nplt,1)=totdos 
lnmplt(nplt,1)=totdos 
dntplt(nplt,2)=disntd 
dlpplt(nplt,2)=dtspld 
dttplt(nplt,2)=distot 
lnmplt(nplt,2)=nurailp 

257 i f (swlpl t (npl t ,2) . l t .1 .0 .or. tautol.gt.O.dO) go to 260 
swlto1=swlplt(nplt,2) 
tauto1=totdos 

260 continue 
if( time .ge. 0.999999*stop ) go to 290 

c270 if (time .It. 1.0) go to 70 ssvel 
270 if (time .It. 1.0) go to 85 ssvel 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c check for temperature change and adjust if appropriate c 
c c 
cccccccccccccccccccccccecccccccccccccccccccccccccceccccccccccccccccccccc 

if(totdos.lt.0.999d0*doschk) 90 to 285 
go to 330 

285 continue 
if(noeq.eq.O .and. cnvehk.eq.O) go to 80 
tplsdt=time*dtrtrn 
if(cnvchk.ne.O) go to 85 
go to 120 

ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccctcccccccccccc 
c c 
c stoping time reached: make final variable printout and c 
c plot mtcrostructural parameter* vs time c 
c c 
cccccccecccccccccccccccccccccccccccccccccccccccccccceccccccccccccccccecc 
290 continue 

call table(snkrat,swlrat) 
swlplt(1,1)=0. 
swlplt(1.2)=0.0 
write(6,904) 

http://voidrd.fv.net
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suiflg=T 
call ctct(s«tpit,npit.2«.* 10,staifIg) 

»r;te(6.9C5) 
wnte<6,942) terc.disrfl.zm.grrrS.crand 
nrite(6,943) e-.s.an.ef,diff!U,a:f r'vO 
i * ( i c i f ig .« j .1 ) 

t yr;reC6,9SC) ec2di's,ec3dis,*T ".Z<2,z:2,z!i,zv2,zv5..:--; 
drite(6.9<i4) alfodi.intgn2,ease*f.(voidcnO),i = 7,net ass; 
:f( iclf lg.eq.t)write{6,945) prat1,pnat2.prmti,p.-tnti 
do 295 !=•! .nciass 
i f ( t tcsnv(i) -ge.0.0; ur:rc(6."»29) i,ttcoov(i) 
if(ttcocv<i).ge.O.C) nrite<6,93C) 
if(ttconv(i).Tt.O.C) write{6.932) 

295 continue 
taut=tauto1+taup 
hrite(6,933) s*ltol.taut 
urite(6,935) tautol 

,btJcorv(i) 

write{6.936) taup tf(jclflg.eg.l) 
ctdes 
totd~s 

1 nrite(6,937) ratemx.tausiiu,ilomax.tauinu,swell : 
i f ( i c l f l c . n e . l ) write(6,93i) ra:enuc,taus.TJi,s*ei[, 
write(S 939) tstate.inorkf'l),iwork(12),pore's 
i f ( i c l f lg .ne . l ) go to 292 
write(6 904) 
swiflg=0 
<S"tcito,n=o. 
=.itptt(l,2)=3)sn0 
dttoltO,5)=0. 
dttplt(l,2>-disn0 
dlpplt(1.1:-C. 
dlpplt(1.2)-0. 
tnmplt(1,1)=0. 
lnmplt<1,2)*0. 
call plot(dntplt,nolt,22,110,swlflg) 

write{6.906) 
call plot(dlpplt,nplt,22,r.0,sulflg) 
urite(6,907) 
wr!teC6.9C4) 
call p!ot<(r«npl t.nptt.22,110,sut fig) 
write(5.9C8) 
call pIot(dttplt,nptr,22,11G,s*lflg) 

urite'6,909) 
292 write<6,904) 

if(iclflg.ec<.1)write(6,953) temp 
if(iclflg.ne.1)i.rite(6,9;9) temp 
do 300 i=1,nplt 
if(iclftg.ne.1)wnte(6,946) swlpltCi,1).swiplt(i,2) 

3C0 if(iclflg.eq.i)urite(6,946) swiplt(i,1),swlplt(i,2},antptt(i,2), 
1 dlpp!t(i,2),trmpitCi.2),dttplt<i,2) 

310 writeC6,927) mf,rwork(13),rwork<ll),rwork(12) 
*rite(6,939) istate.iwork(1l),iwork(12),pntets 
do 320 i=1.noeq 

320 write(6 923) i,y<i),dery(i) 
go to 9999 

330 write(6,9i7) totdos,temp,tc(jtemp*1) 
cccccccceccccccceccccccccccccccccccccceccceccccccececcececcccccccccccccc 
c c 
c reduce time step if needed for a temperature change run c 
c c 
ceccccccccccccccccccceccccccccceccccccccccccccccccccccccccccccccccecccc 
c detta=deita/10C. 
9991 continue 
9999 continue 

step 
end 

cccccccccccccccccccccccccccccccccccccccfcci-ccccccccc^cecccccccccccrr.-'cf. 
c 
c BGR0U c 
c c 
c subroutine to adw.ee t ine and compute Dabble r.irti . •* c 
c olsoce has rot seen ca l led yet 
C r 
-cccccccccceccc:e.ccccc cccccerccr.czr.c.ccecc cccccccccccccc.cc-' :czrc.:cT-:r 

S'jbroorinc bg"3w ( !*iC-1'..ntmrx, 
' c-f.ntd, rr.o^ri*,'?.: 'Ct , tb l f i l , vat . g, :n*chlr,Mr •; g, -,c' .i - .) 

http://adw.ee
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i l l i c i t real*8 (a-z) 
co—on /cavpr*/ bbcoov<5),bbsnk.bbsnk0,cvsnki,cvsnkv.co«prs(5), 

1 cfacit5),cfacv«5).cvsnk6.cw(5>.delhe(5).fs(5),fv(5).ga«Ba(5), 
2 heliu»<5).«pa(5).ncritr<5),press(5),rhohe(5), 
3 ttconv<5),vdsnk vdsnkO,voidcn(5).voidrd(5) 
coanon /defpr*/ a[pha,ao.bvectd (bvectf,cvcls,cveait,diffi,diffv, 

1 «f ,e i * ,e>, i racls,ga*MCl .genvel, irtcon, intgn2, intgnr ,k t , 
2 nuavac,nuavc(,oaKga,radvcl,sprsatrtauvcl,vaccne(vaccon, 
3 vacgnr vclsnk.cilo.cihi cvgues,iflux.vflux.oslfIx 
conaon / b a l r l / apaahe,bufable.cavhe,clster,dery(SO) |diffhe> 

1 disloc,doschg(10),doschk,ehe«ig.e»*)bl,eariisl,e»>flp,e»ppt,e«subg, 
2 eanrcl .eavoid.f loap,gasd,graind,gmdO,grnaax,grntau,hef rac, 
7 intbbl,intfIp,intnet,intppt,intrec,intsbg,intvcl,intvd.ksbgi, 
3 hegnrO.hegnrr.ksbgv.artrxhe.ntdhe.pi.pltflg.pptcon.pptrad, 
4 pptsrik,ppttau,precip,prntdt,prntnu,recoab,stop,stress, 
5 subghe,subgm.si«ll,swlcap,swlto1,taup,tauto1,tc(10) (teap, 
6 tiK,tk,totdos.tsinki,tsinkv,tvdvac.vdeaiit,vdreca, voids 
integer bblflg(5),vdflg<S),cnvchk,hfrfIg.nctass 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c update helium level, vacancy accounting, bubble radii c 
c and cavity sink strengths c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

bgdelt=bgdltO 
10 time-time+bgdelt 

call vaccnt(bgdelt,bblflg,iclflg,lclass,nclass,pptflg.vdflg) 
call helprt(bgdelt,disntd,oa«ga,rhosnk,bblflg,vdflg,hfrfIg.nclass) 
call bubrad(bblflg,vdflg,cnvcnk,bgdelt,nclass) 
cvsnkO=fcnsnk(voidrd,voidcn,nclass,fs,pi,bblflg,bbsnkO,vdsnkO) 
if(cnvchk.ne.O) return 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c coapute new point defect concentrations c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

if( graind .It. grnmax ) 
1 graind=(grnnax - grnd0)*(1.0-dexp(-ti*e/grntau))+grnd0 
oldint=intcon 
oldvac=vaccon 
call pntdef 

c tauvcl=dmax1(0.0d0, ssvcl 
c 1 -radvcl**2/3./(diffv*(vaccon-cvcls)-diffi*intcon)) ssvcl 
c numvcl=genvcl*tauvcl ssvcl 
c vclsnk=*.*pi"numvcl*radvcl ssvcl 

hesprsdmaxl(1.d0,sprsat) 
di f fhe=hespr«dexp(-eheai g*1.602d-12/kt) 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c scale bgdelt and take one time step c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

deltst=dabs(oldint-intcon)/oldint+dabs(oldvac-vaccon)/oldvac 
if(deltst.le.1.d-2) bgdelt=dmin1(dt«ax,1.5d0*bgdelt) 
if(deltst.ge.5.d-2) bgdelt=bgdelt/2. 
if(tiite.ge.tplsdt) return 
go to 10 
end 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c BUBRAD c 
c c 
c subroutine to compute the critical helium bubble parameters and c 
c check for bubble-to-void conversion, while the cavities are c 
c still bubbles the bubble radius is computed here and this value c 
c is used rather than the one computed by dlsode. c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

subroutine bubrad(bblf(g,vdflg,cnvchk,timd(t,nclass) 
implicit real*8 (a-z) 
common /cavprm/ bbconv(5),bbsnk.bbsnk0,cvsnki,cvsnkv.comprs(5), 

1 cfaei(5),cfacv(5),cv8nkO,cw(5),delhe(5),fs(5),fv(5) (ganma(5), 
2 helium(3),mpa(S),ncritr(5),press(5),rhohe(5), 
3 ttconv(5),vdsnk vdsnk0,voidcn(5),voidrd(5) 
common /defprm/ alpha,ao.bvectd.bvectf,cvcls,cvemit,diffi.diffv, 
1 ef ,eim,em,fracU,gamvc( ,genvcl, intcon, intgn2, intgnr.kt, 
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2 numvac,nunvcI .omega.radvcl.sprsat, tauvcl,vaccr..;, vaccon, 
3 vacgnr vc lsnk .c i lo ,c ih i .cvgues , i f i u x , v f l u x . c e l ? LX 
common / b a i r t / apa^e.bubble.cavne.cisTer .dt fryCj ' -^dTffhe, 

1 disloc.doschgOvh.coschk.ehemig.enbot.endisi ,ef l f iO,empot,e^s^g, 
2 emvcl.emvoid,f toop,gasd,grairxJ.grtxiO,grnma*,qrrtau,hefrac, 
7 intbbl . t 'nt f Ip , in tnet , i n t o p t . i n t r e c , intsbg, i n t v c l , i ntvc, k i E - j ; , 
3 hegnrO,hegnrr,ksbsv,mtr»*!e,ntdhe,pi , p l t f l g , p p t c o n , p p t r a a . 
4 ppt snk,ppttau,precip,prr . tdt , pen tnw, rccomb, stop, s t ress , 
5 subghe.subgrn.sweU.swlanpjSwitol . taup.tautol . tcClO^temc, 
6 t ime, tk , to tdos, tsinfei . tsinnv.t ' /dvac.vdemit vdrects,voids 
comnoo /mscoef/ aO,a1,aZ,a3 ,a» ,a5 .a6 ,a7 ,a8 ,av ,a10, 

1 b0 ,b l .b2 .b3 ,b4 r b5.b6 .b7 ,b8 ,b9 .b<0, 
2 c O , d , c 2 C 3 , c i , e 5 , c 6 . c 7 , c 8 , c 9 , c l 0 

integer envchk n c l a s s , b b m g ( 5 ) , v d f L g ( 5 ) , i , i 
dimension i d e a i r ( 5 ) , i d l r a d ( 3 ) 
do 250 i=1,nclass 
oldrad=voidrd( i ) 
if(sprsat.le.l.dO) go to 236 
lns=dlog(sprsat) 
tmp=gamna(i)*omega/tns/kt 
f l=a0» lns* (a1+ lns* (a2* lns* (a3* lns* (a4* lns* (a5* lns* (a6* lns* 

1 Ca7t lns* (a8+ lns*<a° * lns*a10) ) ) ) )> ) ) ) 
f2=b0+lns*(b1*lns*(b2*lns»Cb3*lns»(o4-Hrv=*(b5*lns # (b6+lns* 

1 <b7+lns*(b8* lns*Cb9* lns»blO>)) ) ) ) ) ) ) 
nc r i t r ( i ) - i1* fv ( i ) * tmp* tmp*gamma( i ) / k t 
rc r i t r= f2* tmp 
if<bblftg(i).eq.O) go to 250 
if(fteliun(i).ge.ncr!tr(i)) go to 248 

ccccccccccccccceeccccccccccccccccccecccccccccccccccccccccccccrcccccccccc 
c c 
c here compute the ideal gas roots using an analytical solution, c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccrcc 

y2=helium(i)*omega/ins 
p2=2. /3 . * tnp 
a n g l e = ( 1 . d 0 - 2 7 . d 0 * y 2 / 1 6 . / f v ( i ) / t m p " 3 ) 
theta=dacos(arigie)/3. 
idlrad(1)=p2*(T.»2.*dcos(thet3)) 
idlrad(2)=p2*(1.»2.*dcos(theta*2.*pi/3.)) 
idlrad(3)=p2*(1.+2.*dcos(theta*4./3.»pi)) 
idealr(i)-l.o30 
do 232 j=1,3 
if(idlradCj) -It. O.dC) go to 232 
idealr(i)=dminU ideal r(i),idlrad(j)) 

232 continue 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c shift the 'deal gas radius to fit master curve c 
c c 
cccccccccccccccccceeeccccccccccccccccccccccccccccccccccccccecccecccecccc 

rs={ ideal r(i)*kr/ganwa(i))**(1./3.)#1.c!7 
f3=c0*rs*(e1*rs,(c2*rs*Cc3»rs*(c4*rs*(c5*rs*(c6*rs* 
1 (c7*rs«(c8*rs»(c9*rs*cl0>)))))))) 
voidrdC i)=idealr(i)/f3 
go to 246 

cccccececccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c if sprsat.le.O, compute voidrd as if sprsat-0 c 
e c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccceccccrccccc 
236 j=0 

rad-voidrd(i) 
238 rho=heliom(i)/fv(i)/rad**3 

j=J*1 
if(j.gt.lOO) go to 240 
yz=pi)[gasd**3,rho/6.d0 
z=(l. • yz • yz"2 • yz**3) / M . • yz>"3 
ifCyz .gt. 0.5) z*3.C573d-1*dcxp(yz*7.5d0) 
radprt=hel ium( i ykt/2./yaima< i )/f v( i )/rad**2 
newrad=( hel >uni(i )»gasd**3/o. / 

1 ( 1 . ( r a d p r t * ( 1 . * y z * y z " 2 y z " 3 ) ) " ( 1 . / 3 . ) ) > * * C / 3 . ) 
i f ( dabs(newrad-rad) - I t . l . d -6 * rad ) go to 244 
rad^newrad 
go to 238 

240 v o i d r d ( i ) - 1 . n i * o i d r a d 
wr i te(4.8900) i, j,nme,ricwad.o!drad,hel ium(i ),-,pr<;at 

8900 formate' '.'i,j,time,nowrad.Oidrad,heliumCi),spr<ar-',/,' ', 
1 2i3,1pr.dl6.2) 
go to 246 



334 

244 voidrd(i)=newrad 246 rhohe(i)=heliiaKi)/f v(i)/voidrd(i)**3 yz=pi *gasd»*3*rhohe(i)/6.d0 comprs(i)=(1.d0*yz*yz**2-yz**3)/O.d0-yz)"«3 if(yz .gt. 0.5) coaprs(i)=3.0573d-1'dexp<yz*7.5d0) pressti)-rhohe(i)*k t*coaprs(i) c w ( i )=fcncw(kt.oaege,vaccne,gaaaa(i ),voidrd(i ).press( i), i) dery< i)=<voidrd(i)-oldrad)/tindlt go to 250 cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc c c c the bubble has becoa* a void, change bblflg to 0 and c c change other parameters to reflect the tiae. radius, c 
c etc. print the proper Message. c c c cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 248 bblflg<i>=0 

vdflg<i)=1 ttconv(i)=time bbconv( i)=voidrd(i) urite(6,910) urite(6,911) urite(6,912) time.i,voidrd(i;,heliua(i),delhe(i),rcritr, 1 ncritrCi),idealr(i),comprs(i),sprsat 
nrite(6,911) 
urite'6,913) voidrd(i)=reri tr*1.01 cnvchk=1 250 continue 
return 

910 formet(/ / ,2x,69<'* ' )) 
911 formate * \ t 7 1 . ' « ' ) 
912 formate * at \1pd9 .3 , ' sees, the number of helium', 

1 • atoms in class' ,12, ' bubbles',t71 • * ' , / , ' • • , 
2 'has passed the cr i t ical nuaber. these cavities now' 

913 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc c c c CONST c c c c subroutine to print out table of constants c c c cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc subroutine const(aberr1,aberr2,aberr3,aberr4,caseff,relerr) implicit real'8 (a-z) common /inter/ bblflg(5),fIpcls.hfrflg,iclflg,jtenp.lclasl, 1 lclas2,lclass,lmns1,lpls1,nclsss,netcls,noeq,nplt,nplus1, 2 nqmns1,nqans2,outsw1pfact,pntcls,pptflg, 3 teapno,title1(20),title2(2u)/tmpcha.vclcls.vdftg(5) common /cavprm/ bbconv(5).bbs^.bosrac0,cvsnki,cvsnkv.comprs(5), 1 cfaci(5>.cfacv<5),cvsnk6.cw(5>,delhe(5>,fs(5),fv($),ganjna(5), 2 heliu»(5),mpa(5),ncritr(5),pre*s(5),rhohe(5), 3 tteonv(5),vdsnk,vdsnk0,voidcn(5),voidrd<5) common /disprm/ avlprd,bi1o<bi2o,bv2o,bt3o,bi4o,bv3o,bv4o, 
1 c2dis,c3dis lcvl(45),cvn,dicon,displd.disn0,dtsntd,distot, 
2 ec2dis,ec3dis,irrann,irrsrc,lpnum<45).lprad(45),ncrate /numilp, 
3 ilpmax,prat1 /prmt2,prat3 /prat4,rate(45).rc,rhosnk,ro,*hrBiod, 
4 tauimjc,snkerr,snkr)ew,snktst,srco>n,stckft,stfeng,tau4, 
5 tetcon.thrann,thrsrc,tr icon l zH(45),zi l0,zin,zi l ,z i2,zi3,zi4, 
6 zvl(45),zvl0,zvn,zv2,zv3,zv4 common /defprm/ alpha,ao.bvtctd.bvectf.cvcli.cvemit.diffi.diffv, 1 ef,eim,tm,fracls,gamvcl,gcnvcl,intcon,intgn?,intgnr,kt, 
2 numvac,nunvel,omega,radvcl,sprsat.tauvcl,vaccr.e vaccon, 
3 vacgnr.vcUnk,cilo,ciM.cvgues.iflux,vflux,deltU 
common / b e l r l / apomhe,bubble.cavhe,cl*ter,dery(50) diffhe, 1 disloc,a^schg(lO),doschk,ehemig,tmbbl,emdisl,emflp,emppt,emsubg, 2 emvcl.amvoid.floop.gasd.graind.grndO.grnmax.grntau.hefrac. 7 intbbl,intfIp,intnet,intppt,intrec,intsbg,intvel,intvd.ksbgi, 3 hegnrO,hegnrr,ksbgv,mtrxhe,ntdhe,pi,pltflg,ppteon,pptrad, 4 optsnk,ppttau,precip,prntdt,prntnw,recomb,stop,stress, 5 subghc,subgrn,swalI,swlcmp,swltol,taup,tautol,tc(10),temp, 

file:///1pd9.3,'
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6 time,tk.totdos.tsinki tsinkv,tvdvac,vde»it,vdrecm,voids 
inteoer outsw.pfact.pptfIg.nplt,nclass,fIpcls.netcls.wclcls. 

* bb l f lg ,vdf lg , i . t i t \ e1 f t i t l e2 hfr f lg rpliAl.tmpcng.teapno, 
* noeq.nqmnsl.nqmr^, Iclass,lclas1,lclas2.lmns1,lpls1, 
* pntcls.iclflg.jtemp 

10 f o n a a t ( M ' , t 8 9 . ' ' , . / , 3 3 x . , t a b l e o f c o n s t a n t s* . t8° . 
1 • • * , / ,33x , ' ' , t 8 v . ' ! ' ) 

20 fon»t( t89, 'T l r 777TB97 r n 
30 formate interst i t ial generation rate',t42.1pd1S.5. 

1 t60,'intgnr'ct70.'dpa/sec',t89 •!• /, 2 ' cascade efficiency*.t42,d15.5.t66,'easeff',t70, '.t89.*«') 
40 formate helium generation rate',t42 1pd15.5,t60, 

I'hegnrr'.tTO.'he atom/atom/sec'.tW.M') 
SO formate recombination coefficient',t42,1pd15.S, 

1 toO.'elpha'.tTO.'/sec'.taV,'!*) 
60 formate vacancy diffus.vity',t42,1prnS.5.t60, 

1 *diffv*,t70.*ca"2/sec" t W . M ' ) 
70 for«at<' interstitial diffusivity',t42,lpdl5.5,t60, 

1'diffi',t70,,c»)»*2/sec'.t89 ,•!•) 
80 formate helium atom diffusivity',t42.1pd15.5,t60, 

1 •diffhe\t70.'cmM2/sec*,tB9,'!,> 
90 formate temperature',t42,lpdl5.5,t60,*temp*, 

1 t70,'deg c'.t89.'»') 
100 formate kt'.t42.1pd15.5.t60'kt'.t70 -ergs'.t89.M •) 
110 formate stopping time'.t42,1pd15.5,t60,'stop', 

1 t70.'secs',t89,'!') 
120 formate grain diameter',t42,1pd15.5,t60,*graind', 

1 tTi,,cm',tt9.,t,i 
130 formate defect free eq. vacancy concentration'.t42,1pd15.5, 

1 toO.'vaccne'.tTO,' '.to?,'!') 
H O formate energy of motion (vacancy)',t42,1pd15.5.t60. 

Vem',t70,'ev',t89 •!') 
ISO formate energy of motion (interstitial)',t42,1pd15.5, 

1 t60,,ei••.t70,•ev•,t89,,!•) 
160 formate energy of formation (vacancy)',t42,lpd15.5, 

1 t60,,ef',i70.'ev',t89,'!') 
170 formate eq. vac. cone, near network dis.',t42.1pd1S.S, 

1 t60,'cvn',t70, , t89 , ' !« ) 
180 formate network dislocation/int. bias',t42,1pd15.5,t60, 

1 'zin',t70,' ',t89,'!') 
200 formate network dislocation/vac. bias',t42,1pd15.5,t60, 

1 'zvn',t70,' ',t89,'!') 
192 formate frank loop, int. bias root term',t42,1pd15.5.t60. 

1 'zil0',t70,' ',t89,'!') 
194 formate frank loop, vac. bias root term',t42,1pd15.5,t60, 

1 zvl0',t70,' !t89,'!') 
210 formate initial dislocation network density',t42,1pd15.S, 

1 t60,'disntd',t70,'/cm"2',t89 '!•) 
212 formate lattice parameter',t42Jpd15.5,t60.*ao»,t70,'cm', 

1 t89,''') 
214 formate atomic volume',t42,1pd15.5,t60,'o*ega'.t70,'cm**3'. 

1 t89,'!') 
216 formate frank loop b-vector',t42,1pd15.5,t60,'bvectf',t70,'cm', 

1 t89,'>') 
218 formate dislocation b-vector',t42,1pd1S.S,t60,,bvectd',t7C,'cm', 

1 t89,'!') 
220 formate stress',t42,1pd15.5,t60,'stress',t70, •ergs/car'*3', 

1 t89,'f) 
2J0 formate stacking fault energy*, 

1 t42(1pd15.5,t65,,stfeng*,t76,'ergs/cm*">2',t89, •»') 
240 formate shear modulus', 

1 t42,1pd15.5,t60,'shrmod',t70 •ergs/c«r,,>3,,t89,*!') 
250 formate fvCi), 1 to nclass',t42,3f10.4,t89,*i •) 
260 formate fs(i), 1 to nclass' ,t42,3M0.4,t89,'< •) 
270 formate gamna(i), 1 to nclass (ergs/cm**2)' t42.3f10.1.t89,''•) 
280 formate frac. of vacancies in cluster',t42,1pd1S.5,t60, 

1 'fracls',t70,' ',t89f'!') 290 formate vac. cluster radius',t42,1pd15.5,t60, 
1 •radvel',t70,'c*',t39,'!') 

300 formate vacancies/cluster' t42,1pdl5.5,t60, 
1 'numvac',f70,' ' , t 8 9 , ' i •) 

J1C formate cluster surface energy' t42,1pd!5.5,t©0, 
1 'gamvel •, t7C, 'ergs/cm**2',t8v. • I ' ) 

320 formate eq. vac. cone, near clstr" ,t42,1pd15.5,to0, 
1 'evels' t70, • ',t89,''') 

330 format(te9,'i *,/t89,•••,/t89,"',/,t5,'program parameters', 
1 x&.'f •//,&',•••.!•••'•••..'...'.I, t89,'!') 

332 formate constant dislocation density used, no frank loops', 
1 189,'") 
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3>. formate full dislocation evolution used',t89 •«') 3*0 forrrare rotative error limit ir isode ='„*pdl2.3,t89,•!' ' • ' frac. change tn sink strength between pntdef calls=',di2.3, 2 t S 9 / " ) 
S~Z fc^-atC absolute e'ror li.irits in Isode (aberrl -aberr4)=', 5 rS?.'<*./,5x.'pial2.3,t89,'i') 352 formate p"-ir.t factor (iterations per plot) = ',-.5.t89, •• •) 3*0 format(tS9,'" ,/tS9, " ' ' ' coments:'. t89, '•') 
f" fartrat(2:a-i,t39,M ',/,2cla4,/,l89, •>') 

»rite£:>,^'> 
u r i t e ( 6 , 2 J ) 
•irireCe 30: intgn2,caseff 
: ' ( ' - . f r f i s . ea - ' ! ) he3nrr=hegnrC/C.45* (1 . * lG0 . * (1 -dexp<- to tdos /9 . ) ) ) 
»r;teCS,JC)hegnrr 
« r i t e ( 6 , 5 0 ) a l p h a 
wr ! te (6 ,oC)d i f fv 
wr ' teC6 .7C)d i f f i 
w - ! t e ( 6 , 8 0 ) d i f f h e 
ur i te(6,90)terap 
w.-ite(6,?00)kt 
w r i t e ( 6 , n 0 ) s t o p 
write(6,120)grai .Td 
w.-ite(6,130)vaccne 
wr i te (6 , l - iQ) em 
u r i t e ( 6 , ! 5 3 ) e i n 
w r i t e ( 6 / 6 0 ) ef 
y r i te (6 ,170 )cvn 
w r i t e ( 6 , ! 8 0 ) z i o 
wr : te (6 ,192) l i l O 
wnte (6 .T9- i ) zvtO 
wite(6,2C0)zvn write(6,Z10)disntd *rtte(6,212> ao 
writec.6,2145 orcge write(6,216) bvectf »rite(6,218) bvectd write(6,220)stress wr:tet6,230}stfeig 
write<6 r 2i0)shrmod t.ri teC6,250) C fv( i), i=1.nclass) *rite(6,260) (fs( •, ),U1 .nelass) nrite(6,270) (ganmaCi),i-l,nclass) 
write(6,2£0)fracls 
wri :e (6 ,290)radvcl 
wr i t e ( 6,300) rvjnvac write(6,310)gamvel write(6,320)cvcls 
wr i te (6 ,330 ) 
i f ( i c l f l g .ne. 1) wr i te (6 ,332) 
i f ( i c l f l g .eq . 1) wr i te{6 ,334) write(6,340) relerr.snkerr write(6,342) aberrl,aberr2,aberr3,abcrr4 
write(6,350)pfact w.-ite(6,390) writc(6,'.G0)titlel#title2 return 
end 

crcccccccccccccccccccccccccccccecccccccccccecccccccccccccccccccccccccccc 
-: C c GROW C 
z c 
c subroutine to calculate derivatives for 'dlsode' c c c cccrcccccecccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc lubroutme grow(r.eq,crntim,y#yprime) 

impl ic i t r e a l ' 8 ( a - z ) 
co<won / i n t g r / bblf l a ( 5 ) , f I pc ls .h f r f I g , i c l f I g , j t e m p , I c l a s l , 

' i f . a ' ,2 , lc fa$s, lnr iO, lp ls1, r>class,netc ls ,noeq,r ip l t ,nplu: ! l , 
2 r^inrs1 (nqmns2,outsw,pfact p n t c l s . p p t f I g , 
3 tempno, t iUe l (20 ) , t i t l e2 (20 ) , tn ipchg . v c l c l s . v d f l g ( 5 ) 

common /cavprm/ bbconv(5),bbsnk bbsnirg,cvsnki,cvsnkv.comprs(5), 
1 c fae i<5 ) , c faev (5 ) , evsnk6 ,cw<3) ,de lhe (5 ) , f s (5 ) , f v (5 ) ,ga i ima(5 ) , 
2 hci ium(5 ) ,mpa(5 ) ,ncr i t r (5 ) ,p ress(5 ) , rhohe(5 ) , 
3 t rconvCS),vdsnk,vdsnkO, voidcnC5),voidrd(5) 
cannon /<-]i<.r>rm/ avlprd.bi 1o,bi2o,bv2o,bi3o,bi4o,bv3o,bv4o, 

1 c2dis,c3dt:>,c*t(*5) ,cvn,d<c.: in,di<ipld,di&n0,disntd,distot. 
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2 ec2dis,ec3dis,irrann,irrsrc,lpnum<45) lprad(45),ncratenumilp, 
3 ilpnax,pnnt1,prmt2,pnBt3,prat4,rate(45) re.rhosnk.ro.shnnod, 
4 tauimx.snkerr,snknew,snktst,srcc^,stckft,stfeng,tau*, 
5 tetcon,thrann,thrsrc,tr icon | zi l (*5) ,z i l0,z in,zi i ,z i2,z i3,z i4, 
6 Zvt(45),zvl0,zvn.zv2,zv3,zv4 
common /defpnn/ alpha,ao.bvectd.bvectf.cvcls.cvemit.diffi.diffv, 

1 ef ,eim.em,fracls,gamvcl,gerwcl,intcon,intgj£,intgn,r,kt, 
2 r)umvac,riiavcl,omega,radvcl,sprsatrtauvcl,vaccnefvaccon, 
3 vacgnr.vclsnk,cilo,cihi cvguesiflux,vflux,delfIx 
cannon / b a l r l / appii#ie.bubole.cavfie,clster,dery(50).diffhe, 

1 disloc,dosch9(1b),doschk>encmi9,«abbl<eiidisl,cniflp,ei«ppt.eiRSubg, 
2 eavcl.eavoid.floop,gasd,graind,grndO,grnmax,grntau,hefrac. 
7 in tool,intfIp,intnet,intppt,intrec,intsbg,intvel,intvd.ksogi, 
3 hegnrO,hegnrr,ksbgv,mtrxhe.ntdhe,pi,picMg.pptcon,pptrad, 
4 pptsnk,ppttau,precip,prntdt,prntrm,recomb,stop,stress, 
5 Subghe,Subgrn,swell.swlcmp.SMlto1,taup,tauto1,tc(lO),teinp, 
6 time,tic,totdos.tsinkt tsinfcv,tvdv&c,vdemit,vdrecm,voids 

integer outsw.pfact.pptflg (nplt,nclass,fIpcls.netcls.vclcls, 
* bblflg,vdflg.i , j ,k, \ ,m,tit le1,tit le2,hfrflg,rmlus1,tmpchg 
* te«p»Y3,rK>ea,nc^s1,riCjmns2,lclass,lclasl,lclas2,l»nsl,lplsl, 
* pntcls,iclflg,jtemp,Jj,kk,neq(1),snkflg 
dimension y(50),yprineo0),fof(17) 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c update sink parameters from dlsode and compute c 
c new point defect concentrations for the next time step c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

snkflg=1 
i=o 
do 20 i=l,nclass 
if(bblflg(i).e<;.1) go to 20 
votdrd(i)=y<i) 
rhohe( i)=hel IUIK i ) / fw(i) /voidrd(i)*»3 
yz=pi*gasd"3*rhohe<i)/6.d0 
comprs<i)=(1.c*>yz*yz"2-yz**3)/(UdO-yz)"3 
if(yz ,gt. 0.5) comprs(i)=3.0573d-1*dexp<yz*7.5d0) 
press(i)=rhohe(i)*kt*comprs(i) 
cw( i )=fcncw(kt, omega, vaccne,gamna( i),voidrdC i ),press( i ) , i } 

20 continue 
nuravcl=y{noeq) ssvel 
vclsnksi.'pi'numvelVadvcl ssvel 
tvsnkO=fcnsnk(voidrd,voidcn,nclass,fs,pi,bblfIg,bbsnk0,vdsnk0) 
i f ( i c l f lg .ne . l ) go to 50 
do 30 i-2,lclass 

30 Ipnum(i)=dmax1(y(j),1.d0) 
disntd=dnax1(l,d8,y< j *1 ) ) 
displd^O.O 
nuni lp=0.0 
do 40 i=2,lclass 
displd=displd*2.0*pi ,lpcad(i)*lpnu»(i) 
numi Iperoni lp*lpnum(i) 

40 continue 
if(nmilp.gt.ilpmax) tauimx-totdos 
ilpmax-dnax1(iIpmax ,nu»iIp) 
distot=displd*disntd 
Iprad(lpls1)=1.d0/pr«t1/dsqrt(dmax1(distot,1.d8)) 
z i l ( lp ls1)*z i l0 z i l - r 
zvl<lpls1)*zvl0 z i l - r 

c Zil(tpls1)*dnin1(3.5d0, (zin • zi l0/ lprad(lpls1)* # 2) ) z i l - r 
c zvl(lpls1)= ivn * zvl0/lprad(lp(s1)**2 z i l - r 

linctn=shrmod*bveetf"omega/2.8/pi/lprad(Iplsl)• 
1 dlog(4.d0*lprad(lplsl)/bveetf) 
dedm»dmin1<30.0d0 Iinetrv»stekft) 
cvl(lpl$1)=vaccne*de*p(-dedw/kt) 
avlprd=displd/n»jnilp/2./pi 

5C continue 
ro«1.0/dsqrt(pi"distot) 
rhosnk*2.d0*pi/dlog(ro/rc) 
if< graind . I t . grnjnax ) 

1 graind»(grnmax • grnd0)#(1.0-dexp(-tiine/grntau))*grnd0 
ccccccccccecccccccceecccccccccccccccccccceceecceecccccecceccececeececcec 
e c 
c check for significant (>snkerr) change in total sink strength c 
c to determine how much recalculation to do c 
c c 
cccccccccccccccccccccccccccecccceccccccccccccccccccccccccccceecccceccccc 
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: f (pntc l s . l e . 5 ) go to 53 
srtknew=di sntd«-cvsr.kO«-di spld»yc t snk 
if (dabs(sr,S<new sr.ktst) . l e . snkerr*snktst> snkflg=0 
if(snkfIg.eq.G) go to 55 
snktst=snknew 

53 ca l l pntdef 
c raiwct=dnax!(0.0d0, ssvcl 
c i - radvc l"2 /3 . / (v f lux-d i f fv*cvc l s - i f lux) ) ssvcl 
c rj^vcl-genvcl*tauvcl ssvcl 

vclsnk=i.*pt*m/r.vci*radvcl ssvcl 
hesor=dmaxU".dO,sprsat) 
dt ffhe=hespr*oexp(-ehemig*1.602d-12/kt) 

55 j-0 
cccccccccccccccccccccccccccccccccccccccc<ccccccccceccccccccccccccccccccc 
c c 
c compute cavity radii derivatives c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

do 100 i=1,nclass 
if(bblflgO) -eq. 1) go to 100 
<f( V(.') -9t. O.OdO ) go to 60 
write(6,600) time,i,y(i),ypriine{i).sprsat,presi(i),conprs(i) 

y(•) .at. O.OdO ) go to 60 
e<6,600) time,i,y<i),yprime<i>,sprs 
=dsqrt(3.d0"hetIUOK i)*comprs(i)*kt/ y( i )=dsqrt(3.d0"het IUOK i )*comprs( i )*kt/gamna< i )/pi/8.db) 

stop 
60 yprime<i)=fsC»)/y(j)/3./fv(i) • 

1 (cfacv(i)«(vfluxdiffv*cw(i)) - cfaci(i)*iflux) 
dery(i)=yprime(j) 

1C0 continue 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccceccccccc 
c c 
c compute derivative of vacancy cluster density c 
c c 
ccc"cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

tauvct=-radvcl**2/3./(vflux-diffv*cvcls-iflux) ssvcl 
yprime(noeq)=genvcl-nunvcl/tauvcl ssvcl 
dery(vclcls)=yprime(noeq) ssvcl 
if( iclflg .ne. 1) return 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c calculate- Ofivative of frank loop number density c 
c c 
c rate(i)-rate of transfer of loops between classes i-1 and i c 
c note: lpnum(1) assigned in subroutine pntdef c 
c a Simpson's rule integration with fixed delta is used to c 
c calculate the rates. c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

if(snkflg.eq.O) go to 130 
do 120 i=2,lpls1 
tefflpsm=0.0 
oelh=< Iprad(i) - Iprad(M) ) / 16.0 
do 110 jj*1.17 
kk=jj-1 
temprd*lprad<i-1)*kk*d*lh 
fof<jj)ifcntpgCtemprd,pi,rhosnk,shriiiod,stekft,iin,ivn,zilO,2vlO) 

110 continue 
do 115 jj=2,16,2 

115 tempsmstempsm • ( f o f ( j j - l ) • * . * f o f ( j j ) • fo f ( j j*1) ) 
120 rate(i)=3.0/delh/tempsm 
130 k=nclass 

do 150 i - 2 , l c i a s s 

if( r»te(i) .It. 0.0 ) <n*0 
if( rate(i) .ge. 0.0) m*1 
if ( rate(i*1> .It. 0.0 ) 1*1 
if ( rate(i*1) .?e. 0.0 ) 1=0 
yprime( j )srate( i )*lpnum( i-m)-rate( i »1 )*lpnuii< i*l) 
dery<k)*yprime(j) 

150 continue 
ccccececcccccccccccccccccecceececccicccceccccceccecccccccccccececccccccc 
c c 
c compute derivative of network dislocation density c 
r. c 
eccccecccccececccccccccccccccccccccecccccccrcccctccccceccccccecccLcecccc 

irrannsdab4(zin*iflux • zvn*(vflux-diffv*cvemit) )* 
1 prmt3,d3qrt(di«'\td)/bvectd*rho»nk 
thrvcl=prmt4*shrmod*0fliega*diffv*vaccne*rhosnk,dsqrt(disntd)/kt 
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amrit-thrann * irrarn 
thrsrc=2.aO*p:*th , -vcl*srcden 
irrsrc=<naxV( O.dO, 

1 prmt2*2.0*pi*lprad(tpls'i)*ra:e(lpls1)*lpmm(lclass) J 
srcrat=irrsrc • thrsrc 
vpr:mecj*!)=srcrat - annrat'arsntd 
dery(netcts)=ypriine( j *1) 
return 

6C0 format(6h times,Ipdll .t .th i=,i2,6h rad= dl1.4,7h derv= 
1 d l i . 4 . % sprsat=,d!1.4,8h press=,d11.4,vh coroprs=,d1l.<0 
e.Td 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C HELPRT C 
c c 
c subroutine to generate helium for completed tine step and c 
c distribute it amoung the various sinks present. c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

subroutine helprt(ttmdlt.disntd,omega,rhosnk.bblfIg.vdfIg, 
1 hfrfIg,nclass) 
inplicit real*8 (a-z) 
common /cavprm/ bbconv(5).bfesnk bbsnk0,cvsnki,cvsnkv.comprs(5), 

1 cfaci(5)pcfacv<5),cvsnk6.cvv(5),delhe(5),fs(5),fv<S^,garama(5), 
2 hetium(5),mpa(5),ncritr(S),press(5) (rhohe<5), 
3 ttconv(5),vdsnk,vdsnk0.voidcn<5),voidrd(5) 
common / b a l r l / apj^e,bubble,c*vhe,clster,dery(50).diffhe, 

1 disloc,doschg(1D),o£schk,enemig,embbl,emdisl,enf lp,ea<ppt,efnsubg, 
2 emvcl,enKoid,floop,gasd,graind,grndO,grnmax,grntau,hefrac, 
7 intbtol.intflp,intnet,intopt,intrec,intsbg,intvcl,intvd,ksogi, 
3 hegnrO,hegnrr,ksbgv,mtrxhe,ntdhe,pi,pltflg,pptcon,pptrad, 
i pptsnk,ppttau,precip,prntdt,prntnw,recomb,stop,stress, 
5 sucghe,sufcgrn,swell,swlcmo,swlto1,taup,tauto1,tec 10),temp, 
6 time.tr totdos.tsinki,tsihkv,tvdvac,vde«it,vdrecm,voids 

integer bblflgC5),vdflgC5),hfrfIg,nclass,i 
snktmp=0.0 
do T87 i=l nclass 
if(i .eq.nclass .and. pptcon.gt.O.) go to 187 
snktmp=snktmp*fs(i)"voidcn(i)*voidrd< i)*cfacv(i) 

187 continue 
snk1=fs(1)»voidcn(1)*voidrd(1)*cfacv<1) 
sumk-snktmp*hefr8C*rhosnk*disntd*pptsnk*ksbgv 
tiir«xp=aexp(-dmin1(15.d0,sumk)) 
i f ( h f r f I g .ne. 1) go to 200 
hegnrr=hegnr0/0.45*< 1.0 • 100.*( 1.0 - dexp(-totdos/9.0) ) ) 

200 hegprm=hegnrr/omega 
mtrxhe=hegprm*(1.d0-timexp)/diffhe/sumk/8.524d16 
appmhe=appmhe*hegnrr*timdlt*1,0d6 
tencrs=timdlt*hegprm*(1.0-timexp)/sumk 
cavhe=0.0d0 
do 210 i=1,nclass 
if(i .eq.nclass .and. pptcon.gt.O.) go to 208 
if(bblf lg(1).eq.1 .and. i.eq.1) go to 202 
celhe(i}=fs(i)*temprs*voidro(i) #cfacv(i) 
go to 209 

202 de!he(i)=fs(i)*temprs*voidrd(i)*cfacv(i)* 
1 (tefrac*rhosnk*disntd+snk1)/snk1 
go "o 209 

208 delheC i }=tempr"s*pptsnk/voidcn( i ) 
209 heluimCi)=helium(i)«delhe(i) 

cavhe*cavhe*hel>um(i)*voidcn(i)/8.524d16 
210 continue 

subghe-&ubghe*temprs*ksbgv/8.524d16 
if(Dblflg(i).eq.0)ntdhe=ntohe*temprs*hefrac*rhosnk*disntd/8.524d16 
return 
end 

ccccccccccccccccccceccccccccccccccccecccccccccccccccccccceccccccccccccce 
c e 
c PLOT c 
c c 
c plots microsfuetual data on tine printer c 
c c 
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cccccccccccccccceccccecccccccccccccccecccccccccccccccccccccccccecceccccc 
subroutine ptot(dumvar,nplt,nunl in.trusiz.swlfIg) 
implicit r«al*8 (a I) 
real*4 sngl.sx 
dimension dumvar(1),xl in(11) 
integer i.il.jfix,ix,ixpos(2000),isyn(2),k>line(101),nplt,nun(in, 1 sulflg,trusiz I 
data isy«/» *,•*•/ 

1 formate •,1pd10.3.' *,,61a1.,'»> 
2 formate \11x_ '•'.6('" ,). ,*•') 
3 formate • ,7x,7(f10.2)) 
k formate '.910.4.' "\61a1,'"') 

ymax=-1.d»30 
ymin=1.d*30 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c determine max and min for y values c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

xmw>=0.0 
xmax=dumvar(nptt) 
do 100 i=1,nplt 
l=trusiz*i 
if(dumvar(l).le.ymax)go to SO 
ymax=dumvar( () 

50 if(dumvar(l).ge.ymin)go to 100 
ymin=dumvar(l) 

100 continue 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c establish integer column positions for the x axis c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

do 200 i=1,nplt 
x=((duwvar(i)-xmin)/{x»ax-xmin))*60.*1.5 
sx-sngl(x) 

200 ixpos(i)zifix(sx) 
ysymax 
ystep:(ymax-ymin)/dfloat(numlin-l) 
xstep=(xmax-xmin)/60. 
do 300 i*1,7 

300 xlin(i)=xmin+xstep*dfloat(i-1)*10. 
write(6,3)(xlin(i),i=1,7) 
urite(6,2) 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c print plot c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

do 600 ix-l,nunlin 
do 400 k-1.61 

400 line(k)*:.ym(1) 
do 500 i*1,nplt 
l=trusiz*i 
if(dabs(dunvar(()-y).gt.(ystep/2.))go to 500 
tine(ixpos(i))=isym(2) 

500 continue 
if(swlflg .eq. 0} w i te(6,1)y,<line<U),i1»1,61) 
if(s*lflg .eq. 1) write(6,4)y,(line(i1),i1*1,61) 
y=y-ystep 

K'S> continue 
w,ite(6,2) 
t»nte(6,3)(x«in(i),i = 1,7) 
return 
end 

cccecccccccccccccccccccecccccccecccccccccccccccecccccccccccccccccccccccc 
c c 
C PNTCEF c 
c c 
c computes vacancy and interstial concentration c 
c method depends on whether or not interstitial c 
c clusteis are included (iclflg=1) or not (iclflg=0) c 
c c 
cccceccceccccccccceccccccccccecccccecccccccccccccccccccccccccccccecccccc 

subroutine pnrrtef 
implicit real*8 (a i) 

file:///11x_
file:///61a1,'"'


courier / i n t g r / bbi f lgC5) f i p c l s . ^ f r f to , i c l f tg . j tewp, I c i a s l , 
1 I.clas2, tctai^, lr !r• .sT,^p[s' .^;ct^ss,^:c^s r noeq,nptt , ' '^;^us , , 
2 nqnns'.ncpnsZ.cursu.pfact o n t c ; s , p p t f I g , 
3 t e r > p r o , t i t t e l ( 2 0 ) . t i t t e 2 ( 2 d ) tmpchg v c l c l s , ' « l f t g ( 5 ) 

cofrancn /cavpri i / bcconv(5),bbsnk Sbs.-'kQ.cvsnk!,cvsnkv comprs(5), 
T c fac i (5 ) ,c t "acv (5 ) ,cvsnkO,cv / (S ) ,de :nc (5 ) , fs (5 ) , fv i ;5 ) ,gar ra (5 ) , 
2 h e l ' u n ( 5 ) , n p a ( 5 ) , n c r i t r ( 5 ) , p r e s s ( 5 ) t r h 3 h e ( 5 ) . 
3 : tccnv(5) ,vdsnk,vdsrk0,votdcn(5) ,voidrcl(5) 

Conner, /d-sorm/ avlprd,bi1o,bi2o,bv2o,bi3o,bi4o,bv3o.bv4o, 
1 c2dis ,c3dis l cvl (45) ,cvr - . ,d icon,d ispld ,d isn0,d isntd ,d is tot , 
2 ec2d is ,ec3dts , i - rann , i r rs rc , lpnun(45 ) , lp rad(45 ) ,ncra te .numi Ip , 
3 slpipax,prmt1,pr.T!t2,prrrt3,prot4,rate(45) rc.rhosnk.ro snrniod, 
4 tauimx,snkerr ,snkriew.snktst ,srcden,stcktt ,stfenq,tau4, 
5 t e t c o r , t h r a n n , t h r s r c , t r ! C o n , z i l ( 4 5 ) , z : l G , z i n , z i i , z i 2 , z i 3 , Z ! 4 , 
6 zvU45),zvlO,zvn,zv2,zv3.Zv<» 

comon /defpnn/ a lpha,ao.bvectd .bvect f ,cvc ls ,evemit ,d i f f i . d i f f v , 
1 ef ,e im,eni , f rac ls ,gamvc[ ,genvcl , in tcon, intgn2, intgnr ,k t , 
2 nunvac.tvjmvcl,cmega,radvcl,sprsat tauvcl.vaccne.vaccon, 
3 vacgnr ,ve lsnk ,c i lo .c ih i e v g u e s . i f l u x . v f l u x . d e l f I x 

cannon / b a l r l / appn* ie ,bubble,cavhe,c lster ,dery(50) f dif fhe, 
1 disloc,dcschg(10),doschk,etiemig,einbbl,eindi«l,eo!f Ip.emppt.emsubg, 
2 enwcl.eitNoid.f loop,gasd,graind,grndO,grnoiax,gi.-itau,he*rac. 
7 intbbl,intfIp,intnet,intppt,intrec,intsbg,intvel,intvd.ksbgi, 
3 hegnrC.hegnrr.ksbgv.mtrxhe.ntdhe.pi.pltfTg.pptcon.pptrad, 
4 pptsnk,ppttau,precip,prntdt,prntnu,reconb,stop,stress, 
5 subghe,subgrn.swetI ,sulcmp.swltol . taup,tautol , tc(10) , temp, 
6 t ime, tk . totdos. ts ink i , ts inkv, tvdvac,vdewi t .vdrecm,voids 

integer o u t s w . p f a c t . p p t f I g . n p l t . n c l a s s . f I p c l s . n e t c l s . v c I d s , 
* b b l f l g , v d f l g , i , i , f e , t i t l e i , t i t U 2 , h f r f l g , n p l u s 1 tmpchg.tempno, 
* noeq.nqnnsl nq i r r»s2 , lc lass , lc las1 , lc las2 , lans1 , lp ls1 , 
* pntcls.iclflg.jtemp j1,j2 
dimension yof(2),fof(l?) 
pntcls=pntcls+1 
cvsnkv=0.0dO 
cvsnki=0.0dO 
vdsnk=O.OdQ 
bbsnk=0.0dO 
ppsink=0.0 
if(pptflg.eq.1) pp<:nk=optsnk 
if(iclflg.ne.l) go to 201 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c when interstitial clusters are included, set initial guesses c 
c (cihi and cilo) to bracket root for false-position root c 
c finding method of calculating intcon. c 
c 1. bil, bi2,ti3, bv2, bv3, bv4 are impingement rates of c 
c point defects on interstitial clusters of various sizes. c 
c 2. tau4 is life time of tetra-inter. in transit to next c 
c loop size class c 
c c 
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 

j 2=0 
sdisli=zin*disntd 
sdislv=zvn*disntd 
do 5 i=2,lctais 
sdislv=sdislv • 2.*pi*zvl(i)*lprad<i)*lpnum(i) 

5 sdisli-sdisli • 2.*pi*zil(i)*lprad(i)*lpnum(i) 
tsnkvO=dsqrt( rhosnk'sdisiv • cvsnkO • ppsink • vclsnk j 
tsnkiO=dsqrt( rhosnk*sdisli • cvsnkO • ppsink • vclsnk ) 
ksbgv=6.dO*tsnkvO/graind 

c ksbgi=6.dO*tsnkiO/graind subgi 
ksbgi=ksbgv subg-i 
tsnfv=dsqrf(tsnkv0**2*ksbgv) 
tsnki=dsgrt(tsnki0**2*ksbgi) 
do 10 i=1 ncla'.s 
cfacv(i)=i.*voidrd(i)*tsnkv 

c cfaci(i)=1.»voidrd(i)*tsnki cfac-i 
c f 3 C i ( i ) = c f a c v ( i ) r.fae-i 
tmpvac=voidrd( i ) *vc idcn( i ) *c facvf i ) 
t n p i n t = v o i d r d ( i ) * v o i d c n ( i ) * c f a c i ( i ) 
vdsnk=vdsnkttir,pvac ,f<;( i ) # v d f l g ( i ) 
bbsnk»bbsnk»tmpvac#fs( i )»bbl f l g ( l ) 
cv$nkv=cvsnkv*tmpvac*fs(') 

10 cvsnki=cvsnki»tmpint*fs<i) 
vacgnr=fcnvgr(bb!f(g, i c l f I g . l c l a s s . n c l a s s ppt f Ig vdf lg) 
ts inkisrhosnk*idis l i * cvsnri*ksbgi*'/clsnfc»ppsink 
tsmkvsrho'.nk'sdislv •Cvsnkv»k'->fcgv»vcisnk*ppsink 
c i p r t 1 = d i f f i * t s i n k i 
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ciold=cilo 
bv2=bv2o*cvgues 
bv3=bv3o*cvg'o«s 
bv4=bv«.o*cvgues 

40 cisto=cilo 
do 50 k=l 2 
tempsa=0.0 
delh=( lprad(2) - Iprad(T) ) / 8.0 
deth2=deTh/2-0 
do 95 j=1.17 
i=j 1 
temprd=lprad(1)»i *delh2 
*of(j)=fcnlpg(te«prd.pi.rhosnk,shnnod,stckft,2in,zvn,zil0,ivt0) 

95 continue 
do 100 i=2.16.2 

100 teaps«ste»p«" • ( fofCj-1) • 4.*fof(j) • fof(j*1) ) 
tau4=te«ps«*delh/6.d0 
rate4=dmaxl(0.dO.1 .d0/tau4) 
bi1=bi1o*cisto 
bi2=bi2o*cisto 
bi3=bi3o*cisto 
bi4=bi4o-cisto 
part3=bi3/(bv4*rate4) 
part2=bi2/(bv3*bi3*c3dis-bv4*pan3) 
partl=*>i1/(c2dis*bi2»bv2-part2*<bv3*c3dis))/2.0d0 
cvpart=diffv*part1*(zv2'»zv3,part2+zv4*part2*part3)/ao"2 
cvouessvacgnr / ( cisto*(alpha+cvpart) • diffv*tsinkv ) 
bv2=bv2o*cvoues 
bv3=bv3o*evgues 
bv4=bv4o*cvgues 
ciprt2=bi1 • alpha'cvgues 
ciprt3=part1*(2.0*c2dTs • bv2 • part2*(c3dis-bi3-bi4*part3) - bi2) 
yof(k)=mtgnr • cisto*(ctprt3 • c iprt l • ciprt2) 
cisto=cihi 

50 continue 
if< dabs(yofC2)-yofO)> . I t . 1.0d-3Q) go to 90 
cinew=cihi - yof(2)*{c»hi-ci lo)/(yof(2)-yof(D) 
ifCdabsUciold - cinew}/ciold) . I t . 1.0d-6) 90 to 90 
bii=bi1o*cioew 
bi2=bi2o*cinew 
bi3=bi3o*cinew 
bi4=bi4o*cineu 
tenpsm=0.0 
delh=( lprad(2) - Iprad(l) ) / 8.0 
delh2=delh/2.0 
do 195 i=1,17 
i=j-1 
t«nprd=Iprad(1)•1*deIh2 
fof(j)=fcnlpg(te«prd,p!,rhosnk,shni«od,stckft,zin,ivn,zilO,zvlO) 

195 continue 
do 200 j=2.16,2 

200 tempsm=t«npsm • ( fof(j-l) • *.*fof(j) • fof(j*1) ) 
tau4>tempsm*delh/6,d0 
rate4^tnax1 (O.dO, 1 ,d0/tau4) 
part3=b>3/(bv4*rate4) 
part2=bi2/(bv3*bi3*c3dis-Dv4*part3) 
Part1=bi1/(e2dis+bi2»bv2-part2*(bv3+c3dis))/2.0d0 
cvpert*diffv #part1»(zv2»zv3 ,part2*zv4 ,part2*part3)/ao* ,2 
cvgue*=vacgnr / ( cinew*(atpna*cvpart) • diffv*tsinkv ) 
bv2*bv2o*cvg,ues 
bv3>bv3o*cvgues 
bv4=bv4o*cvgues 
ciprt2=bi1 • alpha'cvgues 
ciprt3*part1*(2.0*c2dt» • bv2 • part2*<c3dis-bi3bi4*part3) • bi2) 
ynew*intgnr • ein*w*(ciprt3 - ciprtl • ciprt2) 
if(yof(1)*ynew) 60,90,70 

60 cihucinew 
j2*0 
jl»j1»1 
i fCj l . l e . 2) go to 80 
ci lo=(3.0*cilo*cihi) /4.0 
go to 80 

70 eilo=cinew 
i1«0 
2*j2*1 

i f ( i 2 . le . 2) go to 80 
eihi*(3.0*ciht»cilo)/4.0 

80 ciold'cinew 
go to 40 
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90 intcon=cinew 
bi1=bi1o*intcon 
b:2=bt"2o*tntcon 
bi 3=bi3o*intcon 
bi4=bi4o*intcon 
tenpsin=0.0 
delh=( lprad(2) - Ipradd) ) / 8.0 
delh2=delh/2.0 
do 295 j=1.17 
i= j - l 
temprd=lprad(1)*i*delh2 
fof(j)=fcntpg(temprd,pi.rhosnk,shrnod,stckft.zin,zvn,zilO,zvlO) 

295 continue 
do 300 j=2.16.2 

300 teapsaptenpsa • ( f o f ( j - l ) • 4.«fofCi) • f o f ( j * l ) ) 
tau4=teqpsm*delh/6.d0 
rate4=dnaxHO.dO,1 .d0/tau4) 
part3=bi3/(bv4*rate4) 
part2-bi 2/(bv3+bi3*c3di s-bv4»part3) 
partl=bil/(c2dis*b«2»bv2-part2*(bv3+c3d!S))/2.0d0 
cvpart=diffv*part1*(zv2*zv3*part2*iv4*part2*part3>/ao**2 
vaccon=vacgnr / ( intcon*(alpha*cvpart) • diffv*tsinkv ) 
dicon=intcon*part1 
tricon=intcon*part1*part2 
te«psra=0.0 
deth=< lprad(2) • Ipradd) ) / 8.0 
delh2=delh/2.0 
do 395 j -1.17 

tonprd=lprad(1)ti*deth2 
fof(j)=fcnlpg(teaprd,pi,rhosnk,shrnod,stckft,zin,zvn,zilO,zvlO} 

395 continue 
do 400 j=2,16,2 

400 tenpsi«=ter.psm • < fof(j-l) • 4.*fof(j) • fof(j+1) ) 
tau4=tempan*delh/6.d0 
rate4=tfnax1(0.d0 1.d0/tau4) 
lpnum(1)=d*ax1( l.dO, partl*part2*part3*irtcon/omega) 
tetcon=lpnum(1)*omega 
ncrate=lpnun(1)*rate4 
cilo=0.95*intcon 
cihi*1.05*inteon 
cvgues=vaccon 
iflux=diffi*intcon 
vf Iux=d i f fv*vaccon 

delfU=vftux-iflux 
sprsat=delflx/diffv/vaccne 
return 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccceccccccccccccc 
c c 
c without interstitial clusters, solve for vaccon and intcon c 
c by solving a quadratic equation for vaccon and subsitute c 
c for intcon c 
c c 
cccccccccccccecccccccccccccccccccccccccccccccccccccceccccccccccccecceccc 
201 tsnki0=dsqrt( zin"rhosnk*disntd • cvsnkO * ppsink • vclsnk ) 

tsnkv0=dsgrt( zvn*rhosnk*disntd • cvsnkO • ppsink • vclsnk ) 
ksbgv=6.d0*tsnkv0/graind 

c ksbgi-6.d0*tsnki0/gratnd subg-i 
kSBgi*ksbgv subgi 
tsnkv=dsqrt(tsnkv0**2*ksbgv) 
tsnki*dsqrt(tsnki0**2*ksbgi) 
do 210 i=1,nclass 
cfacv(i)*1.»voidrd(i)*tsnkv 

c cfaci( i )* l .*voidrd(i)"tsnki c f a c i 
cfaei(i)=cfacv(i) cfac-i 
tmpvac*voidrd(i)*voidcn< i)*cfacv(i) 
tnpint*voidrd(i) #voidcn(i)*cfac ( i ) 
vdsnk*vdsnk*tmpvac*fs(i)*vdflg(!) 
bbsnk*bbsnk*tmpvac*fs( i )*bbl f lg( i ) 
cvsnkv*cvsnkv*rmpvae*f s( i ) 

210 cvsnki*cvsnki*tmpint*fs(i) 
230 vacgnrafcnvgr(bblfl9,iclflg,lclass,nclass,pptflg.vdHg) 

tsinkv* zvn*rhosn';*disntd • cvsnkv • ppsink • vclsnk • ksbgv 
tsinki* zin*rhosnk*d!sr-.td • cvsnki • ppsink • vclsnk • ksbgi 
a*alpha*di ff v*tsmfci 
b»(alpha*(intgnr-vacgnr)»diffi*diffv*tsinki*ts!nkv> 
e*-vaegnr»d>ffl'tstnki 
v»ccons(•b*dsqrt (b"2 4.*a*c)) /2. la 
intcon'intgnr/(alpha*vaccon»ciiff i 't-;inki) 
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cito=C.95*irtcon 
cihi = T.O^*tritcon 
cvcLies=vac eon 
iflux*diffi'intcon 
vflux=diffv'vacccn 
delflx=v»lux iflux 
sprsat=delfix/d:ffv/vaccne 
return 
end 

cccccccccccceecccccccccccccccccccccccccccccccccccccccecccccccccccccccccc 
c c 
c TABLE c 
c c 
c subroutine to print out table of variables c 
c c 
cccccccccccccceccccccccccccccccccccccccccccccccecccccccccccccccccccccccc 

subroutine table(snkrat,swlrat) 
implicit real*8 (a-z) 
common / i n t g r / bb l f l g (5 ) . f l oc ls .h f r f l g , ; c l f l g ,s te tnp , l c las t , 

1 lc las2, lcTass, l iwsi , lp ls1,nclass,netc ls,noeq,npl t ,nplus1, 
2 ncprris1,riqmns2,outsw,pfact.pntcls,pptf t g , 
3 tempno,titlel(20),t«tle2(Z>3) twpckg vclcls.vdflgl5> 

common /cavprm/ bbconv(5) bbsnk bosnkft.cvsnki.cvsnkvcomprs{5), 
1 cfaci<5),cfacv(5),evsnk0.cw(5),delhe(5),fs<5),fv(5),ganii ia(5). 
2 helnjn(5),mpa(5),ncr»trt5),presst5),rhohe(5), 
3 ttconv(5),vdsnk,vdsnk0,voidcn(5),voidrd(5) 

cannon /d'sprm/ avlprd,bilo,b!2o,bv2o,bi3o,bi-io,bv3o,bv4o, 
1 c2dis,c3dis,evl<45>,cvn,dicon,displd,disn0,disntd,distot, 
2 ec2dis,ec3dis, irrann,irrsrc, lpnun(45) lprad(45),ncrate numilp, 
3 iIpniax, print 1,pr!Ht2,pnrt3,print4,rate(4S),re,rhosnk.ro srinr.od, 
A taui!rjt,snKerr,snknew,snktst,srcden,stckTt,stfeng,tau4, 
5 te tcon , th rann , th rs rc , t r i con f z i l (45 ) ,z i l 0 ,z in ,z i T ,z i2 ,z i3 ,z i4 , 
6 zvl(45),zvl0,zvn,zv2.zv3,zv4 

common /defprm/ a lpha,ao.bvectd.bvect f ,cvcls,cvei i i i t ,dt f f i ,d i f fv , 
1 ef ,etni,em,fracis,gai»vcl,genvcl r intcon, intgn2, in tgnr .k t , 
2 numvac.nunvcl,omega,radvcl.sprsat tauvcl.vaccrve vaccon, 
3 vacgnr.vclsnk,c i lo,c ih i cvgues. i f lux ,v f lux ,de l f lx 

common / b a l r l / appn*ie,bubole.cavfie,clster,dery(50),diffhe, 
1 disloc,doschg(1o),doschk,enemig,embbl,cnidisl,einf lp,emppt,emsubg, 
2 emvcl.emvoid.f loop,gasd,graind,grndO,grr»nax,grntau,hefrac. 
7 i n tbb ! , i n t f I p , i n tne t , i n tpp t , i n t rec , i n t sbg , i n t vc l , i n t vd ,ksbg i , 
3 hegnrO,hegnrr,ltsbgv,mtrxne,ntdhe,p'i,pUf'lg,pptcon,f " 3 hegnrO,hegnrr,ltsbgv,mtr xhe .ntdhe.pi ,p l t f lg ,pptcon,pptrad, 
4 pptsnk,ppttau,prec ip,prntdt,prntnw,recomb,stop, stress, 
5 subghe.subgrn,swell.swlcmp.swltol.taup,tauto1,tc(10) (temp, 
6 t ime,tK,totdos,tsinKi 4tsini<v,tvdvac,vdeinit,vdrecm,voids 

lass,flpcls,netcls,vclcls, 
tempno, 

6 t ime, tk , to tdos, ts ink i ,tsinkv,tvdvac,vdemit,vdrecm,voi 
integer outsw,pfaet ,ppt f Ig.npl t .nc lass, f lpc ls .netcIs,vt 

* b b ! f t g , v d f I g , i , t i t l e 1 . t i t l e 2 . h f r f l g nplus1,tmpchg,teii 
* noeq nqmns1. ,nqmns2,Iclass,Iclasl, lc ias2, Iwnsl, I p l s l , 

pn tc ls . i c l f Ig , j temp 
5 f o r m a t e * ' , t 8 9 , ' ! ' ) 

10 fo rmat ( t89 , " ' , / t 8 9 , •'.',/,ilx,'t a b l e o f v a r i a b l e s ' 
1 t 8 9 , ' ! ' / , 33x , ' ' , t 8 9 , ' ! ' ) 

20 *ornax.(x.&9'\,,llT&r,rm 
30 'ormate time',t i2,1pd15.5,t6C • t ime 1 , t70 , ' sees ' , t89 , • !< ) 
50 formate to ta l damage dose',t42,lpd15.5, 

I t60 , ' to tdos , , t70 , 'dpa ' . t 8 9 , " ' ) 
60 formate swe l l ' , t42, !pd!5.5, t60 ,'swel I ' , t 7 0 , ' X ' , t89, • " , / . 

1 • swelling rate',C42,1pd15.5,t60 ' s w l r a t ' . t 7 0 , ' X / d p a ' , t 8 9 , • " ) 
70 formate swell contr ibution of boobies',t42,1pcH5.5, 

1 t60, 'bc lswl ' t70, '%• t89,M ' ) 
30 formate swell contribution of voids',t42,1pd15.5, 

1 t d V v d S r f i ' ^ O . ' V . t e V ' ) 
90 formate vacancy generation rate',t42,1pd15.5, 

1 t60, ' vacgnr^ t /Oedpa /sec ' . tS? , " ' > 
""3 formate m t e r s u i a i generation r a t e ' , t42, IpcllS.5, 

1 t-/), • in tgnr ' , t70, 'dpa/see ' , t89, • • ' ) 
110 formate f raceonal vacancy concent r a t i or ' , t42, IpdIS.S, 

1 t60,,vacccr,',t70,' ',t89, • " ) 
120 formate fractional interstitial concentration',t42,1pd15.5, 

' ? 6 Q , ' i n t c o n ' , t 7 0 , ' ' 1 t 8 9 , • ' , ) 
130 formate vacancy f l ux ' , t 42 1pd15.5,t60, 

1 ' v f iux ' , t7G, 'cm**2/sec ' , t89," ' ) 
140 formate i n t e r s t i t i a l f lux' . t<.2,1pd15 .S,t60, 

1 ' H'jx',t7C', , cm ' "2 /s»c ' , t 89 , " ' ) 
1S0 formate net v-'irancy f lux ( d v ' c v i j i ' f i ) ' , t42,1pd1 'J.'I, 

1 tftO, 'eel f i x - , t ^ V c r n ^ / s e c t S ? , ' 1 ' ) 
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170 fo r f i a te ca /Tty emission t e r n ' . t 4 2 . * p d " 5 . 5 , : 6 0 . 
1 'encav'.:70.' '.raV) 

T2Q fo"nat(* saturation term (vaccc«-/vaccr.e),,t42.1pii*5.5. 1 toO.'sat'^O,' .t8?.'") 190 formate s-jpersaturat i on term',t42.1pd15.5.t60, 1'sprsat'.t70.' ',t29.'»') 195 formate vacancy cluster sir* strengt' ',t42,1pd15.5,t60, Vvctsnk',t7rj.' • t89,"') 200 formate s-jxatisn cf 4*pi*vo>dn2»yotdcn' ,t42, lpdl5.5, 1 t6C. 'cvsnkO'. t70, Vc:n"2'. t89, • ! •) 210 formate network allocation density',t42,1pd15.5, 1 t6C.'disntd'.t70.'/cin»*2',tB9,'«') 212 formate ' 'faulted loop dislocation density",t42, 1 1pd15.5,t6C.'disp'.d',t70.'/ciii**2'it89,'") 214 formate ','total dislocation density',t42.!pd15.5, 1 t60,'distot',t70,'/c!!i**2',tC9,'''> 216 formate ' 'total interstitial loop density',t42,lpd"5.5,t60, 1'numilp',t70,'/cm**3' t89,•••) formate ','total dislocation to cavity sink ratio',t42,1pd15.5, 1 t60. 'snkrat', t70, • '.t89,' •') 220 formate void vacancies lost to recombination -' 1pd10.3, 1 ' e.0pf5.2.'X)\t89,"') 230 formate void vacancies lost through eaissic.i =',1pdl0.3, 
i • e.OpfS^.-xr.te?,'!') 

232 formatCtC?,"',/,' total vacancies absorbed at voids (tvdvac)='. 1 lpclO.3,' (»/atom)',t89,'!') 234 formate surviving vacancy concentration in voids (syte«ip) = ', 1 1pd10.3 ' («/atom)',tS9,'!') 240 foraat(t89, M',/t89,'!',/t89.'!',/.' Point Defect',9*. 1 • » VACAHCIES «'/2*,*» IKTEaSTITlALS «', t£9, ••',/,4x,'Sinks', 2 7x.'total abs percent ','inst X total abs percent inst X", 3 t8?,'',,/,x,7Ce,),t8S.'<',/.' bulk recomb.'.tU. 

218 

',/,' voids'.tH. ',/,' bubbles',tU, ',/,' dislocations',t14, ',/,' frank loops',lU, ',/,' sub grains',t14, ',/,' vac. clusters',tK, ',/,' precipitates',tH, /,x,70e-').tB9,'!'./, 

4 2(lpdl2.3.0pf3.2.f9.2),t89.' 5 2(1pd12.3,Cpf8.2.f9.2).t89.' 6 2(1pd12.3,0pf8.2.f9.2),t89.' 
7 2('pd12.3,0pf8.2.f9.2),t89,' 8 2(1pd12.3,Cpf8.2,f9.2).t89,' 9 2(1pd12.3,0pf8.2,f9.2),t89,' * 2(1pd12.3.0pf8.2.f9.2),te9.' 1 2<1pd12.3.0pf8.2.f9.2).t69 • .,,-,. 2 • total' :U,2(1pd12.3.0pf8.2,f9.2).t89,'!') 250 formaT;t89,'",/t89,'»',/t89,'",/,' void radii'.3x, 
1 'void concentration',5x,'dr/dt'.r/ 'pressure',5x, 2 •» of helium',te9,'!\/,7ji,'<ar.r./,'(/ci»"3)',ex, 3 '(cm/sec)'.1Cx,'(mp3)'.5/,'atoms per vc*d' t89," ',/,t39,•!•) 

26C formaUi2tZp*a.tM.lp2<i'Wr'.''Ba,''S-S,0ptl2-i,*W."'> 270 fcrmat(t89. "•,/,' 1 means defect is a bubble',t89,'» •) sue I l=fcntw(voidcn,voidrd,fv,nciass)*100. bb!sul=0.0 do 300 i=1 nclass if(K5iflg(i).eg.1) bblswl=bblswl*fv(i)»voidrd(i >"3" 1 vOidcn(i)*1C0.0 
mpa<i )=press( i ) # 1.0d-7 

3C0 continue 
vdswlzdmaxKO.OdO.swetl-bbLswl) 
w r i t e ( 6 , 5 ) 
wr i te (6 ,1C) 
« r i te<6 ,20 ) 
w r : t e f 6 , 3 0 ) t i * e write(6,50)totdos 
wri te (6 ,6C) swc l l . sa l ra t 
Mri te(6,70)bblSi . l 
tarite(6,e0),fdswl 
wri te(6,9C)vacgrr 
w n : e ( 6 , ICC) int?nr 
•*rtte(6,11C)vacccn 
wr i te<6 , '20 ) in teon 
» r i t e (6 ,15C) v' lux 
t»r i te(6,*40> i f lux 
d e l f l x * v f l u x - i f lux 
wnte(6,15C> a e l f l x 
emcav^emfibl •erovoid 
w n t e ( 6 , 1 7 0 ) encav 
sa? - vacc W vacc-* 
w n t e f 6 , i 8 0 ) sat 
*r ' re<6,T>C)sprsat 
wr i re (6 ,195) vo i r . * 
w r ! t e f 6 , 2 ' 0 ) C/sr.irO 
« r i t c f 6 , 2 ' ' j ) d ' s n t a 
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«rit-;C6,2i4) d i s tc t 
»i-'.t^-v6,2'6) nuni ID 
- - ; r ° (6 ?'2; snicrat 
ipps ink =0.30 
i f?pot f Ig .eo . l ) opsirk=potsn< 
tctatw=--ecTrb*vo;<Js*bubt>le»drslcc»sjbgr'>*ctster«pr<;cip*'t .-<op 
rotai T = recorb*tr.tvd*intbbi» ir-tnet*ir>rst-g*:ntvcl*!ntopt*icTf ip 
if(totalv.lt.'.d-6) go to 320 
rt=rec Of*/total v*100-
vt=v>!ds/totalv*100. 
Obt-botifc.»/tctatv*l.:0. 
dt^disloc/tctalvMOC. 
ft=floop/totalv*100. 
St=Subgrn/totalv*TT3. 
ct=clster/tctatv**CO. 
prt=precip/totalv*lCO. 
ttlt=rt*vt*btt»dt*ft»st*ct»pr: 
irt=reco(*/total i*100. 
ivt=tntvd/totali*100. 
:bo:=intbbl/totali*100. 
iot=intnet/totati'lCQ. 
i f t = t n t f l p / t o t a l i * 1 0 0 . 
tst=intsbg/totat i'lGG. 
ict=intvel/totali*1C0. 
iprt=intppt/totali*1C0. 
itUt=irt*ivt*ibbt*idt»ift»ist»ict'Mprt 
iHvoids.le.1.d-6) go to 332 
wri:e(6,23Z) tvdvac 
write(6,234) swlcmp 
vdrc=vdrecn>/1 vdvac*100. 
*rite(6,220) vdrecm vdrc 
vdem=vderait/tvdvac*100. 
wntec6,230> vdeoiit.vdera 

302 vi=0.0d6 
bbi=0.Q<JO 

ivi=0.dO 
ibbi=0.d0 

do 310 i=1,nclass 
cnpvac-fs(I)*voidrd(i)*voiden(i)*cfacv(i) 
tmpint=fs(i)*voidrd(i)*vcidcn(i)*cfac i ( i ) 
i f(bblflgCi) . eg . 1) go to 305 
vi=vi + tmovac*(vflux-dif f v * c w ( i ) ) 
ivi=iv!*tmpint*iflux 
go to 310 

305 bbi=Lbi*tmpvac*(vflux-diffv*cw(i)) 
ibbt=ibbi*tmpint*iflux 

31C continue 
f i=0.d0 
i f i=0.dO 
i f (?c l f lg .r ,e .1) go to 318 
do 315 i=2 , l c tas s 
i f i s j f i • zil(i)*rhosnk*2.*pi*tprad(!>»lpnum(i>*iflux 

315 f i=fi+zvl( i )*rhosnk*2.*pi*lpradli)*lpni»n(i)*(vfluxd»ffv*cvl( i )) 
318 si=ksbgv*(vf lux-diffv*cveirit) 

pri=ppsirk*(vftux-diffv*cvemit) 
ci=velsnk*(vflux-diffv*cvcts)*intgnr*fraels 
di=ivn*rhosnk*di<-.ntd*<vf tux-diffv*cvemit) 
ri-a Ipha*vaecon*intron 
ttli=ri*vi«bfci*di*fi*si»ci*pri 
isi=ksbgi*iflux 
ipr i=ppsink* i f lux 
ic isvclsnk' i f lux 
i d i ^ z i n ' r h o i n k ' d i s n t d ' i f l u x 
iri=atpca*vaecon*intcon 
i t f l i= i r i* iv i* ibb<* id i* i f t* i s i» i e i* ipM 
n = n / t t t i-IOO.O 
v i»vi / ttt1*100.0 
bbi=bb>/ttii*100.0 
di=di/ttli*TGC.O 
f t = f i / t t l i * l 0 0 . 0 
s i = s i / t t t i * 1 0 0 . 
ci=Ci/ttI i*100. 
pri=pri/tt l1*100. 
tt I i=r i •vi*b6i *cJi »si«f i »ci*pri 
i r i s i r i / i t f I i ' I C O . 0 
• vi = ivi /11 fIi*100.0 
ibOi-inhi/'ttli*100.0 
idi=idi/ittli*100.0 
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i f i = i f : / i t t l i * 1 ; G . O 
i s i = i s i / i t t l i * ' j O . 
T e i = i c i / i t t t i * ' Q O . 
i p r i = i p r i / i t t l t ' I C C . 
; t U i = i r i *v : -»bb;*dt *s , »f ; *c i»pr i 
wri te(6,24C) recGmfc,rT,ri,.-ecomo, i r t , i r : . 

1 voids, v t . v i , i n t v d , i v t , iv>, 
2 bubble ,bot ,£& i , i ' - tec l . :b fc t l ibb : . 
3 disloe d t . d i . i n t n e t , * i ; , d ' . 
4 f i o o o . f t . f t . i n t f i c . i f t . ' f : , 
5 S u b g r n , s t , s » , i n t s b ^ , i s t , i s i , 
6 c l s t e r . c t . c i . i n t v c i , i c t . i c i , 
7 prec ip .pct .pr i ir.toot i p r t , icr j , 
8 t o t a l v . t t ; t , t t [ i , t o t a l ' , ' t U t , i t t l : 

320 urire(6,250) 
yrite(6,26'0> (tfc'.f !g( : ) vo idrd< i ) . . r ' / i f ; , ^ - y C ? ) 

1 mpa(i) heliumC•), i=1,nciass ) 
u r i t e ( 6 , 2 7 0 ) 
» r i t e ( 6 , 5 ) 
return 
end 

ccccccccccccccccccceccccccccccccccccccccccccccccccccccccccccccccccccccc; 
c c 
C V*CC«r C 
c c 
c subroutine to keep track of where the vacancies are goi^g c 
c tvdvac=net nuroer of vacancy's absorbed by voids c 
c vdreca>=nu*er void vacancies lost to reconfciration, c 
c equals the n u * e r of i n t e r s t i t i a l s absorbed c 
c vdemit=the number of vacancies emit ted from voids c 
c vo<ds=the net vacancy absorbtion at vois c 
c bubble,subgrn,disloc,c' .ster , f loop,precip analogous to voids c 
c c 
cccccccccccccececccccccccccccccccccccccccccrcccccccccccccccccccccccccecc 

subroutine vaccntftimdl l ,~~[ f i g , i c l f l g , l c l a s s , n c l a s s , p p t f ! g , 
1 vdf lg) 

imci ic i t r e a l # 8 ( a - z ) 
coimon /cavprra/ bbconv(5),bbsnk bbsnkO.cvsnkT ,cvsnkv comprs(S), 

1 c faci (5) ,c facv(5) ,cvsnk0 cw(5 ) ,de lhe (5 ) . *sc5 ) , fvC5) ,ga '7 i ra (5 ; , 
2 he l ium(5) , (npa(5) ,ncr i : r (5 ) ,preSS(5) 1 r ( iohe(5) , 
3 t tconv(5),vdsnk,vdsnk0,voidcn(5),voidrd(5) 

conrcn /disprir / av[e>rd,bi1o,bi2o,bv2o,bi3o,bi4o,hv3i , tv ie , 
1 c2dis ,c3dis ,cvU45) ,cvn,d icon,d isp ' .d ,d 'snC,s isntd ,d 's tc t , 
2 ec2dis,ecSdis, irrann, i r r s r c , lpnum(45),lprad(45),r.cra?c- rurv o , 
3 i :pnax,prmtl ,pr(nt2,prmt3,prmt4,rate(45),rc,rhosnK,r- . shrv3d, 
4 taui iM,snkerr ,snknew,snktst ,srcden,stckf t ,s t ferg, ta i .4 , 
5 tetcon tnrarm, t h r s r c . t r icon zi l ( 4 5 ) , z i l O , z ' r , : : f , z , : , Z i 3 , Z ! 4 , 
6 Zvl(45),zvl0,zvn,zv2,*v3,iv4 

common /defprm/ a l p h a , a o . b v e c t d . b v e c t f , c v c l s , c v e m i t , d ; f f i . d i f f v , 
1 ef ,e im,e«, f racls ,gamvcl ,genvcl , ir.tcoo, intgn2, in:gnr, i r f , 
2 nuravac.nunvct,omega,radvct .sprsat tauvcl ,vaccne ( /accon, 
3 vacgnr vclsr.k.ci lo .c ih i cvgues, ! * ' u x , v f lux ,oel f -x 

common / b e l r l / appmr.e,bubble cavhe,clster ,dery<50) d t f fhe , 
1 disioc,dcscng(10),doschk,efiemig,e<i*)fcl,emdis» ,eirf (p,efncpr.ers-^tg, 
2 emvc! emvoid,floop,gasd,graind,grndO,grr«nax,grnta'j,n»:'fac, 
7 in tbo! , i r . t f tp, mrne t , irrtpet, m t r e c , int'.bg, intvcl , i r . *^d,k'>Dgi, 
3 hegnrC,hegr,rr,«sbgv,intrxne,ntdhe,pi , p t t f ig,pptcon,pp:r<id, 
4 pc:srk,pcttau,precip,prr . tdt ,prntnw,recort) ,stcp,strf .s ' - . , 
5 suftghe.sungrn.swei I . i m s i r ^ , ' » * l t 3 l , t a u o , t a u t o 1 , t c C K ) , U -TC, 
6 time, tic, f-tdos tsink i , t s i r , * / , tvd/ac,vd<vn! t , vd'ccn.vc: -;. 

integer betf lg(5),vd? i g ( 5 ) , i c i f Ig , lc lass ,nc ia ' ,s ,ppt f i g , : 
ppsink=0.CdO 
i 'Cppt f lg .eq .1 ) pp-S'nk=pptsnk 
recomb=recofl«.*a 1 pna'vaccor,* i ntcon* t i indl t 
do 175 i = 1,nc;a-.<. 
tircvac=K( 15* <oidrd< i )*voidc>( i )*cf acv< • ) 
t<r» i r t - 's ( i J'voidrdf i )*voidcnf i )mcf*r;'i) 
void^veidi^Mipvac'Cvf lux-di f f v ' r w ' i ) ) * t imdi ?**-if. - ( i ) 
intvd=intv3-»tirpirit*i ' l i J /»tirr<j; t * / d f . t j ' i j 
vdrecm=vdrecrr-»!j\p<nt' i f lu/*? iirrtl t ' / d f • g ' ' ) 
/demi t=vdPfi>i t»tr^v^c*di f f / * c / * ( i ) * t i -nd'. t * yit'. •;( ', 
tvdvac = t/dvac»ttff//«'.*v' •.'*./"t IWJI t ' v s f l-j( < > 
•;wlrmc^f,*lc(np • f rmpvac*'1i f ' / * f vac cor. c / V ' I J ) 

1 -Toirit* i f. j / ) * ti.wl! t * / d f i -i( W 
Oibbi o*»jbble»fnpvar»f yf iu / -di f • /*<: / • / ' : ) ) * t 'ndi ' 'r. '- 1 . ' - / : > 
in!bbl = 'nthcl»*mp'nt # ; f ' u / * ' -.r-^l r 'obi f lg( : : 

http://thrsrc.tr
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175 continue 
subgrmsubgrmksbgv*(vf lux-diffv*cvea»t)*tiindlt 
precip=precip»ppsink*(vflu«-diffv*evemit)*timdlt 
clster=clster • 

1 (vclsnk*(vflux-diffv*cvcls)+intgnr*fracls)*tiadlt 
disloc=disloc * 

1 zvn*rho$nk*disntd*(vflux-diffv*cveait)*ttmdlt 
ip*sbg=intsb9*ksbgi*iflux*ti«dlt 
intppt=intppt+ppsinfc*iflux*tiadlt 
intvcl=intvcl • vclsnk*iflux*timdlt 
intnet=intnet • zin*rhosr.k*disntd*if lux*tindlt 
i f ( i c l f lg .ne . l ) 90 to 185 
do 180 i=2.lclass 
intflp=intflp • zit(i) #rhosnfc*2.*pi*lprad(i)*tpraj«(i) # 

1 iflux*timdlt 
180 f(oop=floop • zvKO'rhosnk^.^piMpradCOMpnuaXi)* 

1 <vflux-diffv*cvl(i))*ti«dlt 185 return end 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc c c c FCNCW c c c c function to calculate value of c w , vacancy concentration in c c equilibria* with cavity c c c cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc function fcncw (kt,omega,vaccne,gamma,rvoid.gpress,i) implicit real*8 (a-z) integer i 
cvvexp=(2.*ga«ma/rvoid-gpress)*oaega/kt if(cwexp.gt.15. .or. cwexp.lt.-15.) urite(6,901) i.cwexp cwexp=dmax1( -15.dO, dmin1(15.d0,cwexp) ) f cnc w=vaccne*dexp( c wexp) return 901 format(5x,'» for i*',i2,' fcncw exp. terms'.lpdll.S,' « • ) end 

cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc c c c FCMLPG c c c c function to calculate the loop growth rates c c c c dedm=change of loop energy w/ respect to loop no. of inter. c c linetn=line tension contribution of loop energy c c stckft=stacking fault contribution to loop energy c c cvUequilibriua vacancy concentration at loop suface c c c 
ccccccccccccccccccccccccccctcccccccccccccccccecccccccccccccccccccccccccc function fcnlpg(lrad;pi,rhosnk,g,stckft,zin,zvn,zilO,zvlO) implicit real's (a-z) 

comnon /defprm/ alpha,ao.bvectd.bvectf,cvcls,cvemit,diffi,diffv. 
1 ef,eim,em,fracls,gamvcl,genvcl,intcon,intgn2,intgnr,kt, 
2 numvac.mwvcl,omega,radvcl.sprsat.tauvcl .vaccne.vaccon, 
3 vacgnr.vclsnk,cilo,cihi,cvgues,iflux,vflux,delf[x 
ziIr=zi10 z i l - r 
zvlr=zvl0 z t l - r 

c zilr*dmin1(3.5d0, (zin • zi l0/lrad**2) ) z i l - r 
c zvlr* zvn * zvl0/lrad**2 z i l - r 

linetnc9*bvectf*omega/2.8/pi/lrad*dlog((.d0*lrad/bvectf) 
dedm=dmm1(30.0d0,1 tnetn+stckf t ) 
cvl r*vaccne*dexp( -dedni/kt) 
fcnlpgsbveetf / rhosnk / 

1 (z i l r # di f f i * intcon • zvlr*(diffv*vaccon-diffv*cvlr)) 
return 
end 

ccccccccccc-cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
C FCNSNK C 
c c 

http://cwexp.lt
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•vc^ccr. ;gec-«:-y : » - T cf . ; • : • : « i-»«•} 

: - o . i c i t "ea'.'3 'a -z) 
C'riersTC". v i : c s ( * ) , /o-z'.'-f.'i.*%'.'i 
integer DC', * - 5 ' ' ) , ' , rc la- i i 

vCS-irO=C.C'2j 

Co i:0 i = :,r.cla'.s 
f-c«-.«-fs( ' '.'voiafil: )*<o-ec-(; i 
i f (=G ' . f lS r : ) - « . V, go TO 5C 
vds.lkO= ."lir«C»:-p-L^r 
=0 to ICO 
CCSrir,'=CC-S'«0**-C'i"* 
f cr-.sr.K = f c-V.««T~pv-k 
re'.-rn 

cccccccccccccccccccccccccccccecccccccccccccccccccccccccccccc. ;:-::•: 
c 
C FOiTW 
c 
c function to ea.c.>aTe tota l <oid voij-<e (s«e l l ) 
c 
cccccccccccccccccceccccccccccccccceccccccccccccccccccccccccccccc:: 

function fcr>T/v{vc:Pc, voidrc.f v.-c'.asj) 
i r x . i c t reat*8 (a-z.; 
Ci-«ns i or. vc 1 ccr.( * ) . vo:ere: 1), f •( *) 
rrteger ; , no ass 
fer.t*v=C. 
do 'OC :sl,nc!ass 

ICC fcntw=?enrvv*fv{ i )*voidrc*( i ) "3 *« iec*> ( ' ) 
return 
era 

C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C C ^ C C C C 

c fCXVCS 
c c 
c 'jr^ticn TO calculate nea /aca""cy generation rat» c 
c c 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC_CCCCrcr ; rc r -_ -_CCC<:c -

f- jrction fc.nwar(cotf 13, i c l f .g, iclass,net ass,pprf Ig .vd ' ' 5) 
: r c ; i c i t reai*3 ( a z ) 
ccrrcn /cavprr./ &bconv(5>,fac,or> :jcsr»',c/•sr.» i ,cvsr«; c r c r ' , ' 5 ) , 

* c fac ' (5) ,cfacv(5) ,cvsn*C^C'vCi ; ,c>;he(5}, fsr5) , f / (5) ,o i r racS,, 
2 riet t jn(S), - !paf5) , rcrTr(5 i ,p i - r - ; ' i (5) f rnc^e(5) , 
J ttC0nv(5),v:sr,ir,vC'.'-'C, /0!-3c^5 ), vo:Crd(5) 
ccrrv. /dsp ' rn / a^'P'd.bi 1<5(bi2a,sv2o,bi Jo,ci4o,tw3'. ,o<io, 

1 c2o''s,c3dis,cvi(45),cvn,c.ccr.,::: ;p d,d'siC,3-.'.r.t<;,-:• • , : - / , 
? ec2sis.»c3dis, i r r a rn , i r r s r c , ! pr j<if<o) iprad(45), 'C'«*? , " V • p, 
3 11 pma/, prrt ' ,prmT2, P"^T3,pr!r,Ti,rate(45;, re, r -" isr* , rc ( s' : r - /y: # 

4 tauirrjt,srverr,snkr,ew,snirtst, sroee ' .s 'cr f t ,stf*ng,,»a>., 
1 tetccn.thrann.thr^-c, t r :con,z ' K 4 5 ) , ' , l | 3 , z : n , Z ! . , z i 2 , z i J , z , 4 , 
6 Z/t(45/,ZvlQ,zvn,z»2,Zv3,Zv4 
conron /cefprm/ 3 pna,ao,j5v<ct(3,bvtctf ,c^t!s,ever. 11,d: ' • • ,c• f ' / , 

ef ,e;"n,w,f racls.gamvci ,genvel , i r r c c , tntgn2, ir.Tg^.r, * t , 
2 rn/tv3c,rnjTivci , cv?ga,rad/ci ,sp'sa: tauvcl , / . i c c ^ ( /«•:'.or, 
5 vacgor vcisnu.ci l o . c ' h ^ c g i j * ' 4 , i f [>.;/, / f ' -../."self. / 
common / b a l r ! / appfline.bucole^a/.e.ci ->ter ,o>r ^(50),o- f " • » , 

" o"i^'. oc.doic^gClOi.dC'jCltjenemig.efnCfci , d d i s l ,« " * • p,<!̂ <-r.*, «r ' . r / j , 
2 ervc! envoi3,f .OOP,gas'J.gratnd,g^r/-0,9rr/aa/ , grr» an, r.#••:-*'., 
7 inrpc , <r• ?•'.p, 'nmet ( : n rpp t , i i * r « r , i n tsc j , * - r vc 1 , • " /nt r'.r/; , 
3 fiegnr'i,he'inrr,i'sr/3/,mrr»r.e,r.T'jh"?,pi ,pi t ' g.pptcor r pp"ra^ # 

4 pp tS"> ,PPTta> ,p r * :C ' P . p T . t d t , p r r t r » , ' • C T C . S t ' ^ . s f O - . s , 
5 s.oghi»,vJti<)T,,',,»<l' ,-.*f. C'x /-,«i.r'1 / ' .-,. Jp r f ̂ - ' o ' , t c ' " . ; , *'"T-, 
6 t ine, t* TOT "Jos, f . r » • ,'s — f/,' t,it>>r.. t'W'\', f.'^'.' , / • ' : . 

'. n'»ger bet f !3(S>, /Cf' s(S), : c. ' , g , c .Ais.r; ' . a'.-.,tf.- ' 1 , 
<»",'/o'd=C. 
erf.pjC.o 
p p s i n r ^ , . : ^ 
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so 
80 

100 

i f (pptf lg.eq. l ) ppsink=pptsnk 
end i si=ivn*rhosnk*di sntd*di f f v*cvemi t 
eappt=ppsi nk*dt f f v*cveai t 
«asubg=ksb9v*di ffv*cveait 
eaNcl=velsnk*diffv*cvcls 
i f ( i c l f l a . n e . l ) go to 80 
do SO i=z Iclass 
emf Ipeearflp • 

1 zvl(i)*rhosnk*2.*pi»lpr«d(i)*lpm«Ki) ,diffv*cvl(i) 
continue 
do 100 j=1,nclass 
tmpvac=fs( i )*voidrd( i )*voidcn( i )*cf acv( i ) 
eavoid=eawoid * Ufivac*dtffv*cvv(i)*vdflg(i) 
eabbl=e»bbl * tmpvac*diffv*cw(t)*bblflg(i) 
continue 
f cnvgr=intgnr*< 1 -d0- f racls) 

1 • (emdisl+e«ppt*e»subg+«*bUe«void*emvcUe«rflp) 
return 
end 

cccccccccccccecccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c c 
c 0UHSUB c 
c c 
c • Ju—j)' subroutine for dlsode, see documentation c 
c c 
ccccccccccccccccccccccccccccccccccccccccccccccccr~cccccccccccccccccccccc 

subroutine dumsutXneq, t, y, ml, au, pd, nrowpd) 
iaplicit real*8 (a-z) 
integer neq,nrowpd,ml,mu 
diaension y(neq),pd(nrowpd,neq) 
return 
end 

A.2 Sample Data File for MICROEV 
See the Introduction to this Appendix and the comments in the 

MICROEV source listing for an explanation of the input parameter:. 

data file for MICROEV, 100 dpa irradiation at 500 C 
base case panneters, January 1987 

1.400 1.600 0.850 1.350 1.750 2.500 
.800 .0800 2.00e*17 3.50e-13 0.50 

1.00e-06 0.3333 1.25 1.00 1.500 1.000 
500.0 3.00e*11 0.0 15.0 2.00 
0.600 1.00e*01 8.00e-08 0.800e*00 2.00e-03 

1.3291e-07 2.00e*15 1.773 1.000 0.3545 0.050 
1.00e-04 I.OOa-09 1.00e»09 1.00e+08 1.00e*14 

63.0 90.0 110.0 127.0 33.0 38.0 42.0 
1.00e-05 3.183e*14 3.20e*07 ppt. radius, cone, time 
1.00e04 1.00e-04 1.00e»08 subgratn diameter 
1.00e*08 2.50e*07 1.00e»04 1.00e*01 1.00e*04 1.00e*04 

0 22 0 10000 0 
1 16 8 2 -1 

2.28e+15 2.53e*14 void densities line 
1.000 0.400 fv l int 
1.000 0.434 f t Una 

0.800e*00 0,800e*00 gamma line 
2.00 2.00 helium line 
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A.3 Partial Results from Sample MICROEV Run 
These results are printed at the end of each run. More detailed 

output is printed at intermediate doses as requested by the input 
parameter "prntdt" on the thirteenth line of the input data set. 
Additional output includes an echo of the input data set, a table of 
calculated material and irradiation parameters for the current data 
set (see the subroutine CONST), a table of selected variables that 
is printed when a size class of bubbles converts to voids (see the 
subroutine TABLE) and line-printer plots of dose versus swelling, 
Frank faulted loop number density, and the network and total 
dislocation densities (see the subroutine PLOT). 

For cavity size class 1: bubbles did not convert to voids. 
For cavity size class 2: 

bubble-to void-conversion dose = 36.1 dps, 
oubble radius at conversion * 1.274 tm. 

Approximate dose to IX swelling = 44.1 dpa. 
Haxiaua swelling rate = 1.365d*00 X/dpa at 99.7 dpa. 
MaxiMum faulted loop density » 1.318e»20 at 68.0 dpa. 
dose swelling network dislocation faulted loop 

density densit> 
(dpa) (X) V**2) C/«"3> 
0. 0.00e*00 3.00e*15 0.00e*00 
10.00 3.37e-04 6.36e+14 9.96e*19 
20.00 7.39e-04 6.31e+14 1.01e+20 
30.00 1.22e-03 6.28e»14 1.01e*20 
40.00 4.19e-01 5.89e*14 1.10e*20 
50.00 4.82e*00 5.24e*14 1.23e*20 
60.00 1.30e*01 4.71e*14 1.31e*20 
70.00 2.38e*01 4.36e*14 1.32e*20 
80.00 3.61e*01 4.09t^14 1.29e*20 
90.00 4.91e»01 3.90e*14 1.27e»20 
100.00 6.25e*01 3.73e*14 1.23e*20 
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