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Spin-Flip (p,n) Reactions on Mg, Fe, and Fe at Selected Proton Bombarding 
Energies in the Range of 17 to 25 MeV 

ABSTRACT 

New data are presented for the Mg (p,n) Al reaction at E - 19.12 and 

24.97 MeV, for the 5 4 Fe(p,n) 5 4 Co reaction at E - 17.20, 18.60, and 24.60 MeV, 
56 56 

and for the Fe(p,n) Co reaction at E - 19.12 and 24.59 MeV. Data were 

taken with the LLNL Cyclograaff at 16 angles from 3.5° to 159.0°. A 

large detector at 23.8° with a long neutron flight path collected high resolu­

tion spectra. This large detector also collected separate 0° high resolution 
pc EC 

data on the Mg and Fe(p,n) reactions at E » 19 MeV. 

Absolute differential (p,n) cross sections were extracted for 1 states in 

2 6 A I , 5 4 C o , and 5 6 C o , for tho 0 + isobaric analog state (IAS) in 5 4 C o and 5 6 C o , 
+ + 5 4 

for a 2 state in each residual nucleus, and for "le 0.199 MeV 7 state of Co. 

No new experimental states were identified. Only relative cross sections were 

extracted at 0°. Experimental angle-integrated cross sections were obtained 

for all but one state. 

DWBA79 was used, with the G-matrlx effective nucleon-nucleon interac­

tion of Bertsch etal. (with the central triplet-odd component V - 0) and 

the Livermore shell model wave functions to calculate differential (p,n) cross 
+ 54 56 

sections to 1 states and to the Co and Co IAS. The shapes of all DWBA79 

calculations were in good agreement with measurements. The ratio n of the 

angle-Integrated measured cross section to the DWBA calculated angle-

integrated cross section ranged from n » 0.62 to n » 1.56 for all states with 



these exceptions: 5 4 C o IAS (n - 2.59 at 17.20 MeV, n - 2.51 at 18.60 MeV), and 

5 6 C o 1.7203 MeV 1 + (n - 0.12 at 19.11 MeV, n * 0.10 at 24.59 MeV). The large 
54 values of n for the Co IAS at 17.20 MeV and 18.60 MeV may have been due to 

55 the contribution from decay of the Co compound nucleus. The small values of 
56 + 

n for the Co 1.7203 MeV 1 indicated that the shell model wave function was 

inadequate to describe that particular state, n ranged from 0.62 to 0.88 for all 

1 states except for the following states: Co 1.7203 MeV 1 (n - 0.10, and 

0.12), 5 4 C o 0.9372 MeV 1 + (n - 1.50 at 17.20 MeV, and n - 1.35 at 18.60 MeV), 

2 6 A I 1.0578 MeV 1 + (n - 1.09 at 19.12 MeV), and 2 6 A I 9.44 MeV 1 + ; T - 1 (n • 1.15 

at 24.97 MeV). 

Normalization of the DWBA angle-integrated cross sections to measure-
54 56 

merits for the Co and Co IAS (at E - 24.6 MeV) yielded the renormalized 
V - 21.412.1 MeV. Normalization of the DWBA angle-integrated cross 

54 56 + 

sections to measurements for the 24.6 MeV Co and Co 1 states, coupled 

with the normalization of the wave functions to previously experimentally de­

termined GT strength, yielded the renormalized V - 12.3±1.2 MeV. 

The experimental Gamow-Teiler strength B(GT) of the T - 1 Al 

state at 9.44 MeV was found to be 0.69; B(GT) of the T » 1 Al state at 
exp. 

10.47 MeV was found to be 0.39. These strengths were obtained by normalization 

of the wave functions using the Gamow-Teiler matrix element of the 1.0578 MeV 
+ 26 

1 Al state. This matrix element was previously determined experimentally 

from the beta decay of Si. Shell mode! calculations of the Gamow-Teiler 
strength B(GT) c a | c gave B(GT) C f l | c - 0.49 for the 9.44 MeV state, and 

El(GT) c a | c - 0.42 for the 10.47 MeV state. Thus, it is concluded that the mea­

sured Gamow-Teller strength of the 9.44 MeV state Is enhanced (by a factor 



vi 

of 1.39) compared to the theoretically predicted value. Also, the measured 

Gamow-Teller strength of the 10.47 MeV state is quenched (by a factor of 0.93) 

compared to the theoretically predicted value. 

Finally, it is concluded that the G-matrix interaction (with the central 

triplet-odd component of the effective nucleon-nucleon interaction set to zero: 

V - 0) provided a good description of the effective nucieon-nucleon Inter­

action. Also, shell model wave functions gave reasonable descriptions of the 1 

states and of the Co and Co IAS. 
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I. INTRODUCTION 

The (p,n) reaction has been used as an experimental tool for many years to 

identify the energies, spins, and parities of states in the residual nucleus. It has 

also been used as a means of elucidating optical model parameters and of under­

standing nuclear structure and the effective nuclear interaction. For example, 

the (p,n) reaction was used in the discovery of the Isobarlc analog state phenome­

non. In the work described here we have performed experiments with the (p,n) 

26 54 56 

reaction on Mg, Fe, and Fe for selected proton energies from 17 to 25 MeV. 

The isobaric analog state (IAS) in Co of the ground state of Fe was investigated 

for both stable isotopes of iron. Although this research concentrated mainly on 

the 1 levels of the residual nuclei, we also included some states of spin other 

than one. The choice of the three target nuclei was based on the search for new 

1 states in the residual nuclei, coupled with the availability of manufactured 

targets. The proton bombarding energies were chosen, within the constraints of 

the LLNL Cyclograaff Facility parameters, to give reasonable energy resolution 

at the lower energies, and also to elucidate the dependence of the cross sections 

on the proton bombarding energy. 
26 54 56 

The (p,n) reaction on Mg, Fe, and Fe at high proton bombarding 
energies has recently been used to study the Gamow-Teller strength distributions 

2-5 in the residual nuclei. These measurements were limited in several ways. 

First, the high proton bombarding energies resulted in poor resolution of the 

states in the residual nucleus. Individual states were often difficult, sometimes 

impossible to resolve. Second, the experimental apparatus restricted the angular 

distributions to a few forward angles. 

The measurements of this paper complemented the above earlier high eneigy 

measurements. Our low energy measurements plus the high energy ones gave the 
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variation in (p,n) differential cross sections with proton energy. In addition, our 

measurements generally had considerably better energy resolution, allowing the 

identification of individual states. Angular distributions taken over the larger 

range of 0° (or 3.5°) to 159° in the laboratory system, permitted the 

comparison of measured cross sections with DWBA calculations for transitions to 

individual states. However, the high proton energy work had the advantage of 

preferentially exciting the 1 states compared to the other states. Also, the 

maximum excitation energy attainable in the residual nucleus was greater for 

measurements at high proton bombarding energy than for those of this thesis. 

Our low bombarding energy (p,n) measurements provided further opportunity 

to test the validity of the various shell model calculations made at Livermore. 

The (p,n) measurements of this work enabled us to compare DWBA calculations 

with angular distributions of 1 states. Z-coeffick.its from shell model calcu­

lations were used by the DWBA code to calculate differential cross sections for a 

number of transitions (the Z-coefficients are coefficients of fractional paren­

tage; they measure the contribution of each of the possible particle-hole pairs In 

the (p,n) reaction). Comparison of measured with DWBA calculated cross sections 

yielded Information on the accuracy of the shell model calculation of Z-coefflcients, 

and therefore the accuracy of the nuclear wave functions, within the limits of 

the validity of both the DWBA approximation and the effective nucleon-nucleon 

interaction. 

The present investigation had both a theoretical component and an experi­

mental one. Experimentally, the (p,n) reaction was used to observe the excita­

tion of various states In the residual nuclei. An attempt was made to Identify 

new 1 states, as well as to measure differential cross sections of known 1 states. 

The (p,n) differential cross sections were measured at 16 angles between 3.5° and 

159°; in some cases a 0° measurement was made. Angle-integration of 
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most of these measured cross sections was also done. A large neutron detector 

was used in conjunction with a long neutron fSight path at 23.8° for better 

energy resolution than that of the other 15 detectors. All the 0° measure­

ments utilized this large detector; its characteristics, including measured effi­

ciency, will be fully described in section II.E. 

The theoretical component consisted of first using DWBA79, a distorted-

wave Born approximation computer code, to calculate (p,n) differential cross 

sections for transitions to many of the experimentally observed nuclear states. 

Then a comparison was made with measured cross sections and an attempt was 

made to understand the comparison in terms of nuclear structure and nuclear 

reaction theory. The shell model codes were also used to generate a manifold of 

excited states, and a 1 strength function; both were compared with experiment. 

26 54 We now review some of the previous research on the Mg, Fe, and 

Fe(p,n) reactions. Twenty years ago, J.D. Anderson etal. used the Livermore 90-

in. cyclotron to measure the differential cross sections from the isobaric analog 

(p,n) reaction on 19 targets, including Fe, at a proton bombarding energy of 18.5 

MeV for lab angles of 3 ° to 153° in approximately 15° steps. Differential 

cross sections for isobaric analog reactions were also measured for 17 MeV pro­

tons on Fe, and on three other targets for lab angles of 3° to 153° in 
E C E C 

approximately 30° steps. In Fe(p,n), the isobaric analog of the Fe ground 

state, several excited isobaric analog states, and the configuration state were 
56 7 

observed in Co; all these states had been previously identified. Configuration 

states are defined as "states in which the overall configuration of the nucleus is 
o 

unchanged (apart from the exchange of a neutron for a proton)." Note that 

corfiguration states whose isospin T is the same in both the target and the residual 

nucleus are designated isobaric analog states. Cross sections for the 
56 56 + 

Fe(p,n) Co 3.59 MeV 0 isobaric analog state (IAS) were obtained at 17 and 



18.5 MeV; cross sections for the 4.44 MeV 2 excited analog state were obtained 

at 17 MeV. Using the approximation that the incoming proton and outgoing neu­

tron were plane waves, a simple Lane optical model calculation was able to fit 
56 56 

the Fe(p,n) Co IAS differential cross sections at Ep « 18.5 MeV. 

In an experiment performed by RF. Bentley and associates 35 target nuclei, 

including Mg, Fe, and Fe, were bombarded with 22.8 MeV protons from 
g 

the University of Colorado cyclotron. Results (first published in 1971) included 
pft ?fi + 

the angular distributions for the analog transition Mg(p,n) Al 0 (E » 0.23 MeV), 
54 54 + 

and for the transition Fe(p,n) Co 7 (Ex - 0.199 MeV). A preliminary 

attempt to calculate the latter angular distribution with DWBA codes gave a 

poor fit to data. Bentley's 1972 Ph.D. thesis (unpublished) contained a complete 

account of the experiment on the 35 nuclei. Cross sections were measured for a 
26 54 56 

number of states in Al, Co, and Co, including the analogs to the parent 

nuclei ground states, and a number of 1 states. The energy resolution of the 

states in the residual nuclei ranged from 30 to 250 KeV. A comparison of these 

data with the 24.6 and 25.0 MeV data of the present work will be presented in 

section III.A.9. 
26 54 56 

We now summarize Bentley's work on Mg, Fe, and Fe: All measure-
ments were made at a proton bombarding energy of 23.8 MeV. Mg(p,n) differ-

26 + 

ential cross sections were measured for the following Al states: 0.00 MeV 5 , 

0.229 MaV 0 + , 0.418 MeV 3 + , 1.059 MeV 1 + , 1.760 MeV 2 + (3 +) , and 2.072 MeV 2 + 

The angular distributions ranged from 10.5° to 153.7° in the center of 

mass (CM) system for the first four states above, and from 10.5° to 125.8° 

for the last two states. 
54 54 

Fe(p,n) differential cross sections were measured for the following Co 
states: 0.00 MeV 0 + , 0.199 MeV 7 + , 0.94 MeV 1 + , 1.446 MeV 2 + , 1.87 MeV (3 +), 



2.149 MeV (5 +), 2.285 MeV (?), 2.645 MeV (4 +), and 2.90 MeV (?). The angular 

distributions ranged from 10.3° to 153.0" in the CM system. 

56 56 

Fe(p,n) differential cross sections were measured for the following Co 

states: 3.577 MeV 0 , and 4.451 MeV 2 . The angular distributions ranged from 

10.2° to 151.7° in the CM system. 

In the Bentley work a number of DWBA calculations were made. The Influ­

ence of the following parameters was examined: "the optical potentials, the 

bound valence nucleon wave functions, the range of the nucleon-nucleon inter-
11 action and the inner cutoff of the radial integral". Reasonably good fits to 

experimental data were obtained (after normalization of the calculation to data) 

26 54 56 
for the analogs to the ground states of Mg, Fe, and Fe. The 
Rd 54 + Rfi Bfi + 

Fe(p,n)°*Co C.94 MeV Transition and the O DFe(p,n)O DCo 4.451 MeV 2 analog 

transition were adequately fit by the normalized DWBA calculations. 

The DWBA calculations for this thesis have four advantages over the ones 

for the University of Colorado data. First, our DWBA calculated differential 

cross sections were absolute. Bentley's DWBA calculated cross sections for 
26 54 56 

Mg, Fe and Fe (p,n) were normalized to the data. Second, differential 54 cross sections for each transition were calculated at two (three, for Fe) 

energies. Third, the more accurate Ohio University set of neutron optical model 

parameters v.as used in the DWBA calculation. Fourth, Z-coefficients were 

explicitly calculated from Livermore shell model codes and entered into the 
26 54 56 

DWBA calculation. Bentley's Mg, Fe, and Fe (p,n) DWBA calculations 

used simple nuclear wave functions consisting of one or two configurations. The 

DWBA calculations of this thesis used more accurate complex nuclear wave 

functions consisting of as many as ten configurations (with the Z-coefficients 

determined by the shell model code). 



Also, we have made DWBA calculations, not made by Bentley, for (p,n) 

transitions to the following states: 1.851 MeV 1 + , 9.44 MeV 1 + , and 10.47 MeV 1 + 

26 + 54 
in Al; 5.32 MeV (input as a 1 state in the DWBA code) in Co; and 

1.7203 MeV 1 + and 2.79 MeV 1 + in 5 6 C o . 
12 In 1975 J.D. Carlson, CD. Zafiratos, and D.A. Lind published an analysis 

of the (p,n) isobaric reaction on 29 of the 35 nuclei in Bentley's thesis. The dif­

ferential cross sections were analyzed using the Lane optical model with the 

DWBA In order to derive an optimum U. for each nuclide. The parameter U 1 is 

defined as follows in the Lane model: 

U - U Q + 4 f TLyA, 

With U - Lane optical model nucleon-nucleus potential, LL - isoscalar potential, 

U. - isospin potential, t - projectile isospin operator, and T » target isospin 
13 operator. U. was initially deduced from the Becchetti-Greenlees set of proton 

optical model parameters. The shape of the imaginary part of U. was varied to 

give a good fit to data, while the shape of the real part was kept fixed at that of 

Becchetti-Greenlees. The real to imaginary well depth ratio was also fixed at 

the Becchetti-Greenlees value. Carlson etal. concluded that The resulting 

best-fit form factors had overall strengths 20-30*!. ' i * than the Becchetti-

Greenlees value. Further, the resulting imaginary part of U. was found to peak 

at a decreasing radius relative to the real part of U. with an increasing width as 
14 A increased." The best fit U-'s were used to generate a set of self-consisten; 

optical model neutron parameters from the Becchetti-Greenlees proton optical 

model potentials. These potentials were found to give good agreement with data 

when used to predict (n,n) cross sections. 
15 In 1a?4 H.W. Fielding etal. described a University of Colorado 

56 56 
measurement of the Fe(p,n) Co reaction at a proton bombarding energy of 

56 22.8 MeV. Angular distributions of neutrons corresponding to the Co IAS and 
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the so-called Co antianalog state (AAS) wsre measured for lab angles of 10° to 

120°. The OWBA Lane model calculations were compared with measurement 

for both states. Inclusion of a coherent two-step (p,d) (d,n) proctds in the calcula­

tions resulted in an improved fit of data to calculation compared to a single step 

process. The two-step process reproduced the IAS angular distribution very well, 

but failed to reproduce the AAS one. However, the calculations of this thesis 
54 56 

accurately reproduced the shapes of the Fe and Fe IAS angular distributions 

using only a single step process. 

The measured differential cross sections of the work of this thesis involve 

some transitions that were previously examined by University of Colorado re-

searchers sc the proton bombarding energy of 22.8 MeV. Our Mg measurements 
54 were made at approximately 19 MeV and at 24.97 MeV. Our Fe measurements 56 were made at 17.2, 18.6, and 24.6 MeV. Our Fe measurements were made at 

approximately 19 MeV and at 24.59 MeV. Good agreement between absolute 

differential cross sections for the 22.8 MeV data and our data at around 25 MeV 

substantiates the reliability of both sets of measurements. 
1R 

At Tohoku University, H. Orihara and associates stated in 1981 that they 

had observed the T « 0 and T » 1 components of the Gamow-Teller giant reso-

54 54 

nance in the Fe(p,n) Co reaction at proton bombarding energies of 32, 35, and 

40 MeV. The measurements were made at CM angles between 0° and 90° 

for 35 MeV, and at several angles for 32 and 40 MeV protons. Two large peaks, 

at 5.32 MeV and at 10.23 MeV were identified as 1 ; T » 0, and 1 ; T - 1 states, 

respectively. The authors stated that The DWBA calculations reproduce very 

well not only the angular distribution shapes but also the magnitudes of the cross 

sections for the ground state and the 0.94-MeV state. The calculated angular 

distribution shapes for the 5.32- and 10.23-MeV states are also in good agreement 
+ 17 

with the measurements, supporting the 1 assignments to those states." The 



5.32 MeV state carried approximately 50% of the DWBA calculated T < 6T 

strength. The 10.23 MeV state carried approximately 40% of the DWBA calcu­

lated T GT strength. 

18 However, J. Rapaport etal. reported in 1983 that their study of the 
54 54 

Fe(p,n) Co reaction at R proton bombarding energy of 160 MeV failed to show 

a strong 1 state at 5.32 MeV, casting doubt on the Orihara etal, assign­

ment. The strong state at about 10 MeV was observed. Evidence in mis thesis 

also suggests that the 5.32 MeV state Is not a 1 state. Rapaport obtained 
54 54 A « 

Fe(p,n) Co differential cross sections at the lab angles of 0° , 5.1°, 
8.1°, and 11.1°. He also presented 0° cross sections for a number of 

54 L - 0 transfers In the Fe(p,n) reaction. 
56 In the same paper, the Fe(p,n) reaction was examined at a proton bom-

56 barding energy of 160 MeV with neutron detectors at 0° and 4.7°. Fe(p,n) 

zero degree cross sections for L - 0 transfers were also obtained. For both 
54 54 56 56 

Fe(p,n) Co and Fe(p,n) Co, the total experimental GT strength was approx­

imately 50% of the GT strength predicted by the shell model calculations of 
19 Bloom etal. In deducing this value of 50%, comparison was made between 

54 56 
experiment and theory for Co excitation energies of 0 to 25 MeV, and for Co 

excitation energies of 0 to 26 MeV. 

20 In 1980, CD. Goodman etal. reported the results of measurements 

of zero degree (p,n) differential cross sections at the proton energy of 120 MeV 

for eight nuclei, including Mg. The measured Mg(p,n) differential cross 

sections to identified low-lying states were the 0.23 MeV 0 isobaric analog state, 

and the three 1 + states at 1.06 MeV, 1.85 MeV, and 2.07 MeV in 2 6 A i . The 

1.85 MeV and the 2.07 MeV states were unresolved, and the combined differential 

cross section of both states was presented. The squares of the Gamow-Teller 
26 matrix elements extracted from experiment for the beta decay of Si to the 



+ 26 
1.06, 1.35, and 2.07 MeV 1 states in Al were presented. The square of ihe 

26 
calculated Fermi matrix elements of the Si beta decay to the 
26 + 

Al 0.23 MeV 0 state was also given. Goodman etal. found that after 

correcting for distortion effects, all the 120 MeV 0° cross sections were 

"proportional to the squares of the corresponding Fermi and Gamow-Teller matrix 
21 elements extracted from beta decay measurements." 

22 S.D. Bloom, CD. Goodman, S.M. Grimes, and R.F. Hausman used the 

Livermore shell mode! codes to calculate the total Gamow-Teller (GT) strength 
26 26 23 

for the Mg(p,n) Al reaction. The PMM interaction was used along with the 
26 

Mg 4p/6h (4 particles/6 holes) shell mcdel approximation. The calculation was 

normalized by setting the sum of the calculated strength of the first two 1 

states equal to the sum of the experimentally measured beta decay strengths of 

Si to these two levels. Bloom etal. state that "The validity of this compari­

son is supported by the fact that the shapes of the calculated and observed 
24 strength functions agree rather well." The comparison referred to is that of 

the theoretical GT strength funci on to the experimental 0° (p,n) measure­

ment, using the normalization described above. The total GT strength observed 

in the 0° (p,n) measurement at E - 120 MeV was found to be somewhat less 
p 

than 60% of the total calculated GT strength. Approximately 55% of the calcu­

lated strength was distributed into the lowest two calculated 1 ; T = 0 states and 

the first T - 1 state at about 11 MeV. 
25 In 1983 Bloom presented calculations of GT strength functions using the 

26 54 56 58 60 Livermore shell model codes for the nuclei Mg, Fe, Fe, Ni, Ni, and 
90 Zr. He found that "in general the agreement between the experimental and 

theoretical shapes ranges from good to excellent but the theoretical total strengths 

are too large by a factor of =-7= to ;r=j, the inverse of the so called GT quenching 
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factor." All the experimental shapes from the (p,n) data presented show the 

broad regions of Afl strength known as the giant GT resonance. 

in 1980 W.A. Sterrenburg etal. described their work on the Mg(p,n) Al 

reaction for proton energies of 24.6, 35.0, and 45.0 MeV. They obtained differen­

tial cross sections for the 0.23 MeV 0 state and the 1.06 and 1.85 MeV 1 states. 

The angular distributions ranged from about 15° to 105° (CM) for 24.6 

MeV, from about 7° to 110° (CM) for 35 MeV, and from about 10° to 

72° (CM) for 45 MeV. DWBA calculations gave reasonable agreement with 

experimental data. Values of V and V of the effective Interaction 

were also deduced. The ratio of T T ^ was found to increase with proton 
T 

bombarding energy in the Interval studied. 

U.E.P. Berg etal.28 Tound five 1 + states in 2 6 A I at 9.44, 9.89, 10.47, 
9R 2R 

10.83, and 11.21 MeV from the study of the Mg(p,n) Al reaction at a proton 

energy of 35 MeV. The differential cross sections were measured from 7° to 

120° (in the laboratory system) using the Michigan State Cyclotron Time-of-

Right Facility. The 1.06 MeV and the 9.44 MeV experimental angular distrlbu-

tions showed good agreement with OWBA calculations. The 3.16 MeV 2 angular 

distribution was given for comparison; it differed In shape from that of the 1 

states. The integrated cross sections for the five 1 states around 10 MeV were 

compared with the B(Afl) strengths from the (e,e') interaction. Berg et 

al. concluded that the integrated cross sections and the B(M1) strengths 

were closely correlated. 
29 R. Madey etal. used the Indiana University Cyclotron facility to 

26 2fi 

measure the Mg(p,n) Al cross sections at lab angles of 0° , 4 ° , 8 ° , 

and 12° at a proton bombarding energy of 134.4 MeV. They observed two 
26 

strong peaks at excitation energies in Al of 1 and 2 MeV, and a single strong 

narrow peak at 13.6 MeV. They identified as 1 , T - 0 states the 1, 2, and 5 MeV 
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peaks. The peaks between 9 and 11.5 MeV were identified as T - 1 states and the 

13.6 MeV peak as the first T « 2; 1 level. The shell model calculations of B.H. 

30 Wildenthal were compared with the experimental results. Madey etal. found 

that the total experimental GT strength was 60% of that predicted theoretically. 

He also found that the calculation reproduced the experimental distribution of 

GT strength into the above four regions of excitation energy (1-2 MeV, around 

5 MeV, 9-11.5 MeV, and at 13.6 MeV). The calculated relative GT strength of 

each region showed good agreement with experiment. 
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II. EXPERIMENTAL METHODS 

A. Overview 

The data for this thesis were taken with the LLNL Cyclograaff Neutron 

Time-of-Flight (TOF) Facility using a 30" (76 cm) cyclotron coupled to a tandem 

Van de Graaff accelerator (see figures la-d). Data were taken at selected proton 

bombarding energies in the range of 17 to 25 MeV on three metal foil targets of 

Mg, Fe, and natural iron. The TOF data were collected In a multichannel 

analyzer in the Cyclograaff control room and were stored on magnetic tape. At 

the end of an experiment the tape was read into a Control Data Corporation 

7600 mainframe computer. Various programs were then used to obtain excitation 

energy spectra and cross sections from the TOF data. 

Zero degree long flight path data were taken with a large neutron detector 

to obtain high resolution spectra. For these data the 0° geometry previously 

used by Wong etal. in their 1978 Fe(p,n) experiment was reproduced. 

Sixteen detector TOF angular distributions were also obtained. These 

spanned 3.5° to 159° in the laboratory system using 15 small detectors 

(see section II.D below) and the large neutron detector (see section II.E below) 

which was placed at 23.8° to obtain long flight path high resolution data. For 

these angular distributions the beam was transported into the neutron TOF pit 

(see figures la and 1d). 

B. Description of the Cyclogrsaff Facility 

1. Proton Beam Generation 

This section describes the features of the Cyclograaff Facility com­

mon to both the 0° and the 16 detector runs. The Cyclograaff Facility contains 

a Cyclotron Corporation Model CNI-15 30-inch AVF cyclotron (see figure lb) and 
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a High Voltage Engineering Corporation Model EN tandem Van de Graaff acceler­

ator (see figure 1c). Although both machines could have been operated Indepen­

dently, all the (p,n) data of this thesis were taken at proton bombarding energies 

high enough to require their combined use. The term "cyclograaff mode" refers 

to this combined use as-described below. This mode produces a 16 to 27 MeV 

proton beam. 

In the cyclograaff mode an external Ion source produces H~ Ions from hydro­

gen gas. These are extracted from the source and sent Into the buncher. The 

buncher imposes a time structure on the Ion beam by forming groups of ions 

which are then injected into the cyclotron during the so-called acceptance period 

which lasts for 10% of the RF (radio frequency) period. Without the buncher 

S0% of the ions will be rejected by the cyclotron because of the phase and magni-
32 tude of the dee voltage. 

The cyclotron accelerates the H" ions to the fixed energy of 14.8 MeV. 

These ions then pass to an external RF sweeper. The sweeper passes every n-th 

group of ions from the cyclotron into tho tandem Van de Graaff generator, and 

discards he Intermediate groups. Sweeping results in an H" beam with greater 

separation in time between successive pulses than the 40 ns separation produced 

by the cyclotron. Typically, T ^ sweeping was used, where th6 cyclotron fre­

quency f - 25 MHz. J? sweeping occurs by passing every tenth group of ions 

from the cyclotron Into the tandem Van de Graaff generator, and discarding the 

other groups. -r= sweeping produces a pulsed H~ beam with pulses about 2 ns in 

width separated in time by 400 ns. Thus, the proton beam created from this H~ 

beam in the tandem Van de Graaff (see below) has pulses separated in time by 

400 ns. Without sweeping, low energy neutrons from an earlier burst could arrive 

at the detector at the same time as high energy neutrons from a later burst. 

This would produce a meaningless neutron TOF spectrum. 
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The beam is then injected into the tandem Van de Graaff accelerator. The 

H~ ions are accelerated to the central positive high voltage terminal, and at the 

terminal a thin carbon stripper foil removes the electrons from the H~ ions. The 

resulting protons are repelled by the central terminal and are thus further accel­

erated; the energy gained is twice the terminal voltage. 

2. Zero Degree Measurements 

!n the 0° runs, the targets were placed at the entrance to the 

tandem analyzing magnet (see figure 1a) with the large detector at 0° and at 

a distance of 29.6 m from the target. Upon emerging from the tandem accelera­

tion tank, the proton beam traverses collimators and strikes the target. After 

exiting the target the beam is bent 90° by the analyzing magnet into a Faraday 

cup. Unfortunately, accurate charge collection was not available for these runs. 

"Because of multiple scattering In the target foil and energy analysis by the 

analyzing magnet, the integrated beam [on the Faraday cup] is less than that 

incident on the target. Hence the 0° measurements yielded only relative 
33 cross sections." A pick-off loop on the cyclotron RF sweeper provided the 

stop pulses for the zero degree TOF electronics 

3. Sixteen Detector Measurements 

For the 16 detector runs (see figures la and Id) the beam exited the 

tandem, was bent 90° by the analyzing magnet, travelled vertically, and was 

bent another 90° by the bending magnet. The horizontal beam travelled 

through the "Charged Particle and Gamma Pit" to the "Neutron and Gamma Pit" 

(also known as the TOF Pit). At the entrance to the TOF Pit, the beam passed 

through a quadrupole triplet. It continued through a magnetic steerer, collimators, 

and a carbon foil pick-off into the scattering chamber. The latter contained the 
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targets in a target changing assembly. The carbon foil pick-off provided the stop 

pulses for the electronics of the 16 detector runs. A Faraday cup 4.3 m behind 

the target collected charge and permitted the determination of absolute cross 

sections. 

The 16 detector runs used a combination of 15 small detectors at a distance 

of approximately 10.75 m from the target, and the large detector at 26.0 m from 

the target. The small detectors were shielded by 2 m water collimators. The 

large detector was placed at an angle of 23.8° to the target at the end of a 

tunnel. As In '(he 0° runs, the neutrons were Incident normal to the cylindri­

cal axis of the large detector. 

C. Target Specifications 

Here is a tabulation of the target specifications: 

Target 

rmg i 

3.52±1.11 

Isotopic 
Composition 

> 90.0% 2 6 M g 

Size 
and 

Shape 

Aluminum 
Frame 

Diameter 

2 6 M g 

rmg i 

3.52±1.11 

Isotopic 
Composition 

> 90.0% 2 6 M g square of side * 
2.2 cm 

5.5 

5 4 F e 5.54±0.57 96.8% 5 4 Fe 

3.0% 5 6 Fe 

0.2% other 

disk of diameter » 
2.6 cm 

4.2 

N Fe 6.32 ±0.75 5.8% 5 4 Fe 

91.7% 5 6 Fe 

2.2% 5 7 Fe 

0 . 3 % 5 8 F e 

disk of diameter » 
4.4 cm 

5.7 

Three self-supporting metal foil targets mounted in aluminum frames were 

used in the experiment. The target thicknesses px were determined experi­

mentally by Dr. Calvin Wong at LLNL using the alpha gauge. The gauge measured 
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the energy loss in the targets of 5.47 MeV alpha particles emitted in the decay of 
941 

Am. One can determine the target thicknesses from the energy loss using a 

handbook of ranges and stopping powers such as CERN Report No. CEA-R 
34 3042. CEA-R3042 stopping powers for alphas on aluminum were used 

for Mg, and CEA-R 3042 stopping nnwors for alphas on iron were used 

for both Iron isotooes. Alpha gauge measurements were made at the center of 

the target, 0.64 cm right of center, and 0.64 cm left of center for each target. 

px was computed for each position, and the value given above is the moan of 

px for the three positions. 

The error Is: 

" V l px)2 + (sd)2 + (max/2)2 

where 0.1 px is the 10% error (as explained in No. 36 of section VI) In the 

stopping powers in CEA-R 3042, sd is the standard deviation in px for 

the three positions, and max is the maximum difference between the values of 

px at the three positions. "Size and Shape" refers to the metal foil target. 

"Aluminum Frame Diameter" is the outer dimeter of the aluminum frame in 
N which the metal foil th.get is mounted. The isotopic composition of Fe is from 

37 the Handbook of Chemistry and Physics. 

D. Small Detector Specification^ 

The small detectors were each 11.4 cm in diameter by 5.1 cm long cylinders 

of NE213 liquid scintillator connected by a light pipe to a RCA 8575 photomulti-

plier tube. Neutrons entered the scintillator parallel to the cylindrical axis. The 

liquid scintillator contained a bubble approximately equal to 4% of its volume; 

correction for the bubble was built into the cross section calculating code GRIND. 
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The Area x Efficiency (AE) curves at 1 x Hi Na ("one times high sodium"), 

and 2 x Hi Na ("two times high sodium") biases, are shown in figures 2 and 3. See 

section III.G below for an explanation of 1 x Hi Na and 2 x Hi Na biases. The 

1 x Hi Na curve was created as follows: The efficiency code EFFIC generated a 

1 x Hi Na AE curve. The curve was flattened for neutron energies greater than 

20 MeV; this flattened curve was then adopted as the small detector 

1 x HI Na AE curve (figure 2). 

The 2 x HI Na AE curve was created as follows: EFFIC was used to gener­

ate a 2 x Hi N& AE curve. The curve was modified (as described below) for neu­

tron energies greater than 18.1 MeV; this modified curve was then taken as the 

small detector 2 x Hi Na AE curve (figure 3). 
4 

The T(d,n) He reaction was used to calibrate the detector at 2 x HI Na for 

neutrons with energy greater than 18.1 MeV. A tritium gas cell In the TOF pit 

was bombarded with deuterons whose energies ranged from 7 to 12 MeV in 1 MeV 

increments. Neutron spectra were obtained, and the area of the D-T peak was 

determined by the peak fitting routine NDFOXE for each of the 16 detectors at 

each deuteron energy. For a particular deuteron energy, the NDFOXE set of 

counts from the 16 peak areas were input into the code GRIND. For each detector, 

GRIND calculated both the energy of the neutrons at that angle and the differen­

tial cross section. In calculating differential cross sections, GRIND used a built-

in 2 x Hi Na AE table calculated with EFFIC. This table also included compensa­

tion for air absorption of neutrons along the 10.75 m flight path. 

GRIND calculated differential cross sections were compared with those 

produced by the code NPCS. NPCS used a Legendre polynomial expansion with 
38 Drosg's Legendre coefficients to generate precise differential cross sections. 

The built-in 2 x Hi Na AE table was then modified for neutron energies greater 
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than 18.1 MeV to make the GRIND calculated cross sections agree with the accu­

rate NPCS values. This modified AE table constituted the small detector 

2 x Hi Na AE; it is plotted in figure 3. 

E. Large Detector Specifications 

1. Physical Description 

The large detector (figure 4) had a Nuclear Enterprises Inc. type BA2 

cylindrical aluminum scintillation tank with Internal dimensions of 25.4 cm in 

length and 12.5 cm in diameter. Its Inner cylindrical surface was thinly coated 

with white titanium dioxide reflector and Its two viewing windows were made of 

glass. The tank was filled at the factory with NE213 liquid scintillator. A con­

cealed PTFE tube was wrapped around the circumference of the tank and served 

as an expansion chamber for the liquid scintillator. Two RCA 8854 photomulti-

plier tubes viewed the tank through lucite light pipes (lucite has a low UV absorp­

tion coefficient). The light pipes were wrapped with white plastic tape and the 

photomultlplier tubes were wrapped with electrically insulating plastic. The 

tubes and the tank were clamped to an aluminum channel holder to keep the 

assembly rigid. The entire detector was then wrapped with layers of black plastic 

tape to make it lightproof. The pins at the base of each photomultlplier tube 

were plugged into a socket on a small metal box. The resistor chain (see figures 

5a and 7) was wired to the socket. The box also contained the dynode signal 

preamplifier (figure 5b), inputs for the high voltage and the preamplifier power, 

and outputs for the anode and (preamplified) dynode signals. 
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2. Efficiency 

All measurements with the large detector in this thesis were done 

with the detector axis perpendicular to the incident neutrons. The AE was deter-
4 3 

mined experimentally using the T(d,n) He and the D(d,n) He differential cross 
39 sections. These cross sections were generated by the code NPCS using Drosg's 

Lengendre coefficients. 

For the D-D runs, a beam of deuterons was directed Into a deuterium gas 

cell In the TOF pit. The center of the gas cell was 10.95 m from the center of 

the 3.5° small detector, and 4.53 m from the center of the large detector. 

The large detector was placed at the same angle as the 3.5" small detector. 

Measurements were made using deuterons with bombarding energies in the range 

of 4 to 10 MeV in 1 MeV increments, and at 12 MeV. 

For the D-T runs, a beam of deuterons was directed into a tritium gas cell 

in the TOF pit. The center of the gas cell was 10.75 m from the center of the 

3.5° small detector, and 4.33 m from the center of the large detector. The 

large detector was placed at the same angle as the 3.5° small detector. 

Measurements were made using deuterons with bombarding energies in the range 

of 5 to 12 MeV in 1 MeV increments. 

For both the D-D and the D-T runs, TOF neutron spectra were obtained at 

each deuteron energy. The small detector bias was set at 2 x HI Na for all runs 

and measurements were made with the large detector at 1 x, 2 x, 3 x, and 

4 x Hi Na bias. The counts in the neutron peaks for both detectors were 

determined by NDFOXE. 

The relationship between the differential cross section at 3.5°, and the 

counts in the neutron peak is: 

Q«N'JK-^(3.5 0)«(AE) 
(DTQ-(Counts) ——= 

(1.602E-13)'FT 



20 

where DTC is the dead time correction. Counts is the NDFOXE area of the neu­

tron peak, Q is the total charge collected in yC, N is the number of atoms 

per cm in the gas cell, SL is the length of the gas cell, ~ (3.5°) 

is the 3.5° differential cross section, AE is the detector Area x Efficiency, 

and Ft is the distance between the center of the gas cell and the center of the 

detector. 

Application of this formula to the small detector gives: 

Q'N'£'§§{3.5 0)'(AE) 
(DTCJ« (CountsJ m - • 

S S (1.602E-13)'R| 

Similarly, for the large detector: 

Q.N-A-§§(3.50)-(AE ) 
(DTC )• (Counts) ^—: L-

L (1.602E-13)«F£ 

Dividing gives: 

(DTCL)«(CountsL) (AE^-RJ 
(DTCs)-(Countss) (AEgJ'R2 

Thus, 

(DTCL)»(CountsL)-(R2

L)«(AEs) 
AE. 

L (DTCs)-(Countss)«(R|) 

Since the small detector AE includes air absorption, but the large detector 

AE does not, AE must be corrected as follows: 

(DTC )• (Counts,)•<«*)'(AEJ 
AE - — 

L (DTCs)«(Countss)-(R|)'{I/Io) 

(I/Ie) was computed analytically with the formula: 

(Mo) - exp(-[a02 t o t 8 | - N 0 2 + c N z ,„,„,•!%]!.), 

0 . atoms N ? atoms 
with N0„ - 1.126E+19 — =—, N N , • 4.197E+19 — =—, assuming that 

2 cm 3 2 cm J 

air consists of 78.084% nitrogen, and 20.946% oxygen by volume. The total cross 
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40 sections o N„ , for nitrogen, and the total cross sections c 0 , „ . , "2, total u 2 , total 

41 for oxygen, are taken from UCRLS0400 at the energy bin closest to the 

actual neutron energy. L is the large detector flight path during the calibration. 

Finally, the measured Area x Efficiencies were plotted, and smooth curves 

were drawn through the data points. These smooth curves were used as the Area 

x Efficiency for the (p,n) experiments using the large detector. Specifically, the 

values of AE read off of these smooth curves were used In the data analysis pro­

grams GRIND and TOFFEE (see Appendix: Computer Codes). For each bias, 

these programs used a table of AE values for neutron energies of E - 0.1 to 

30.0 MeV in 0.1 MeV increments. Since measurements of AE for the large detec­

tor were made at a limited number of neutron energies, smooth curves were 

drawn to provide complete tables of AE values. See figures 13-16 for the AE 

curves; note that calculations of AE with two Monte Carlo codes are also plotted 

for comparison. The Monte Carlo codes are described in the Appendix. 

3. Time Resolution 

The large detector time resolution was 3 ns full-width at half-maximum 
22 

(see below) for the 0° runs of July 1981. This was measured with a Na 
22 22 

source and the electronics of figure 6. Na decays to Ne by positron emission. 

The positrons slow down in the source package, encounter an atomic electron and 

annihilate, producing two 0.511 MeV gamma rays at 180° to each other. The 

circuit of figure 6 produced a peak in the multichannel analyzer spectrum corres­

ponding to the coincident detection of the two gamma rays. 

The full-width at half-maximum of the peak multiplied by the time per 

channel is the time resolution of the entire system. A system with perfect time 

resolution would produce counts in only a single channel since the start and stop 

pulses from the two gamma rays would always have the same separation in time. 
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In our system, the start and stop pulses do not have a constant separation in time 

due to several factors. First, the large size of the scintillator results in the 

escape of light, and in the spread of light transit times (due to reflections off the 

scintillator walls). Second, there are variations in the rise time of the large 

detector anode pulses due to fluctuations in the light response of the scintillator 

and In the number of photoeiectrons produced by the cathodes of the photomulti-

plier tubes. Third, there are variations in the small detector anode pulse rise 

times for the same reasons. Fourth, there Is noise in the electronics. 

The 3 ns time resolution measurement of the large detector (and its elec­

tronics) assumes a negligible contribution by the small detector and its constant 

fraction discriminator to the overall time resolution. This assumption Is justified 

by a later measurement using the circuit of figure 6 with the large detector 

replaced by a small detector (with a plastic scintillator), and with the fan-in 

removed. The time resolution obtained ranged from 0.6 to 0.8 ns depending on 

the CFDs' lower level discriminator settings (0.8 ns was obtained with both discrim­

inators set to 0). 

Before the April 1983 16 detector runs, the large detector time resolution 

was improved (as discussed below) by the base circuit modification shown in 

figure 7, and by the use of the electronics of figure 8. The large detector con­

stant fraction discriminators (CFDs) had their lower level discriminators set to 
i 

approximately j of low Na bias. The small detector of figure 8 had its CFD 
3 

lower level discriminator set to about = of low Na bias. Measurement of the 

time resolution in July 1984, using the iarge detector April 1983 fast signal elec­

tronics gave 1.7 ns at the center of the detector. However, the time resolution 

at the end of the scintillator tank near phototube 1 was 1.7 ns, and near photo­

tube 2 it was 1.9 ns. This difference was probably due to a small difference in 

the rise time of the anode pulses from the two tubes. The count rate with the 
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source near phototube 2 was also less than the count rate with the source near 

phototube 1. Also, phototube 1 was run at a higher voltage than the other tube. 
/ 

The voltage and count rate differences indicated that the/gain of phototube 1 

was less than phototube 2. 

The improvement in time resolution from 3.0 to 1.7 ns is due to several 

factors. First, the detector bases were modified to increase the voltages at the 

first few dynodes. This decreases the transit time of the electrons through the 

photomultiplier tube, which decreases the rise time of the signal and yields better 

time resolution. Also, increasing the voltage at the first few dynodes increases 

the number of secondary electrons emitted by the dynodes. Since the total num­

ber of electrons arriving at the anode is increased, the fluctuations in this total 

number are a smaller percentage of the total. This diminishes the statistical 

anode signal fluctuations, and improves the time resolution. Second, better con­

stant fraction discriminators (CFDs) were used. Different CFD delays were 

tried, and the one (5 ns) yielding the best time resolution was selected. Each 

CFD walk adjustment was set so that all the bipolar signals crossed the zero 

crossing baseline as near to the same time as possible. Each CFD lower level 

discriminator was set below the slow bias, but high enough to improve time reso­

lution. A description of the function of the constant fraction discriminator is 

given below in section ILEA 

Third, a meantimer was used. Since we have a long scintillator, light from 

an event occurring away from the center takes longer to reach one photomulti­

plier tube than the other. Therefore, the fast (anode) signals from each tube will 

not be in coincidence. The meantimer sends the two constant fraction discrimi­

nator output pulses (each produced by one tube) down a delay line. The delay 

line has 17 pickoff points yielding a resolution of 0.5 ns. When the two pulses 

overlap a single logic pulse is generated. The input-output delay of the mean-
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timer is 0.5t. + 13 ns, where t . is the time delay between the two input pulses. 

This creates a pulse that is independent of the location of the event in the scintil­

lator. Therefore, the time interval between the event and the generation of the 

meantimer output pulse is constant and Independent of the event's position in the 

scintillator. 

Finally, the voltages to the photomultipller tubes and the cable lengths 

from the bases to the CFDs were adjusted to produce anode signals that ware 

approximately equBl in magnitude and arrival time. 

4. Electronics 

The electronics for the large detector 0° runs of July 1981 are 

diagrammed in figure 9. The preamplifier power supply is located in the TOF Pit 

near the detector. High voltage is supplied to the detector by cables from power 

supplies in the control room. The anode and dynode .signals from both photomulti-

plier tubes are sent through cables to the dual fan-in in the control room. The 

sum of the anode signals from the fan-in constitutes the fast signal; the sum of 

the dynode signals from the fan-in constitutes the slow signal. 

The fast signal amplitude is reduced by a factor of 2 by the 2 x Attenuator. 

The signal passes to the TFA (see figure 9 for a key to the abbreviations) where 

it is amplified and sent to the CFD. The CFD triggers on a constant fraction of 

the input pulse independent of amplitude. It provides a negative logic pulse with 

a baseline crossover independent of the amplitude of the input pulse. The CFD 

has two identical negative pulse outputs. One pulse Is sent to the TOF Delay 

Gate and the other is sent into 900 ns of RG58 delay cable. 

Consider the pulse sent to the TOF Delay Gate. The TOF Delay Gate passes 

the delayed pulse to the start input of tne TOF TAC. The TOF TAC stop pulse is 

generated by the cyclotron RF. The TOF Delay Gate is adjusted to delay the 
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start pulse in order to place the time interval between the start and stop pulses 

within the range of the TAC. The TAC generates a pulse with amplitude propor­

tional to the time interval between the start and stop pulses. The signal from 

the TOF TAC enters the TOF Delay Amp, which delays it without changing its 

amplitude, and passes it to the TOF ADC. The TOF Delay Amp is used to make 

the TOF TAC output pulses arrive at the ADC at the same time as the Gate 

pulses. The ADC digitizes the TAC analog pulses; analog pulses appear as counts 

in the multichannel analyzer. 

The other logic signal from the CFD is sent down 900 ns of cable to delay 

it. A TFA then amplifies the signal to compensate for the loss in the cable. The 

PE Delay Gate allows adjustment of the delay of the logic pulse leading into the 

PE TAC/SCA start. The TAC output can be plugged into the ADC2 Delay Amp. 

This delay amp is connected to ADC2 which is used to display the PE spectra (or 

the pulse height spectra, if the unipolar output of the DDL Amp Is connected to 

the ADC2 Delay Amp). 

The slow signal passes into the DDL Amplifier. This component generates 

amplified bipolar and unipolar pulses whose rise time is a function of the rise 

time of the summed slow signal. The rise time of the total integrated light output 
1 

of a gamma ray is about "To" of that of a neutron because the scintillator responds 

differently to gamma rays than to neutrons. That is, neutrons interact primarily 

with protons in the scintillator, and gamma rays interact with electrons. The 

amount of light emitted, and its maximum intensity, differ for neutrons and 

gamma rays. Therefore, the bipolar DDL Amplifier output pulses will have one 

shape for gamma rays, and a different shape for neutrons. This is also the case 

for the unipolar output. This difference in pulse shape results in the bipolar 

gamma ray pulses crossing the zero baseline at an earlier time than the bipolar 

neutron pulses. 
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The bipolar pulses pass to the Timing SCA. The lower level discriminator 

on the Timing SCA is set to reject pulses with amplitudes below a certain thresh­

old. This discriminator is used to set the pulse height bias. It rejects pulses 

corresponding to gamma ray energies below a certain value, and to neutron ener­

gies below a corresponding value. Since the Timing SCA triggers at the zero base­

line crossing, its output due to gamma rays occurs before that due to neutrons. 

The PE TAC/SCA output thus produces low amplitude pulses due to gamma 

rays, and higher amplitude pulses corresponding to neutrons. The lower level 

discriminator on the PE TAC/SCA is used to cut out most of the low amplitude 

gamma ray pulses. The SCA output of the PE TAC/SCA passes to the ADC Delay 

Gate. The TOF TAC Is thus gated by slow pulses that satisfy the following two 

conditions: First, the pulse must be of a minimum pulse height; this corresponds 

to rejecting neutrons below a certain energy (and also gamma rays below the 

corresponding energy). Second, the pulse must produce a PE SCA pulse above 

tho set threshold, thus indicating It as a neutron-Induced event. 

The electronics for the large detector 23.8° runs are diagrammed in 

figure 10. For these runs, the large detector is located at the bottom of a man­

hole. The neutrons reach the detector through a tunnel from the pit. A NIM bin 

containing the Quad CFD, preamplifier power supply, meantimer, linear fan-In, 

and photomultiplier tube high voltage power supplies is located in the manhole. 

The anode signals are fed into the CFDs whose output Is connected to the 

meantimer. The meantimer output is fed into the control room by cable and 

constitutes the fast signal. The dynode signals are fed into the linear fan-in. 

The fan-in output is fed into the control room and is the slow signal. 

The same electronics as in the 0° runs are used to process the slow and 

fast signals with a few minor differences. Three ADCs are permanently hooked 

up to display TOF, pulse height, and PE spectra in the multichannel analyzer. 
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The PE and pulse height spectra are not displayed simultaneously in the 0° runs. 

In the 23.8° runs the anode serials go to independent channels of a Quad 

CFO. The CFO outputs pass to the meantimer (see section I1.E.3 above) and are 

then split with one part going to the PE Delay Gate. 

The large detector photomultlplier tube high voltages for the July 1981 set 

of 0° (p,n) runs were -1,799 V for photomultipller tube 1, and -1,580 V for 

photomultlplier tube 2. For the April 1933 set of (p,n) runs (with the large detec­

tor at 23.8°) the high voltages were -2,190 V for photomultlplier tube 1, and 

-1,996 V for photomultipller tube 2. 

F. Electronics of the Array of 15 Small Detectors 
42 Since the small detector electronics have been described elsewhere, only 

a block diagram is presented (see figure 11). 

G. Pulse Height Bias 

The pulse height biases in this thesis are described as being set at some 

multiple of Hi Na such as 1 x Hi Na, 2 x Hi Na, etc. This section will explain the 

meaning of the term n x Hi Na, where n • 1, 2, 3, or 4. The method of setting 

biases also will be elucidated. 
22 22 

Biases are set by placing a Na source near the detector. Na decays by 
+ 22 + 

positron emission to the 1.27 MeV 2 excited state of Ne. The 2 state decays 
22 + to the Ne 0 ground state by the emission of a gamma ray with 1.27 MeV energy. 

Positron annihilation produces two 0.511 MeV gamma rays at 180° to each 
22 

other. Thus the Na source produces gamma rays of two energies: 0.511 MeV 

and 1.27 MeV. 

The gamma rays Compton scatter off electrons in the scintillator. The 

maximum energy that the 0.511 MeV gamma ray can impart to an electron is 
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0.341 MeV. The maximum energy that the 1.27 MeV gamma can impart is 

1.062 MeV. The low energy gamma can thus produce Compton electrons with 

energies from nearly 0 to 0.341 MeV. The high energy gamma can produce 

Compton electrons with energies from nearly 0 to 1.062 MeV. This Compton 

recoil spectra produces the pulse height distribution of figure 12. The 1 x HI Na 

bias is set on the 1.062 MeV edge as shown. This bias corresponds to rejecting 

neutrons of energy below 3.3 MeV. The 2 x Hi Na bias corresponds to 2.12 MeV 

electrons or 5.4 MeV neutrons. The 3 x Hi Na bias corresponds to 3.18 MeV 

electrons or 7.2 MeV neutrons. The 4 x HI Na bias corresponds to 4.24 MeV 

electrons or 9.0 MeV neutrons. Since the pulse height discriminator is linear, the 

2 x, 3 x, and 4 x Hi Na biases correspond to 2 x, 3 x, and 4 x the discriminator 

setting. 
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III. RESULTS 

A. Data Analysis 

1. Time of Flight Spectra 

Two typical plots of TOF spectra are shown In figures 21-22, Both 
56 are from the Fe(p,n) run with the proton bombarding energy of 19.11 MeV. 

Figure 21 is the TOF spectrum of the large detector at 23.8°, and figure 22 Is 
. 56 

the TOF spectrum of the 32.3 small detector. The principal Co states are 

Indicated on the plots. The TOF spectra for each of the small detectors con­

sisted of 512 channels. The TOF spectra for the large detector consisted of 1024 

channels for 23.8°, and 2048 channels for 0°. 

2. Differential and Angle-Integrated Cross Sections 
26 

Figures 31 to 56 are graphs of the experimentally determined Mg, 
54 56 

Fe, and Fe(p,n) center of mass differential cross sections. Below each graph 

is a table of the plotted experimental differential cross sections and their errors. 

The integrated cross section over all angles, exp. °" t o t a ir is also presented 

when available; it is obtained by use of the code LEGENDRE to fit a sum of 

Legendre polynomials to the data points. Curves of DWBA calculated differ­

ential cross sections are superimposed on many of the experimental differential 

cross section plots (see section III.C below). The differential cross sections from 
43 R.F. Bentley's Ph.D. thesis and those of this paper are compared for seven 

+ 2fi 
transitions (figures 57-63). For the 1.0578 MeV 1 state In Al, a comparison 
(figure 57) was made of the differential cross sections of this thesis with those of 

44 45 
Bentley and Sterrenburg eial. Reasonable agreement was obtained 
between our differential cross sections and those of Bentley and Sterrenburg. 
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Differential cress sections were obtained either by the use of a planimeter, 

or by the use of the computer code GRIND. These two methods are described 

below. The method used in a particular graph is indicated by the words "plani­

meter" or "GRIND." Circular symbols were used exclusively on planimeter plots, 

and asterisks were used exclusively on GRIND piots. Triangular symbols repre­

sent differentia! cross sections obtained with the large detector. 

All of the differential cross sections from 3.5° to 159° were ob-

tained from the April 1983 series of runs. Zero degree Mg and Fe(p,n) 

differential cross sections were measured with the large detector in July 1981. 

The 0° data were taken at a proton bombarding energy of 19 MeV (neglecting 

proton energy loss in the target). See section III.A.5 below for s discission of 

the 0° data proton energy loss. 

3. Planimeter Method 

The code TOFF2E is applied to tho raw TOF plots. This code has 

appropriate internal AE tables specific to the detector and its bias. The code 
2 2 

converts the raw TOF data Into a plot of -goSTj v s - u - where d „ ... is 

the center of mass double differential cross section in — m . , . , and U is the 
sr-Mev 

excitation energy of the residual nucleus in MeV. The code also computes and 

plots error bars for each double differential cross section. The code can average 

double differential cross sections over two channels and compute the appropriate 

error. All of the large detector TOFFEE plots displayed in section VII are 

averaged with the exception of figure 24. TOFFEE plots for the large detector 

at 23.8° are displayed for the Al, Co, and Co residual nuclei at all the 

proton bombarding energies (figures 23-30). States are identified from the 
46 47 

energy level diagrams of Lederer etal. and Endt , and from the work of 
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48 U.E.P. Berg etal. (see figures 17-20). Note that the approximate locations 

of many levels (from the energy level diagrams) are indicated on the TOFFEE 

plots, although these levels may not have been resolved. 

Differential cross sections were extracted from the TOFFEE plots in the 

following manner: A smooth background was hand drawn through the spectrum, 

and smooth curves were hand drawn through the peaks. For closely spaced peaks, 

curves of the same width and shape were drawn, and the division of counts be­

tween the peaks was carefully made to conserve the total counts under the peaks. 

The high resolution large detector plots were used to determine the energy spac­

ing between peaks for the low resolution plots if necessary. An example of the 

hand drawn peaks is figure 24. A planimeter was moved around the boundary of 

each peak, and the area in square inches was extracted. The planimeter was 

then used to measure the area in square inches of a 1 s r _ m « e V rectangle on the 

TOFFEE plot. This enabled us to convert the area of a peak in square inches to 

the differential cross section in ——. All differential cross sections obtained in 
sr 

this manner were absolute with the exception of the zero degree 19 MeV data. 

The zero degree Mg(p,n) differential cross sections were obtained by setting 
26 the differential cross section of the zero degree 0.00 MeV-0.23 MeV-0.42 MeV Al 

triplet equal to the 3.5° triplet differential cross section. Similarly, the zero 

56 degree Fe(p,n) differential cross section was obtained by setting the 3.5S MeV 
E C 

Co isobaric analog state differential cross section equal to the 3.5° 

differential cross section. 

The error of a differential cross section was the sum in quadrature of three 

errors. The first was the planimeter error (PL ERROR) taken as the standard 

deviation of the measurements of area for the particular peak. The second was 

the background error (BKG ERROR) which was the area of a small region at the 

base of the peak (see figure 24). The area of this small region is an estimation of 
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the error in the area of the peak due to the uncertainty in drawing the back­

ground. The third error is the statistical error (ST ERROR) computed from the 

raw TOF data plot in the following manner. A background is drawn through the 

TOF data. For a particular peak, we obtain the number of counts in the peak S, 

the number of counts in the background B, and the combined counts S+B. The 

statistical error of the combined counts Is /(S+B). We can approximate the 

statistical error of the same peak In the TOFFEE plot by multiplying by (—§—). 

where AREA is the area of the TOFFEE peak. Thus, the statistical error becomes 

approximately: 

ST ERROR - /(S+TJ)« ( ^ p ) . 

The total error for the differential cross section is thus: 

TOTAL ERROR - ' (ST ERROR)2 + (BKG ERROR)2 + (PL ERROR)2 . 

The minimum total error was set at 7.5% of the differential cross section. 

4. GRIND Method 

54 The code GRIND was used to obtain the Fe{p,n) differential cross 

sections at proton bombarding energies of 17.2 and 18.6 MeV. The curve fitting 

routine NDFOXE was used to fit Gaussian shapes to the TOF data and to compute 

the integrated counts under the peak and its error. GRIND contained the Area x 

Efficiency (AE) tables specific to the detector and its bias. GRIND generated 

differential cross sections f*om the NDFOXE integrated counts and errors. The 

error in these differential cross sections was the combination of the statistical 
2 

error in the counts in the peak, and the X fit of the Gaussian curve to the 

peak. The minimum error computed by GRIND was 7.0% of the differential 

cross section. 
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5. Energy Loss In the Targets 

The proton bombarding energies given in the differential cross section 

plots for the data of this thesis include the proton energy loss in the targets. 

The formula for the energy loss DE of a proton of energy E .(machine) in a target 

of thickness px Is: 

D E " L" d(px) 'E ,(machlne)J 
d§ | l£x_, 

P "'" 

HE 

w h e r 8 " dfpxT ' E .(machine) l s t h e s t ° P P | n 9 P ° w e r f o r B P r o t on o f onergy 

E .(machine). The proton can react with a target nucleus anywhere In the target. 

This formula assumes that on the average, a proton passes through one half of 

the target before reacting. The bombarding energy E of the proton after energy 

loss In the target is: 
E - E .(machine) - DE p p' 

Here is a table of the E for the experimental (p.n) runs of this thesis: 

Target 

E .(machine) 

[MeV] 

" d(px) 
o 

[MeV-cm /gm] 

2.030E+01 

px 
2 

[gm/cm ] 

3.52E-03 

DE 

[Mev] 

3.57E-02 

E P 
[MeV] 

2 6 M g 19.16 

" d(px) 
o 

[MeV-cm /gm] 

2.030E+01 

px 
2 

[gm/cm ] 

3.52E-03 

DE 

[Mev] 

3.57E-02 19.12 

2 6 M g 25.00 1.645E+01 3.52E-03 2.90E-02 24.97 

5 4 F e 17.25 1.870E+01 5.54E-03 5.18E-02 17.20 

5 4 F e 18.65 1.762E+01 5.54E-03 4.88E-02 18.60 

5 4 F e 24.64 1.423E+01 5.54E-03 3.94E-02 24.60 

N Fe 19.16 1.726E+01 6.32E-03 5.45E-02 19.11 

N Fe 24.64 1.423E+01 6.32E-03 4.50E-02 24.60 

The values of E .(machine) were obtained from the cyclograaff operating 

personnel during the course of the experimental runs. The CEA-R3042 stop-
49 26 

ping powers for protons on aluminum were used for Mg, and the stopping 
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powers for protons on iron were used for both iron isotopes (- .. . is called 

the stopping power). The values of px are taken from section II.C. 

6. Total Charge Collected 

Here is a table of the total charge collected for each experimental 

(p,n) run. E Is the proton bombarding energy (taking into account the energy 

loss In the target). Since charge collection was not available for the zero degree 

runs, the phrase "N/A at 0°" appears in the Total Charge Collected column. 

E p Totai Charge Collected 

Target [MeV] 

19.00 

[uC] 

2 6 M g 

[MeV] 

19.00 N/A at 0° 

2 6 M g 19.12 3700. 

2 6 M g 24.97 4719. (Small Detectors) 

2 6 M g 24.97 5298. (Large Detector) 

5 4 F e 17.20 2990. 

5 4 F e 18.60 2007. 

5 4 F e 24.60 2920. 

N Fe 18.95 N/A at 0° 

N Fe 19.11 3725. 

N Fe 24.59 1680. 

26 

The 24.97 MeV Mg(p,n) run has greater charge collection with the large 

detector alone than with the array of 15 small detectors for the following reason: 

The run initially accumulated charge with all the detectors at 2 x Hi Na bias. 

The run was stopped, and the data collected by the 15 small detectors were erased; 

the data collected by the large detector were retained. The small detector biases 

were reset to 1 x Hi Na (the large detector bias was unchanged), and data were 



acquired by all 16 detectors. This gave a greater total charge collection for the 

large detector at the end of the run. 

35 

7. Energy Resolution 

The full-width at half-maximum of a single prominent isolated peak 

in a TOFFEE energy spectrum is used as a measure of the energy resolution of 

its peaks. The FWHM was obtained for selected peaks In TOFFEE spectra for 

the large detector and the 3.5° small detector. The peaks selected were 

those produced by the i D Mg(p,nr°AI 1.06 MeV 1 , the 0 , Fe(p,n) 0 , Co 0.94 MeV 1 , 
56 56 + 

and the Fe(p,n) Co 3.59 MeV 0 . E is the proton bombarding energy, taking 

into account the proton energy loss in the target. 

E p Detector Angle FWHM 

Reaction [MeV] 

19.00 

Detector 

Large 

[Degrees in Lab] 

0. 

Peak 

1.06 MeV 1 + 

[MeV] 

2 6 Mg(p,n) 2 6 AI 

[MeV] 

19.00 

Detector 

Large 

[Degrees in Lab] 

0. 

Peak 

1.06 MeV 1 + 0.16 

5 6 Fe{p,n) 5 6 Co 18.95 Large 0. 3.59 MeV 0 + 0.18 

2 6 Mg(p,n) 2 6 AI 19.12 Small 3.5 1.06 MeV 1 + 0.32 

2 6 Mg(p,n) 2 6 AI 19.12 Large 23.8 1.06 MeV 1 + 0.19 

2 6 Mg(p,n) 2 6 AI 24.97 Small 3.5 1.06 MeV 1 + 0.41 

2 6 Mg(p,n) 2 6 AI 24.97 Large 23.8 1.06 MeV 1 + 0.26 

5 4 Fe(p,n) 5 4 Co 17.20 Small 3.5 0.94 MeV 1 + 0.15 

5 4 Fe(p,n) 5 4 Co 17.20 Large 23.8 0.94 MeV 1 + 0.097 

5 4 Fe(p,n) 5 4 Co 18.60 Small 3.5 0.94 MeV 1 + 0.21 

5 4 Fe(p,n) 5 4 Co 18.60 Large 23.8 0.94 MeV 1 + 0.14 

5 4 Fe(p,n) 5 4 Co 24.60 Small 3.5 0.94 MeV 1 + 0.29 
5 4 Fe(p,n) 5 4 Co 24.60 Large 23.8 0.94 MeV 1 + 0.19 
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Energy Resolution (cont'd) 

E p Detector Angle FWHM 

Reaction (MeV] 

19.11 

Detector 

Small 

[Degrees in 

3.5 

Lab] Peak 

3.59 MeV 0 + 

[MeV] 

5 6 Fe(p,n) 5 6 Co 

(MeV] 

19.11 

Detector 

Small 

[Degrees in 

3.5 

Lab] Peak 

3.59 MeV 0 + 0.26 

5 6 Fe(p,n) 5 6 Co 19.11 Large 23.8 3.59 MeV 0 + 0.19 

5 6 Fe(p,n) 5 6 Co 24.59 Small 3.5 3.59 MeV 0 + 0.35 

5 6 Fe(p,n) 5 6 Co 24.59 Large 23.8 3.59 MeV 0 + 0.23 

8. Biases 

Here Is a table of the large detector and small detector biases for the 

experimental runs. All 15 of the small detectors were set to the same bias as 

indicated (i.e., 1 x HI Na or 2 x HI Na). The method of setting biases has been 

previously discussed in section II.G above. 

[MeV] 

19.00 

Detector Angle Bias 

Reaction [MeV] 

19.00 

Detector 

Large 

[Degrees in Lab] 

0. 

[ x Hi Na] 

2 6 Mg(p,n) 2 6 AI 

[MeV] 

19.00 

Detector 

Large 

[Degrees in Lab] 

0. 2 

5 6 Fe(p,n) 5 6 Co 18.95 Large 0. 2 

2 6 Mg(p,n) 2 6 AI 19.12 Small 3.5 2 

2 6 Mg(p,n) 2 6 AI 19.12 Large 23.8 2 

2 6 Mg(p,n) 2 6 AI 24.97 Small 3.5 1 

2 6 Mg(p,n) 2 6 AI 24.97 Large 23.8 3 

5 4 Fe(p,n) 5 4 Co 17.20 Small 3.5 1 

5 4 Fe(p,n) 5 4 Co 17.20 Large 23.8 2 

5 4 Fe(p,n) 5 4 Co 18.60 Small 3.5 2 
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Biases (cont'd) 

Sp Detector Angle Bias 

Reaction [MeV] 

18.60 

Detector 

Large 

[Degrees in 

23.8 

Lab] [ x Hi Na] 

5 4Fe(p,n) 5 4Co 

[MeV] 

18.60 

Detector 

Large 

[Degrees in 

23.8 

Lab] 

2 

5 4 Fe(p,n) 5 4 Co 24.60 Small 3.5 2 
5 4Fe(p,n) 5 4Co 24.60 Large 23.8 2 

5 6 Fe(p,n) 5 6 Co 19.11 Small 3.5 2 
5 6 Fe(p,n) 5 6 Co 19.11 Large 23.8 2 
5 6 Fe(p,n) 5 6 Co 24.59 Small 3.5 2 
5 6 Fe(p,n) 5 6 Co 24.59 Large 23.8 3 

Comparison with Bentley and Sterrenburg 

-.51 Comparison of our differential cross sections with those of Bentley's 

in figures 57-63 shows good agreement in shape and magnitude for all except the 
+ 26 

1.06 MeV 1 state of Al. In the latter, the shape of our differential cross sections 
52 agrees with Sterrenburg and Bentley, but ours are lower than both. The cause 

of this discrepancy may be the difference in bombarding energies. 

10. Ground State Q-Values 

The experimental ground state (g.s.) Q-values from Nuclear Reaction 
53 Q- Values are listed below for the three (p,n) reactions of this thesis. 

Reaction 
Q-Value 

[MeV] 

2 6 Mg(p,n) 2 6 AI g.s. -4.7858 

5 4 Fe(p,n) 5 4 Co g.s. -9.0339 

5 6 Fe(p,n) 5 6 Co g.s. -5.3568 
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B. Shell Model Calculations 

1. Overview 

The Livermore she!! model code (also known as the Vector Method 

Code) was used to compute Z-coefficlents for the DWBA calculations. Manifolds 
26 54 56 

of states were also created for Al, Co, and Co. The energies, spins, end 

parities of these states were compared with tabulated values (see figures 17-20). 

The same shell model calculations also generated Gamow-Teller strength func-
26 54 56 

tions for the Mg, Fe, and Fe(p,n) reactions. Comparison of these strength 
functions with high proton bombarding energy experiments has been made by 

54 S.D. Bloom with good agreement; Bloom also describes the generation of the 

strength functions in detail. 

Since the Livermore shell model code has been described in the 
55-57 literature, we present only a brief outline of the four main ingredients of a 

CO 

typical calculation. First, there is a model space {P} for the parent 

state vector IP> consisting of a set of single particle shell model orbitals and 

an excitation restriction. The excitation restriction limits the number of parti­

cles (p) and holes (h) allowed in the model space. The second ingredient is a 
59 Hamiltonian (in the second quantized representation); the PMM Hamiltonian 

was used in the shell model calculations of this thesis. The third ingredient is a 

transition oparator. For example, our Gamow-Teller strength function calcula­

tions used the Gamow-Teller operator (GT) with: 

(GT)« g A c- r . 

The fourth and final component is the model space {D} for the 

daughter state vectors ID>. 
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2. 2 6 Mg(p,n) 2 6 AI Calculations 
26 

A Mg ground state wave function lg.s.> was created having as 
16 its model space an 0 core and the Hdg.- , 2s . . , , 1d_.,] orbitals with the 4p/6h 

(4 particles/6 holes) excitation restriction. The holes were in the 1 d 5 / 2 orbital, 

and the particles were in the 2 s . , , and 1 d 3 / 2 orbitals. The number of particles 

in either the 2s. .„ or Id - ,„ orbitals was required to be even. The Gamow-

Teller operator was applied, producing a state called the collective 

Gamow-Teller state ICGT>: 

(GT)lg.s.> - ICGT>, 

where (GT) is the Gamow-Teller operator as defined above but now summed over 

all particles, 

(GT) - 2g A o | T j - . 

In our case the Gamow-Teller operator changed a neutron into a proton, and 

therefore produced a 5p/7h daughter model space from the 4p/6h parent model 

space. 
60—61 Then, using the method of Whitehead, i.e., the Lanczos diagonalization 

algorithm, a set of approximate eigenstates le.> of the daughter nucleus 
26 

Al were produced. Each approximate eigenstate had an associated spin, parity, 
2fi 

and energy E.. The manifold of Al states generated in this manner is compared 
2 

with known states in figures 17 and 18. The Gamow-Teller strengths u . of 

the 1 states are also indicated in figures 17 and 18, where: 

a 2 - <e, | CGT>2<CGT | CGT>, 

<CGT | CGT> is the total Gamow-Teller strength of Al; Its shell model 

calculated value is 7.5. 

As stated earlier, Z-coefficients are coefficients of fractional parentage 

which measure the contribution of each of the possible particle-hole pairs in the 
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(p,n) reaction. The Z-coefficients for the 1 states were determined in the follow­

ing manner: The approximate eigenstate corresponding to the experimental 1 

state for which Z-cuefficlents were desired was identified. This identification 

was based on finding an approximate 1 state of the same T and similar exci­

tation energy as the experimental state. If there were several closely spaced 

approximate 1 states at about the excitation energy of the actual state (as 

occurred for only the 9.44 and 10.47 MeV experimental states) w« chose the 
2 

state(s) carrying significant Gamow-Teller strength a . and calculated Z-

coefflclents for each one. The DWBA code was then used to calculate a set of 

differential cross sections for each set of Z-coefficients. The differential cross 

sections for the actual 1 state were the Incoherent sum of the differential cross 

sections produced by the different sets of Z-coefficients. 

Once the calculated approximate state (or states) corresponding to the 

known state was determined (see paragraph above), the Z-coefflcients were calcu­

lated in the following manner: One body operators 0. were created. These 0. 

were applied to the ground state wave function lg.s.> to change a neutron in 

a specified orbital into a proton in another specified orbital. The operators acted 

on lg.s.> to produce a wave function with the spin, Isospin, and parity of the 

final state wave function le.>. In the case of 0 to 1 transitions, five possible 

operators were created. The Z-coefficients were then the set of numbers pro­

duced by the complete set of operators O.(x): 

Z. - <ejlO.(x)lg.s.>, j - 1,5. 

The squares of the Z-coefficients measured the strengths of the various configura­

tions making up the excited state wave function le.>. 
26 26 

We now tabulate the Mg(p,n) Al Z-coefficients calculated by the Liver-

more shell model code. Transitions" identifies the transition of a neutron in the 

first indicated orbital into a proton in the second indicated orbital. For example, 
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d „ / 2 + d 5 / 2 is the transition of a I d , / , neutron into a Idg, - proton. The 

approximate state of Al used to calculate the Z-coefficients is identified by 

its energy. For example, the approximate state with excitation energy of 1.373 MeV 

is used to calculate the (experimental) 1.85 MaV 1 state Z-coefficients. Note 

that the first 1 approximate state excitation energy in our shell model calcu­

lation was normalized to the 1.06 MeV state, i.e., the first experimental 1 state. 

Thus all the T » 0 states in our shell model manifold (figure 17) have been shifted 

up by 1.06 MeV. 

The Mg(p,n) Al Z-coefficients are: 

1.06 MeV 1 Z-coefficients with the 
1st 1 Approximate State 

Transition Z-coefflcient 

d 5 / 2 * d 5 / 2 - 3 - 5 2 E " 0 1 

d 5 / 2 * d 3 / 2 "1.06E-01 

S 1 / 2 * S 1 / 2 -6.27E-03 

d 3 / 2 * d 3 / 2 9.92E-02 

d 3 / 2 * d 6 / 2 " * • , 0 E - ° 2 

1.85 MeV 1 Z-coefflcients with the 
1.373 MeV 1 Approximate State 

Transition Z-coefficient 

d 5 / 2 * d 5 / 2 1 - 2 8 E - ° 1 

d 5 / 2 + d 3 / 2 2 0 4 E - 0 1 

S 1 / 2 * S 1 / 2 2 8 4 E - ° 2 

d 3 / 2 * d 3 / 2 -7.10E-02 

d 3 / 2 + d 5 / 2 4 - 4 1 E " 0 2 
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9.44 MeV 1 + Z-coefficients with the 
8.521 MeV 1 Approximate State 

(Set 1 of 2) 

Transition Z-coefflclent 

d 5/2* d 5/2 8 " 2 9 E - ° 2 

d 5/2* d 3/2 1 - 8 1 E - 0 1 

S1/2* S1/2 -1.17E-02 
d 3/2* d 3/2 1.54E-03 

d 3/2* d 5/2 3 - 6 4 E " 0 2 

9.44 MeV 1 Z-coefficients with the 
8.755 MeV 1 Approximate State 

(Set 2 of 2) 

Transition Z-coefficlent 

d 5 /2 + d 5 /2 1 - 5 5 E " 0 2 

d5/2- > d3/2 "1.15E-01 
S 1/2* S V2 7.90E-03 
d 3 /2 + d 3 /2 -8.25E-03 
d 3/2* d 5/2 -1.50E-02 

10.47 MeV 1 Z-coefficients with the 
10.442 MeV 1* Approximate State 

(Set 1 of 3) 

Transition Z-coefficient 

d 5 /2 + d 5 /2 -3.72E-02 
d 5 /2 > d 3 /2 -9.93E-02 
S1/2">"S1/2 -6.91E-04 
d 3/2* d 3/2 -'.65E-02 
d 3/2* d 5/2 -2.57E-02 
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10.47 MeV 1 + Z-coefficients with the 
10.664 MeV 1 Approximate State 

(Set 2 of 3) 

Transition Z-coefflcient 

d 5 /2 + d 5 /2 2 - 4 6 E - ° 2 

d 5/2* d 3/2 1 7 9 E - ° 1 

s1/2* S1/2 2.57E-03 
d 3 /2 + d 3 /2 "6.16E-03 

d 3/2* d 5/2 4 - 6 6 E " 0 2 

10.47 MeV 1 Z-coefficients with the 
10.703 MeV 1 Approximate State 

(Set 3 of 3) 

Transition Z-coefflclent 

d 5 /2 + d 5 /2 3 - 1 0 E " 0 2 

d 5/2* d 3/2 9 - 9 2 E - ° 2 

S1/2* S1/2 -1.42E-02 

d 3/2* d 3/2 1 ' 1 4 E " 0 2 

d 3 /2 + d 5 /2 2 2 4 E " 0 2 

54 54 
3. Fe(p,n) Co Calculations 

The total shell model calculated Gamow-Teller strength <CGT | CGT> 
54 for Co is 16.3 for the 0p/2h calculation and 15.1 for the 1p/3h calculation 

2 (these calculations are described below). The Gamow-Teller strengths ex for 

individual 1 states are given in figure 19 (as before, 

a 2 - <e. | CGT>2<CGT | CGT>). 
54 54 + 

Two sets of Z-coefficients were obtained for the Fe(p,n) Co 1 transitions. 
The first set used the HUn' 2 p 3/2 ' 2 p 1/2 ' 115/2^ o r b i t a , s w i t n t n e <W 2 n model 
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-2 0 54 

space of (1 f 7 / 2 ) ( 2 P' 1 f K/2) f o r t n e F e l9-s->- T " 8 inert core was taken 
48 to be Ca. The second set of Z-coefficients used the same orbitals and the 

-3 
same core, but had the 1p/3h + the 0p/2h model space yielding the ( l f 7 / 2 ) 

+1 54 
(2p,1fg,2) model space for the Fe lg.s.>. Thi daughter state was 1p/3h 

54 54 

for the first set, and 2p/4h + 1p/3h for the second. The Fe(p,n) Co IAS 

transition was computed In the above 1p/3h excitation restriction only. 

The Z-coefficients for the 0.94 MeV i state were computed in the same 
+ 26 

manner as those for the 1.06 MeV 1 state in Al. However, there were ten Z-
+ 54 

coefficients for transitions to 1 states of Co, in contrast to five for those to 
+ 26 

1 states in Al. This Increase in the number of Z-coefficients was due to there 
being twice as many possible AJ - 1 single-particle transitions (of a neutron 

54 56 
into a proton) in the I l f y w 2^2/2' 2 p 1 ' 2 ' 1 f 5 /2^ m o c i e l space of Fe and Fe as 

in the Mdg/2< 2s.,_, 1dg, 2] model space of Mg. 

The set of Z-coefficients for the 0p/2h model space was computed using 

54 + 54 
the calculated approximate Co 1 state at 5.810 MeV, and the Fe ground 

state. The set of Z-coefficients for the 1p/3h + _.,e 0p/2h model space was computed 
54 + 54 

using the calculated approximate Co 1 state at 5.482 MeV, and the Fe 

ground state. The Z-coefflcients were used to calculate DWBA differential cross 

sections for a 1 state at 5.32 MeV; these were then compared with the experi-
54 mentally measured differential cross sections of the 5.3 MeV Co state (see 

figure 48). This comparison suggests that the experimental state is not 1 (see 

section IV). 

54 The Co IAS Z-coefficients were calculated in the following manner: 
54 54 54 

Since the Co IAS wave function I Co IAS> differed from the Fe ground 
54 state wave function only in isospin projection T , we produced the I Co IAS> 

by application of the T - lowering operator T ": 

T " l 5 4 Fe g.s.> - l 5 4 Co IAS>. 
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54 The 7 ~ operator lowered T by one unit, changing the T - 1, T « 1 I Fe g.s.> 

54 into the T - 1, T » 0 I Co IAS>. The Z-coefficients were then given by: 

Z. - < 5 4Fe g.s. IO,(x)l54Co IAS>, | - 1,4. 

The one body operators O.(x) change a neutron in a particular orbital into a 

proton !n the same orbital. Since the total spin of the neutron and proton 

orbitals must couple to zero, only the four Z-coefficlents corresponding to the 

2 p 1/2"*Pl/2' 2 p 3/2* 2 P3/2' 1 f 5/2 + 1 f 5/2 ' B n d 1 t 7/2* 1 f 7/2 s i n g l e 

particle transitions occurred. 
54 54 

The Fe(p,n) Co Z-coefficients are: 
0.00 MeV 0 Z-ccefficients 

Z-coefficient 
Transition ,ip/3h 

P 1 / 2 * P 1 / 2 4.98E-03 

P 3 /2^3/2 2 3 4 E - ° 2 

W f 5 /2 1 6 5 E - ° 2 

h/l^Vl 4 - 6 5 E " 0 1 
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0.94 MeV 1 + Z-coefflcients with the 
0.337 MeV 1 + Approximate State (0p/2h) and the 

0.114 MeV 1 + Approximate State f1p/3h) 

Transition 
Z-ccefficient 

0p/2h 
Z-coefficient 

1p/3h 

Pm*PV2 
0. -2.16E-03 

p 1 / 2 * p 3 / 2 0. -2.38E-03 

p 3 / 2 * p 1 / 2 0. 2.26E-03 

P3/2"* p3/2 0. 9.13E-03 

p 3 / 2 * f 5 / 2 0. -7.84E-03 

f 5 / 2 * p 3 / 2 0. 9.00E-03 

f 5/2* f 5/2 0. -1.12E-02 

f 5 /2* f 7 /2 0. 1.16E-01 

f 7 /2* f 5 /2 1.16E-01 -4.03E-02 

f 7 /2* f 7 /2 -4.73E-01 4.44E-01 
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5.3 MeV 1 Z-coefficlents with the 
5.810 MeV 1 + Approximate State (0p/2h) and the 

5.482 MeV 1 + Approximate State (1p/3h) 

Z-coefficient Z-coefflcient 
Transition 0p/2h 1p/3h 

p 1/2 + p 1/2 0. 2.90E-03 

p 1/2 + p 3/2 0. -7.98E-03 

P3/2""PV2 0. 5.52E-04 

P 3/2* p 3/2 0. 4.88E-03 

p3/2* f5/2 0. -5.66E-03 

f5/2"*p3/2 0. -2.05E-02 

f5/2* f5/2 0. 1.97E-03 

f5/2""f7/2 0. -5.91E-03 

f7/2"*f5/2 -4.28E-01 -1.46E-01 

f7/2"*f7/2 -4.89E-02 -1.71E-02 

4. 56Fe(p,n)56Co Calculations 

The total shell model calculated Gamow-Teller strength <CGT | CGT> for 

Co Is 22.0. The Gamow-Teller strengths a . for Individual 1 -states are 

given in figure 20 (as before, o f - <e. | CGT> <CGT | CGT>). 

Since we were able to extract cross sections for only two of the known 1 
56 states in Co, we calculated Z-coefficlents for only those states (at 1.7203 and 

54 2.79 MeV). The model space and core were the same as for the Fe(p,n) above, 
56 except that the 2p/2h excitation restriction was placed upon the Fe ground 

state, i.e., W7/2)~ ( 2 P ' 1 f

5 / 2 ) + • T n i s Voided a 3p/3h model space for the 5 6Co 

daughter nucleus. The Z-coefficlents for both of the 1 states were computed in 
+ 54 the same way as those for the 0.94 MeV 1 in Co. The Z-coefficients for the 
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56 + 

isobaric analog state in Co (3.59 MeV 0 ) were computed in the same way as 
54 those for the Co IAS; i.e., through the application of the T - lowering operator 

5fi 56 
to the T - 2, T z » 2 lODFe g.s.> to produce the T - 2, T - 1 I Co IAS>. 
The Z-coefflcients were then calculated with the same set of operators O. used 

54 in calculating the Z-coefficlents for the Co IAS. 
56 56 

The Fe(p,n) Co Z-coefflclents are: 
1.72 MeV 1 + Z-coefflclents with the 

1.818 MeV 1 Approximate State 

Transition Z-coefflcient 

p 1 /2 + p 1 /2 
K 1/2 H3/2 
p 3 /2 + p 1 /2 
p 3/2* p 3/2 
P 3/2* f 5/2 

5/2""P3/2 

5/2* f5/2 

5/2"'"f7/2 

7/2* f5/2 

7/2 7/2 

-6.09E-02 

-1.62E-01 

2.28E-01 

3.29E-01 

-2.54E-03 

4.39E-03 

-2.76E-02 

-4.33E-03 

-1.27E-01 

3.74E-02 



49 

279 MeV 1 Z-coefficients with the 
3.244 MeV 1* Approximate State 

Transition 2-coefficient 

p 1 / 2 * p 1 / 2 -6.23E-02 

P 1/2"*P3/2 -1.25E-02 

p 3 / 2 * p 1 / 2 -6.64E-03 

p 3/2"" p 3/2 5.31E-02 

P3/2"" f5/2 -4.36E-02 

f 5 /2 * p 3 /2 2.37E-02 

f 5 /2* f 5/2 -8.40E-03 

f 5/2"* f7/2 4.60E-03 

f 7 /2* f 5/2 -1.02E-01 

f 7 /2* f 7/2 3.65E-01 

3.59 MeV 0 + Z-coefficlents 

Transition Z-coefficlent 

p 1 / 2 * p 1 / 2 1.94E-01 

p 3 / 2 * p 3 / 2 4.19E-01 

f 5/2"* f5/2 2.28E-02 

f Tilth 11 2.75E-01 

C. OWBA Calculations 

1. Overview 

The code DWBA79 (an updated version of R. Schaeffer and J. Raynaf's 

DWBA70 code ) was used to calculate the DWBA differencial cross sections of 

this thesis. These DWBA differential cross sections are plotted as smooth curves 

superimposed on the experimentally determined differential cross section plots. 
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Each smooth curve is first drawn through the 37 differential cross sections calcu­

lated by DWBA79 (over the center of mass angular range of 0° to 180° in 

5° increments). Then, each curve is normalized to the data by the factor n, 

as described below. The value of n is indicated on each plot by "DWBA calcula­

tion (x n)," where n is a real number. The plots are found in section VII; all of 

the DWBA curves therein have been normalized to the data except for the 5.3 MeV 
54 56 + 

state In Co (see figure 48). The number n (except for the Co 1.7203 MeV 1 

state) is 
0 *P ' "total 

n 
D W B A °total 

where exp. o t o t a j is the angle-integrated cross section computed by integrating 

(with the code LEGENDRE) the experimental differential cross sections over 

angle. DWBA o t o t a i is the angle-integrated cross section calculated by DWBA79. 
56 + 

In the case of the Co 1.7203 MeV 1 state (see figures 49 and 53), 

exp. a . was not available, so the values of n were chosen to give a 

reasonable fit of the DWBA79 curves to the experimental differential cross 

sections. Note that exp. o ., DWBA ° t o t a i , and n appear on the figures, 

and in section III.C.7 below. 

Although DWBA calculations for the (p,n) reaction to the 0.9372 MeV 1 + 

54 and 5.3 MeV states in Co were made with the 0p/2h sets of Z-coefficients, 

they are not plotted in the figures. Instead, we show only results obtained with 

the more accurate 1p/3h sets of Z-coefficients. For the 0.9372 MeV 1 state (at 

all three proton bombarding energies) the DWBA calculations with the 0p/2h Z-

coefficients were nearly identical in shape, and somewhat higher in magnitude, 

compared to the calculations made with the 1p/3h Z-coefficients. The shapes 

were also nearly identical for the 5.3 MeV state, but the 0p/2h calculation was 
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approximately ten times higher than the 1p/3h calculation. Of course, the calcu­

lations for the 5.3 MeV state were made only at the proton bombarding energy of 

24.6 MeV, as our lower energy data did not reach sufficiently high in excitation 

energy to detect the state. 

2. Optical Modal Potential 

The optical model potential for our DWBA calculations Is that of F.D. 
63 Becchettl, Jr., and G.W. Greenlees: 

V(r) » V c(r, R c ) Coulomb 

- V R f(r, r_, a R ) central real 

- i W v f(r, r' a') imaginary volume 

+4iajWg. (d/dr) f(r, r., a.) Imaginary surface 

+ (rTTc~ J 2 [ V S O ( 1 / r ) ( d / d r ) f ( r ' rSO' a S O ) ] L ' a spin-orbit 

where f(r, R, a) - {1+expKr-RA1 3)/a]}~ is in the Woods-Saxon form 

{A is the mass number). The Coulomb potential is of a uniformly charged sphere 

of radius R and total charge Ze, where Z is the atomic number. L* a is the 

scalar product of the particle's spin and orbital angular momentum; ( ) 
m T T C 

is the pion's Compton radius. The unit of energy Is MeV, and the unit of length is 

fm. 

It should be noted that a better optical model potential may exist. How­

ever, the author of this thej.is was not aware of any. 
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The next two sections present the proton-nucleus and neutron-nucleus 

optical model parameters for the above model. The units of energy are MeV and 

the units of length are fm, as above. 

3. Proton-Nucleus Optical Model Parameters 

The proton-nucleus optical model parameters used in the DWBA cal-

64 culations of this thesis are those of Becchetti and Greenlees: 

R c « 1.25 

V D - 54.0 - 0.32E + 0.4Z/A 1 ' 3 + 24.0(N-Z)/A 
K P 

r R - 1 . 1 7 

a R - 0.75 

W v « 0-22E - 2.7, or zero, whichever is greater 

W „ - 11.8 - 0.25E + 12.0(N-Z)/A, or zero, whichever is greater 

r' - r. « 1.32 

3j' - aT - 0.51 + 0.7(N-Z)/A 

V S 0 " 6-2 

rSO " 1 0 1 

a S Q - 0.75 

Z is the atomic number, N is the neutron number, and A is the mass number. 

E is the bombarding energy of the proton in the lab system. 
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4. Neutron-Nucleus Optical Model Parameters 

The neutron-nucleus optical model parameters of J. Rapaport, V. 

65 Kulkarni, and R.W. Finlay are used in the DWBA calculations of this thesis. 

These parameters were deduced from (n,n) differential cross sections on six nuclei 

in the energy range of 7-26 MeV, and are more accurate than the earlier Becchettl-

Greenlees ones. Here are the neutron-nucleus optical model parameters: 

R c - 1.25 

V D - 54.62 - 0.30E„ - [(N-Z)/A](25.3-0.02E J 
n i l n 

r R - 1.225 - 2.985/A 

a R » 0.668 

W w - 0, for E < 15 MeV; - -3.95 + 0.37E . for E > 15 MeV v n ~ n n ~ 

W e . - 4.27 + 0.40E - 12.7[(N-Z)/A], for E < 15 MeV; Sf n n ~ 
- 13.5 - 0.35E - 9.3[(N-Z)/A], for E > 15 MeV n n ~ 

rj' - rj - 1.297 

a ' • a, * 0.59 

V S O ' 6 2 

rso " 1 - 0 1 

a S Q - 0.75 

Z is the atomic number, N is the neutron number, and A is the mass number. 

E is the energy of the incident neutron. 
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We used the approximation of E - E -E +Q In our DWBA calculations, 

where E is the proton bombarHjr.s energy, E is the excitation energy of the P x 

residual nuclear state we r.re considering, and Q is the ground state Q-value for 

our (p,n) reaction. This approximation is made because the neutron energy is a 

function of the angle at which it is emitted. To be precise, E n would have to be 

calculated at each of the 37 angles between 0° and 180°, and the neutron 

optical parameters would have to be calculated for each of the 37 neutron ener­

gies. This would be tedious, and would not contribute significantly to the overall 

accuracy of the DWBA calculation. Our simple approximation essentially assumes 

that the neutron is emitted at zero degrees, and Ignores the very small center of 

mass correction. 

5. Effective Nucleon-Nucleon Interaction 

The effective nucleon-nucleon interaction used in DWBA79 for all of 

the DWBA calculations of this thesis is: 

V * VCoul C o u l o m b 

+V central singlet-even 

+V central triplet-even 

+V _ central singlet-odd 
so 

+V central triplet-odd 

+V« spin-orbit odd 

+V. spin-orbit even 

+v\ tensor-odd 
tno 

+V„ tensor-even 
tne 

The above components V (except V c .) are in the form given by G. Bertsch , ;.67 etal.: 
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V x " VX1 Y < r 12 / R 1> + V x2 Y < r 12 / R 2> + V x3 Y < r 12 / R 3> 
f o r V x * V se ' V t e ' V so' a n d V t o < c e n t r a l Potentials); 

V x " t V x 1 Y < r 1 2 / R l ) + V x 2

Y ( r 1 2 / R 2 ) + V x 3 Y < r 1 2 / R 3 > ] L ' S 

f o r V V£so a n d VJfcse < s P i n - o r b , t potentials); 

for V. 
<Vx1 r l ' Y < r 12 / R 1> + V x2 r 12 Y < r 12 / R 2> + V x3 r 12 Y < r 1 2 / R 3 > l S 1 2 
V tno a n d V tne ( t e n s o r potentials). 

Y(x) exp(-x) 
x is the Yukawa form factor. 

'12 
1 2 

-s - {3 (o 1 «r ) (o 2 T) - r [o.'Oj) is the tensor operator. 

All of the DWBA calculations of this thesis used the set of nucleon-nucleon 

potentials consisting of V_ . - V - 0., and the following potentials from a 
CO 

table of best fit interactions in Bertsch etal.: 
v x1 v x2 vx3 

Name Channel [MaV] [MeV] [Mev] Quality of Fit 

Reid se 12454. -3835. -10.463 good 

Reid te 21227. -6622. -10.463 fair 

Elliott so 26941. -2777. 31.389 fair 

Reid £so -3733. -427.3 0. good 

Elliott Use 0. -813. 0. fair-good 

Elliott tno 0. 283. 13.62 fair-good 

Reid tne 0. -1259.6 -28.41 good 

R- « 0.25 fm, R_« 0.40 fm, R„ - 1.414 fm for all channels except the tensor-

even (tne) and the tensor-odd (tno). For tne and tno we have R- * 0.25 fm. 
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R2 » 0.40 fm, and R„ » 0.7 fm. "Name" refers to the interaction derived from 

the nucleon-nucleon potentials of Reid. "' or from the oscillator matrix elements 
70 

of Elliott. "Channel" is the reaction channel; i.e., se refers to the central singlet-

even channel. V x 1 , V x 2 , V_ refer to the components of V in the form of Bertsch 

ctal. above; i.e., V s e - V ^ Yfr^/R,) • V s e 2 Y(r, 2/R 2) + V , ^ Y(r 1 2 /R 3). 

"Quality of Fit" Is "poor, fair, or good, depending on how well the matrix ele­

ments are fit, and whether there are large cancellations between various terms 
71 of the Yukawa potential." The effective interaction of Bertsch etal. is 

commonly referred to as the "G-matrlx effective Interaction," or as "M3Y." 

A commonly used alternative form of the effective nucleon-nucleon poten­

tial is presented below: 

Coulomb 

central 

central with spin transfer 

central with charge transfer 

central with charge & spin transfer 

spin-orbit 

spin-orbit with charge transfer 

tensor 

+ V T ( T . • T_) S- 2 tensor with charge transfer 

The above components V (except V- .) are in the form given by G. Bertsch 

• ; 7 2 etal.: 

Vw ' W l ' + W2> + Vw3Y< r1?/R3> 
f o r v

w " v n ' v 0 - V T ' a n d V O T ( c e n t r a l potentials); 

V w " < W l > + Vw2Y< r12 / R2> + W ^ * 8 

for V » V,s and V,g (spin-orbit potentials); 

vc 
+ V o 
+ V 0 { o , . . °2> 
+ W T 2 ) 

+ V O T < ° 1 • 0 2 ) ( T , 1 r 2) 

+ V L S L . S 

+ VLST <T1 , ' T 2 ) L . S 

+ V T S 1 2 



57 

V w a I V w1 r12 Y f r 12 / R l > + V w2 r12 Y < r

1 2

/ R 2 > + V w3 r12 Y< r12 / R3> ] S12 
for V « V T and V T (tensor potentials). 

Y(x) = e xP(~ x) is the Yukawa form factor. 

1 2 
S12 * ~2"^ 3(C Ti * r ) ( o 2 * r ' ~ r { ' W * l s t h e t e n s o r operator. 

The relationship of the two effective nucleon-nucleon interactions Is given 
73 

in Bertsch etal. as: 

o ID te se to so 

V « —r iv - 3V + 3V - IV ] a 16L l v t e J se ^ t o , v so J 

V - r=-[-3V + 1V + 3V - 1V 1 
T 16 l te se to soJ 

V c x • fe^te " 1 V se + 1 V t o + 1 V 

VLS " I [ 3 VAso + 1 V Ase ] 

VLST " 1 [ 1Vi>so ' 1 V f e e ] 

V T - j I 3V t „„ + IV. J T 4 tno tne 
V < 1 r iw _ i v 1 

TT 4 l tno tneJ 
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The above relationship between the two representations allows us to calculate 

the set (VQ, V 0 > V ,...) from the (V s e < V t . V t Q , . . . ) used in this thesis: 

V w 1 V w 2 V w 3 
Interaction [MeV] [MeVl [Msv] 

V 7999.0 -2134.3 -1.9618 o 

V ( J -2692.3 478.75 -0.6539 

V -4885.5 1175.5 -0.6539 
T 

V -421.25 480.00 3.2697 
OT 

V L S -2800. -523.7 0. 

V 1 C T -933.3 96.43 0. 
Lo T 

V T 0. -103. 3.113 

V T T 0. 386. 10.51 

As before, V_ - 0. R. - 0.25 fm, R, - 0.40 fm, R_ - 1.414 fm for all interactions 

except V T and V T . For V T and V T T we have R 1 * 0.25 fm, R, - 0.40 fm, 

and R„ «• 0.7 fm. 

6. Shell Model Wave Functions 

The shell model wave functions used in all of the DWBA calculations 

UT this thesis are harmonic oscillator wave functions characteristic of the quan­

tum numbers n, j , and I. The valence shell model orbitals for the various calcula­

tions are given in section III.B above. Only the valence shell model wave func­

tions are used in the DWBA calculations since the core is inert. 

7. Tabulation of exp. o ., DWBA ° t o t a | . and n 

Here Is a tabulation of the values of exp. a. . „ DWBA o v . „ 
total total 

and n for all of our states (N/A indicates that a value is not 
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available). Complete definitions of exp. o ., DWBA o. ., and n 
e x p ' °total were given in section III.C.1 above. As previously defined, n • pwBA a ' * o r 

+ 56 t 0 t a l 

all the states below except the 1.7203 MeV 1 in Co; for that state n is the 

constant multiplying the DWBA differential cross sections in order to fit them to 

the measurements. This was dene because the code LEGENDRE was unable to 

compute exp. o t o t a ( for that state. 

2 6Mg(p,n)2 6AI, E - 19.12 MeV 

2 6 AI State 
e xP" °total 

[mb] 
D W B A °tota. 

[mb] n 

1.0578 MeV 1 + 3.58±0.27 3.27 1.09 

1.851 MeV 1 + 1.74±0.13 2.36 0.74 

3.1596 MeV2 + 2.99+0.22 N/A N/» 



2 6Mg(p,n)2 6AI, E„ - 24.97 MeV 

2 6 AI State 
e x p - °total 

[mb] 
D W B A °tota. 

[mb] n 

1.0578 MeV 1 + 2.04±0.17 3.28 0.62 

3.1596 MeV2 + 0.84±0.07 N/A N/A 

9.44 MeV 1+;T- 1 0.96±0.07 0.84 1.15 

10.47 MeV 1+;T» 1 0.5610.05 0.73 0.77 

54Fe(p,n)54Co, ED - 17.20 MeV 

54 Co State 
e x P- °total 

[mb] 
D W B A °total 

[mb] n 

0.00 MeV 0 + 4.50±0.73 1.74 (1p/3h) 2.59 

0.199 MeV7 + 1.59±0.12 N/A N/A 

0.9372 MeV 1 + 1.70+0.13 1.53 (0p/2h) 1.11 

0.9372 MeV 1 + 1.70±0.13 1.13 (1p/3h) 1.50 

54Fe(p,n)54Co, E p - 18.60 MeV 

54 Co State 
e*P" "total 

[mb] 
D W B A °tota. 

[mb] n 

0.00 MeV 0 + 4.19±0.31 1.67 (1p/3h) 2.51 

0.199 MeV7 + 1.82+0.14 N/A N/A 

0.9372 MeV 1 + 1.56±0.12 1.55 (0p/2h) 1.00 

0.9372 MeV 1 + 1.56+0.12 1.16 (1p/3h) 1.35 



Fe(p,n)54Co, E„ - 24.60 MeV 

54 
Co State 

e x p - "total 
[mb] 

D W B A "total 
[mb] n 

0.00 M e V 0 + 1.87±0.14 1.32(1p/3h) 1.41 

0.199 M e V 7 + 1.36±0.10 N/A N/A 

0.9372 MeV 1 + 0.92±0.069 1.42 (0p/2h) 0.65 

0.9372 MeV 1 + 0.92±0.069 1.07(1p/3h) 0.86 

1.4465 M e V 2 + 0.47±0.036 N/A N/A 

5.3 MeV 0.98±0.074 3.22 (0p/2h) 0.30 

5.3 MeV 0.98+0.074 0.31 (1p/3h) 3.17 

5 6Fe(p,n) 5 6Co, E p - 19.11 MeV 

Co State 
e x p - "total 

[mb] 
D W B A "total 

[mb] n 

1.7203 MeV 1 + N/A 4.06 0.12 

2.79 MeV 1 + 1.1810.089 1.35 0.88 

3.59 MeV 0 + 5.8910.44 3.79 1.56 

4.44 M e V 2 + 2.1010.16 N/A N/A 

5 6 Fe( P ,n ) 5 6 Co, E p - 24.59 MeV 

•56 
0 Co State 

e x p " "total 
[mb] 

D W B A "total 
[mb] n 

1.7203 MeV 1 + N/A 3.08 0.10 

2.79 MeV 1 + 0.7810.059 1.19 0.66 

3.59 MeV 0 + 4.0010.30 2.75 1.45 

4.44 MeV 2 + 0.7510.057 N/A N/A 
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8. Renormallzation of V , and V„„ 
T OT_ 

The normalization factors for V and V are obtained from 

the normalization n in the following manner: The experimental differential cross 

sections are related to the theoretical DWBA cross sections by this equation: 

dfi exp. l ' u ' d« DWBA' 
f 2 w 2 

where (N ) is the normalization of the force, and (N ) is the normalization of 
the wave function. Integrating both sides of the equation over angle gives: 

e *P- O t o t a , H ( N f ) 2 - ( N W ) 2 D W B A o t o t f l | , 

Thus, n » ( N f ) 2 « ( N w ) 2 . 
w 2 Since the normalization of the wave function (N ) « 1 for the isobaric 
f 2 analog transitions, the normalization of the force is (N ) » n. Isobaric analog 

transitions are mediated by V_, therefore, the normalization NL of V , is just 

/n (the square root appears because -TTT is proportional to V ), 

Here is a tabulation of the v 

DWBA o" t o t a | , and n for reference) 

Here is a tabulation of the values of N (we have also included exp. o ., 

IAS Transition [MeV] 

17.20 

e x p ' "total 
[mb] 

0 W B A "total 
[mb] n 

2.59 

± 
5 4 Fe(p,n) 5 4 Co 

[MeV] 

17.20 4.50±0.73 1.74 

n 

2.59 1.61 

5 4 Fe(p,n) 5 4 Co 18.60 4.19±0.31 1.67 2.51 1.58 

5 4 Fe(p,n) 5 4 Co 24.60 1.87±0.14 1.32 1.41 1.19 

5 6 Fe(p,n) 5 6 Co 19.11 5.89±0.44 3.79 1.56 1.25 

5 6 Fe(p,n) 5 6 Co 24.59 4.00+0.30 2.75 1.45 1.20 

f 54 54 
Note that the values of N for the Fe(p,n) Co IAS transition are 

considerably larger at E - 17.20 and 18.60 MeV than at E - 24.60 MeV. Also, 
f 54 54 

the value of N̂  for the Fe(p,n) Co IAS transition at E » 24.60 MeV is 
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56 56 
very close to the values for the Fe(p,n) Co IAS transition at 19.11 and 24.59 MeV. 

Examination of the values of exp. o \ t a i and DWBA a . indicates that 

54 54 

the values of exp. a ( for the Fe(p,n) Co IAS transition at E » 17.20 

and 18.60 MeV art. about twice the value that would be consistent with the other 

exp. o" t o t . i 's (i.e., we would expect exp. o t o t 8 i at 17.20 and 18.60 MeV to 

be approximately 2.5 mb). 
54 The cause of this anomaly in the two lower energy Co IAS angle-integrated 

cross sections is not known. However, we can speculate as follows: The lower 

proton bombarding energies favor the formation of a compound nucleus. In the 

54 54 55 54 
case of Fe(p,n) Co, the Co compound nucleus can de-excite to Co by 

54 neutron emission. The level density around the Co IAS is small (only the 

+ + 5 4 

0.199 MeV 7 state is nearby). Also, the IAS is the 0 ground state of Co. 

This means that the energy difference between the compound nucleus excited 

state and the IAS is greater than that between the compound nucleus excited 
54 state and any other state of Co. In addition, the spin of the IAS is zero, which 

eliminates the neutron angular momentum barrier. The low level density, the 

large energy difference, and the absence of an angular momentum barrier cause 

the IAS to be preferentially populated by the compound nucleus reaction, thus 

increasing the magnitude of the angle-integrated cross section. 
56 56 

The anomaly is not seen in the Fe(p,n) Co IAS transition at 19.11 MeV 

for several reasons. First, the level density around the IAS is large, so other 

levels can be populated. Second, there are levels below the IAS that can be popu­

lated. The energy difference between the excited compound nucleus state and 

levels below the IAS is greater than the energy difference between the excited 

compound nucleus state and the IAS. This greater energy difference increases 

the probability of populating energy levels below the IAS. 
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It must be stressed that, at this time, the above explanation of the large 
54 Co IAS angle-integrated cross sections at low energies is qualitative, and must 

remain so until such time that quantitative Hauser-Feshbach calculations can be 

performed. Because of the llksllhood of contamination from compound processes, 
f 54 54 

the lower energy N''s for the Fe{p,n) Co IAS will not be used. 
f 54 54 

The average of N' for the Fe(p,n) Co IAS at 24.60 MeV and the 
56 56 

Fe(p,n) Co IAS at 24.59 MeV Is 1.195. Assuming an error of 10% (based on 

the error of approximately 7.5% In the LEGENDRE computed exp. 0 t o t a ( ) ' 

we have: 

N* - 1.20 ± 0.12 at 24.6 M*V 

N* - 1.25 ± 0.12 at 19.11 MeV, 

56 56 

where the value at 19.11 MeV is the Fe{p,n) Co IAS result. 

Since the spin-flip (p,n) reaction is mediated by V , we use the 0 to 

1 transitions to determine the normalization N of V . The relationship 

of exp. o t o t f l | to DWBA o t Q t f l | Is given by 
e x " - °total = </'</ D W B A °total, 

f 2 w 2 
where (N ) is the normalization due to the force, and (N ) Is that due 

w 2 to the Gamow-Teller strength. (N ) Is not equal to 1, as in the isobaric 

analog transitions. Our low energy measurements do not permit us to extract 

the Gamow-Teller strength. However, the Gamow-Teller strengths of selected 

54 states have been extracted through high energy (p,n) measurements on Fe and 

56 74 

Fe targets. Also Gamow-Teller matrix elements have been determined from 

the beta decay rates of Si to the 1.0578 MeV 1 + and the 1.851 MeV 1 + levels of 

the 2 6 A I nucleus. 7 5 

( N * T ) 2 is then just: 

,..w .2 B * ' exp. ,. 54, 5 6 - . „.-, . . (N a T ) - -gTQ-^j—*- [for Fe{p,n)J, and 
C3IC* 
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M 2 

K/ * mn—Ifor 2 6 M 9 f p - n ) ] 

calc. 
2 

where for a selected state, B(GT) is the measured GT strength, M is the 
exp. exp. 

26 square of the Gamow-Teller matrix element from the beta decay rate of Si, 
2 

and B ( G T ) c a | C *s our shell model calculated GT strength. B(GT) . is the a 
f 2 w 2 that appears In figures 17-20 (see section III.B above). Since n » (N Q T ) -(N ) , 

the normalization N,., of v „ . Is: 
OT OT 

N f 

OT N W 
OT 

We can now tabulate N : 
OT 

E P 
[MeV] Final State n 

1.09 

M 2 

exp. B< G T>ca.c. 

1.61 

i. 
19.12 2 6 A I 1.0578 MeV 1 + 

n 

1.09 1.21±0.05 

B< G T>ca.c. 

1.61 1.20 

19.12 2 6 A I 1.851 MeV 1 + 0.74 0.64±0.04 1.09 1.12 

24.97 2 6 A I 1.0578 MeV 1 + 0.62 1.21±0.05 1.61 0.91 

24.97 2 6 A I 9.44 MeV 1 +;T-1 1.15 N/A 0.49 N/A 

24.97 2 6 A I 10.47 MeV 1 +;T-1 0.77 N/A 0.42 N/A 

E 
P 

[MeV] Final State n 

1.50 

B(GT) * exp. 

0.73 

B< G T>ca,c. 

0.82 

i. 
17.20 5 4 C o 0.9372 MeV 1 + 

n 

1.50 

B(GT) * exp. 

0.73 

B< G T>ca,c. 

0.82 1.30 

18.60 5 4 C o 0.9372 MeV 1 + 1.35 0.73 0.82 1.23 

24.60 5 4 C o 0.9372 MeV 1 + 0.86 0.73 0.82 0.S3 

19.11 5 6 C o 1.7203 MeV 1 + 0.12 0.23 2.32 1.10 

19.11 5 6 C o 2.79 MeV 1 + 0.88 0.75 0.99 1.08 

24.59 5 6 C o 1.7203 MeV 1 + 0.10 0.23 2.32 1.00 

24.59 5 6 C o 2.79 MeV 1 + 0.66 0.75 0.99 0.93 
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N/A means that a value is not available. The treatment in the above table of the 

0.9372 MeV 1 + 5 4 C o state utilized DWBA calculations with 1p/3h Z-coefficients. 

5d + 

From the Co 0.9372 MeV 1 state above, 

N* • 1.30 ± 0.13, E„ - 17.20 MeV, 
OT P 

N^T • 1.23 ± 0.12, E - 18.60 MeV. 

The average of N ^ at E - 19.1 over the 2 6 A I 1.0578 MeV 1 + , the 

2 6 A I 1.851 l\'<>V 1 + , the 5 6 C o 1.7203 MeV 1 + , and the 5 6 C o 2.79 MeV 1 + is: 

N* - V " ± 0.11, E„ - 19.1 MeV. 
OT p 

The average of N* at E - 24.6 MeV over the Co 0.9372 MeV 1 + , the 
OT P 

5 6 C o 1.7203 MeV 1 + , and the 5 6 C o 2.79 MeV 1 + is: 

N^T - 0.97 ± 0.10, E - 24.6 MeV. 

N^T for the 1.0578 MeV 1+state of 2 6 A I at 24.97 MeV is: 

N* T - 0.91 ± 0.09, E - 24.97 MeV. 

The error in all of the above N was chosen to be 10%, since the error 

in the LEGENDRE determined exp. " _.'s was approximately 7.5%. 
f 9fi + 

The above value of N for the Al 1.0578 MeV 1 state allows us to 
+ 9fi 

correct B ( G T ) c a i _ for the 9.44 and 10.47 MeV 1 states of Al to account for 
W 2 the inadequacies of the wave functions. The normalization factor (N ) is 

w 2 n f 

simply (N ) « —j—5, where we assume that the value of N for the 

two states we are considering is the same as the value we derived from the 

1.0578 MeV 1 state above; namely, N - 0.91. Our normalization factors 
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are then ( N * T ) 2 " 1.39 for the 9.44 MeV state, and ( N ^ T ) 2 - 0.93 for the 

10.47 MeV state. Multiplying our B{GT) .„ by ( N ™ ) 2 yields B(GT> - 0.68 
C8IC. O T GXp. 

for the 9.44 MeV state, and B(GT) - 0.39 for the 10.47 MeV state. Of course, 
exp. 

B(GT) is the experimentally measured Gamow-Teller strength. It must be 

noted that at the low energy of 24.97 MeV, we are not sure that all of the (p,n) 

strength is due to Gamow-Teller strength. Also, our B(GT) . is dependent on 

the limitations of the truncated model space. 

Let us summarize the N„ and N„„ needed to renormallze V , and V „ „ 
T OT T OT 

and present the renormallzed V , and V„. , (the values of V . and V„„ of the 
T (JT ' T OT 

Bertsch etal., effective Interaction are V^ • 17.80 MeV, and V ^ T - 12.64 MeV, 
as derived below): 

E P 
[MeV] << • « , 

VT - N M 
T T T 
[MeV] 

V - N f V B 

OT OT OT 
[MeV] 

17.20 N/A 1.30±0.13 N/A 16.4±1.6 

18.60 N/A 1.23±0.12 N/A 15.5+1.6 

19.1 1.25±0. 12 1.13±0.11 22.3±2.2 14.3±1.4 

24.6 1.20±0. 12 0.97±0.10 21.4±2.1 12.3±1.2 

24.97 N/A 0.91±0.09 N/A 11.5±1.2 

From section III.C.5 above, the effective interaction of Bertsch etal. has: 

V T * h [~ 3 V t « + 1 V « + 3 v t « " 1 V . J T ib te se to so 
V «r?[ - IV - 1V + IV + IV ] OT 16 L te se to soJ 

with the interactions in the form 

V x " J , V xi Y < r 12 / F V 
where R 1 - 0.25 fm, R 2 - 0.40 fm, and R g - 1.414 fm; the V 's are in MeV. 
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We can determine a one-parameter Yukawa potential V Y(r. 2 /R), 

with Y(x) - exp(-x)/x, and R - 1 fm, whose volume integral J n equals that of 

V of Bertsch etal. V can then be renormalized and compared to 

the V 's determined experimentally by others for one-parameter Yukawa 

potentials. 

J Q is defined as: 

J 0 " 4 H V < r l 2 > r 1 2 2 d r 12-

For our one-parameter Yukawa potential with R • 1 fm, 

J 0 - 4ffjjv* Y < r 1 2 / R ) r i

2

2 d r 1 2 - 4 1 rV B

T £[exp(-r 1 2 /R)/r 1 2 ]r £ R d r 1 2 

4 i rRV^fr 1 2 exp(-r 1 2 /R) d r 1 2 - 4TTV^R 3 - 4TTV^ MeV-fm 3 . 

The volume integral J Q for V of Bertsch etal., is: 
CO 

•t J n - 4ir/1/16[-3V t„ + W + 3V. - 1V Jr. 2 , dr., 0 0 te se to so 12 12 

(4ir)l/16[-3^V t er1

2

2 dr, 2 • 1 J v ^ r ^ dr 1 2 • s jv^r j j , dr 1 2 - 1 J v ^ r £ dr 1 2 ] 

" " ^ J ^ V l l dr ) 2 • lJ(4T)V8er1| dr,,] 
(as J Q does not occur in calculating matrix elements for central-odd components). 

7fi 

The volume integrals are evaluated in Bertsch etal., and yield: 

J Q - 1/16[-3(-1530) + 1(-1011)] - 223.7 MeV-fm 3 . 

Equating J„ of our one-parameter Yukawa potential to the above J n gives: 

4TTV^ - 223.7 MeV-fm 3 . 
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Hence, V^ - 17.80 MeV. 

Using the same procedure to determine V gives: 

47rV*T - 1/16[-1 J(4ir)V t er,2

2 dr, 2 - i J ^ V , ^ dr, 2 ] 

4TTV^T - 1/16[-1{-1530) -1(-1011)] • 158.8 MeV-fm3. 

Hence, V^ - 12.64 MeV. 

Let us now compare our renormalized values of V and V with the 
77 78 

previous experimentally measured values of Austin's survey, Doering etal., 

Bentley, and Sterrenburg etal. Of course, our renormalized values are 

V T - 17.80«N* MeV, and V„ - 1 2 . 6 4 ' N L MeV, where we use the N* and N* 
T T OT OT T OT 

as derived above for specific reactions and energies. 

Reaction 

Thesis V_ 
(E '24.6 MeV) 

p [MeVI 

Austin V . 
(E -25.0 MeV) 

p !MeV) 

Bentley V T 

(E -22.8 MeV) 
p IMeV] 

sterrenDurg v uoering V 
(E -24.6 MeV) (E -25.0 MeV) 

p [MeVI p [MeV] 
2 6Mglp,n) 2 6AI IAS 26.2 17.9 
5*Fe(p,n)54Co IAS 21.2 20.4 
5 6Fe(p,n) 5 6Co IAS 21.4 17.5 

AUSTIN 16.1 

DOERING 17.0 
4 8Ca(p.n) 4 8Sc IB.3 

AUSTIN refers to the value of V at 25 MeV recommended by Austin based 

on a survey of a number of nuclei. DOERING refers to Doering's average value 
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of V T at 25 MeV based on the 4 8 C a , 9 0 Zr , 1 2 0 S n and 2 0 8 P b (p,n) transitions 

to isobaric analog states In the residual nuclei. 

T h « i t V 0 T Au«t inV 0 T B . n t l . y V 0 T Sterrtnburo V C T 

<E -24.6 MeV) <E -24.8 MeV) (E -22.8 MeV) (E >24.6 MeV) 
Reaction p [Mev] p [M»V] p IMeV] p [MeV] 

2 6Mslp,n) 2 6AI 1.06 MiV 1 + 11.5* 5.2 13.4 
2 6Malp,nl 2 BAI 1.85 MeV 1 + 11.5 
S 4Fe(p.n)5 4Co 0.94 MtV 1* 12.4 4.8 
5 6Fe(p.n)5 6Co 1.72 M»V 1 + 12.6 
5 6Felp,n) 5 6Co 2.79 MeV 1 + 11.8 
7Li(p,n)7Be 10.8 

*E - 24.97 MeV for the 2 6Mg(p,n] 2 6AI 1.06 MeV V 0 T above. 

As described in Austin's article, the Li(p,n) Be V was obtained by use of 

7 7 3-

the ratio at E « 24.8 MeV of the Li(p,n) Be g.s. ? total cross section to the 

Li(p,n) Be 0.431 MeV •*" state total cross section. V was taken as 15.9 MeV. 

Austin's best estimate of V based on a number of nuclei is also V - 10.8 MeV. 

We note that the experimental data of this thesis at E » 25.0 MeV v/ae 

used above, and the lower energy data was not used. This was done becajse 

compound nucleus effects are negligible at the higher energy, but may be signifi­

cant at the lower energies. 
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IV. CONCLUSIONS 

No new energy levels in any of the residual nuclei have been identified in 

this thesis. It appears that the spin and parity assignment of 1 by Orihara etal. 

54 to the 5.3 MeV state of Co was incorrect. This conclusion is based on the 

large discrepancy in shape and magnitude between measured and calculated differ­

ential cross sections. Also, this conclusion Is consistent with the work of Rapaport 

etal., which failed to detect significant 1 strength at 5.3 MeV using the 

(p,n) reaction at 160 MeV proton bombarding energy. 

The effective interaction of Bertsch etal. {with V • 0} in DWBA79 

gave good agreement in the shapes of the measured and calculated differential 

cross sections, but required renormalization of V and V „ „ in order to fit 
T 0T 

the calculated angle-integrated cross sections to the measurements. The renormal-

ized V was in reasonable agreement with v r . e s reported in the literature. 

The renormalized V was in very good agreement with values reported in 

the literature. 

The shell model wave functions generated Gamow-Teller strength that was 
+ 56 

1.1 to 1.7 times greater {except for the 1.7203 MeV 1 state of Co) than the 

Gamow-Teller strength from previous beta decay and high energy (p,n) measure­

ments. The Gamow-Teller strength generated by the shell model wave functions 
56 + 

for the Co 1.7203 MeV 1 state was 10 times the (p,n) measured Gamow-Teller strength at E * 160 MeV. This la. ^ difference shows that the shell model wave p 

function for that state is inadequate. The factors of 1.1 to 1.7 indicate that the 

Gamow-Teller strength is quenched in the high energy (p,n) and.beta decay 

measurements. The shell model wave functions are reasonably accurate for the 

other states calculated in this thesis. 

http://vr.es
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We were able to extract experimental Gamow-Teller strength for the 9.44 

and 10.47 MeV 1 ; T « 1 states of Al. We demonstrated that the measured 

Gamow-Teller strength of the 9.44 MeV state is enhanced (by a factor of 1.39) 

compared to the theoretically predicted value. Also, the measured Gamow-

Teiler strength of the 10.47 MeV state Is quenched (by a factor of 0.93) com­

pared to the theoretically predicted strength. 

Our work used large shell model calculations to determine accurate wave 

functions. These wave functions were then used by the code DWBA79 to pre­

cisely calculate differential cross sections. Previous DWBA calculations lacked 

accurately determined wave functions. For example, Bentley's work lacked both 

sophisticated wave functions, and the effective nucleon-nucleon interaction of 

Bertsch etal. 

Additional measurements on a variety of nuclei at around 25 MeV, and the 

comparison of the differential cross sections with DWBA calculations using shell 

model wave functions should be made. Comparison with DWBA calculations can 

yield further information on the V and V components of the effective 

nucleon-nucleon interaction. 
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July 1981 rasistor chain in base 
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Figure 6 
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Figure 10 
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Pulse Height 
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Figure 13 

I U U I I I I I 

— 90 
N 
E 

1 « • 
• •i 

-

I 70 

X 
* 60 

1 ^ 
-

• 
• f 
• / X 

• • B « l " x > - * - % ^ 

* 1 ^ A A A A A A A N 

*5 

1 
x 40 

— 

ire
a . Interpolated 

_ 30 X Experimental — i • KEFF 
1 20 • KANISH -

1 
J 10 

0 

— 

V I I I I I 
10 15 20 
Neutron Energy (MeV) 

25 30 



100 

Figure 14 
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Figure 21 
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Figure 22 
"Fe lp .n^Co , Ep - 19.11 MeV 

Small detector TOF spectrum 
( 0 L l b = 32.3 0) 
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Figure 23 
" M g f p . n ^ A I , Ep - 19.12 MeV 
Large detector TOFFEE spectrum 

< 0 L i b - 2 3 . 8 0 ) 
Averaged data 
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States are from Lederer and Shirlay. Table of Isotopes. Seventh Edition. 1978. 
Locations of states are approximate. 
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Figure 24 
^Mgtp.nJ^AI, E p - 19.12MeV 
Large detector TOFFEE spectrum 

id L* • 23.8°) 
Unavenged data 

Expanded scale with hand drawn curves 

1 mb/sr-2.52,2.53 in 2 

1 mb/sr - 2.525 ± 0.007 i n 2 . 
(from this square 

. bounded by arrows) 
0.00 MeV, 5 + 

-p0.2282MeV,0 + ;T«1 
.4 0.4169 MeV, 3 + 

"3.723 MeV, 1 + 

& additional states 

r 2.072 MeV, 1 + 

2.0695 MeV, 2 +; T-1 -
2.0687 MeV, 4+ 

1.5 2.5 
U (MeV) 

3.5 4.5 



Figure 25 
2 6 Mg(p,n) 2 6 AI, Ep * 24.97 MeV 
Large detector TOFFEE spectrum 

< 0 L l b = 23.80) 
Averaged data 
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1 = 
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N 
•a 

0.2282 MaV 
0 + ; T-1 

r 2.072 MeV, 1 + 

2.0695 MeV, 2 + ;T»1 
2.0687 MeV, 4 + 

, T .. 
r . 1.851 MeV, 1 + 

1.759 MeV, 2 + 

r: 
r2.5453MeV,3* 1 1 i 2 1 M e V , 1 + ; T - 1 * -
2.3652, MeV, 3 + 

r 0.4169 MeV, 3 + 

0.0 MeV 

r 1.0578 MeV, 1 + 

2.6608 Mev, (2,3)+ 
2.739 MeV, (2,3)+ 
2.913 MeV, 2 

3.723 MeV, 1 + 

& additional 

^ 7 
7 9 

U (MeV) 
11 13 15 

States are from Lederer and Shirley, Table of Isotopes. Seventh Edition. 1978; except 
states with asterisk are from Phvs. Rev. Lett Vol. 45. No. 1 r 7 July 1980. 
Locations of states are approximate. 
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Figure 26 
"Felp.nl^Co, Ep - 17.20 MeV 
Large detector TOFFEE spectrum 

(0 ^ = 2 3 . 8 ° ) 
Averaged deta 

i 
i 

•o 

•8 
"5 
•o 

0.6 1.0 
U (MeV) 

States are from Lederer and Shlrlay, Table of Isotopes. Seventh Edition. 1978. 
Locations of stttes are approximate. 
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Figure 27 
"Fefp .n^Co, Ep = 18.60 MeV 
Large detector TOFFEE spectrum 

(0 Lab • 23.8°) 
Averaged data 
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I 
I. 
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•a 
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- 0.00 MeV. 0 - 1 

r 0.199 MeV, 7 +) 

"2.278 MeV 
2.152 MeV 
2.086 M e V a 

0.9372 MeV, (1 + ) 

_ _4_ 
1.889 MeV 
1.822 MeV 

=T 

r 2.645 MeV* 

2.900 MeV* 
2.839 MeV* 

3.20 MeV* 
3.150 MeV* 
3.128 MeV* 
3.085 MeV* 

r 3.28 MeV* 

1.6143 MeV, (1,2) 

States are from Lederer and Shirley, Table of Isotopes. Seventh Edition, 1978. 
State* labelled with an asterisk are not listed as being populated by 
64Fe(p,n7> or ^Fefp.n) in Lederer and Shirley. 
Locations of states are approximate. 
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Figure 28 
"Fe fp .n^Co , Ep - 24.60 MeV 
Large detector TOFFEE spectrum 

( 0 L l b - 23.8°) 
Averaged data 

States are from Lederer and Shirley, Table of Isotopes. Seventh Edition. 1978; 
with the exception of the 5-32 MeV state which is from the£BL 47(5), 
301-304(3 Aug. 1981). 
States labelled with an asterisk are not listed as being populated by 
^Fetp.n) or ^Felp.n-y) in Lederer and Shirley. 
Locations of states are approximate. 



Figure 29 
^FeJp.nJ^Co, Ep- 19.11 MeV 
Large detector TOFFEE spectrum 

(0 L i b =23.8 o ) 
Averaged data 
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States are from Lederer and Shirley, Table of Isotopes, Seventh Edition, 1978. 
States labelled with an asterisk are not listed as being populated by 
^Fefp.n) or 56Fe(p,n7) in Lederer and Shirley. 
Locations of states are approximcte. 



Figure 30 
"Fefp.nJ^Co. Ep - 24.59 MeV 

Large detector TOFFEE 
Spectrum ( 0 ^ - 23.8°) 

Averaged data 
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i—r 
| j - 2.0600 MaV, (2,3)+ 

1.9304 MeV, (3)+ -
2.4693 MeV, (4,5+) 
2.46 MeV, (1+> 

•2.3719 MeV, 6* 
2.3573 Mtv 
2.3049 MeV 
2.2898 MeV 

•2.2826 MeV, 7 + 
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0.15838 MeV, 3 + 

0.00 MeV, 4 + 

0.5765 MeV, 5 + 

if-1.1146 MeV, 3 + 

1.0092 MeV, 5 +-
0.9703 MeV, 2 + 

0.8296 MeV, 4 +. 
1.4508 MeV, 0* 

States are from Lederer and Shirley. Table of Isotopes. Seventh Edition, 1978. 
States labelled with an asterisk are not listed as being populated by M F e (p,n) 
or ^Fe (p,n?) in Lederer and Shiriey. 
Locations of states are approximate. 
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Figure 31 

I 
1 10-1 

! 

io-

T 

2 6Mg(p,n) 2 6A11.0578 MeV, 1 + 

Ep = 19.12 MeV 

Large detector data point 
4p/6h (selected excitations) 
DWBA calculation (X 1.09) 

_L _]_ -2 
-1.2 -1.0 -0.8 -0.6 -0.4 

-Cos (0 cm) 
-1.00E+00 
-9.98E-01 
-9.B6E-01 
-9.54E-01 
-9.07E-01 
-8.32E-01 
-7.62E-0I 
-6.66E-01 
-5.61E-01 
-4.42E-01 
-3.23E-01 
-6.89E-02 

1 .97E-01 
4 . 3 3 E - 0 1 
6 . 5 3 E - 0 1 
8.24E-01 
9.39E-01 

0.2 0 0.2 0.4 0.6 0.8 1.0 
-Cos (6 cm) 

rential Cross Sections 
Error of 

/dfl (0 cm) (mb/sr) da/dS2 (0 cm) (mb/sr) 
5.72E-01 5.0E-02 
4.76E-01 3.6E-02 
4.78E-jeri 3.6E-02 
4.43E-01 3.3E-02 
5.03E-01 3.8E-02 
4.83E-01 3.6E-02 
4.21E-01 3.2E-02 
3.74E-01 2.8E-02 
3.12E-01 2.3E-02 
2.66E-01 2.3E-02 
Z.46E-01 2.6E-02 
2.42E-01 1.9E-02 
2.02E-01 l.SE-02 
1.62E-01 2.1E-02 
2.83E-01 2.1E-02 
3.43E-01 2.6E-02 
2.84E-01 2.1E-02 

1.2 

DWBA a t o o | - 3.27 mb Exp. a t o t l l = 3.58 ± 0.27 mb 
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Figure 32 

i r _ _ ! j ( ! r 

^Mgtp.nJ^A11.851 MeV, 1 + 

Ep -19.12 MeV 

10-1 

10 -2 

A Large detector data point 
— 4p/6h (selected excitations) 

DWBA calculation (X 0.74) 

J_ _L _L J_ 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 

-Cos [8 cm) 

0.6 0.8 1.0 1.2 

-Cos (0 cm) 
- l ,M»t* te 
-9.98E-01 
-9.86E-01 
-9.54E-01 
-9.07E-01 
-8.31E-01 
-7.S1E-01 
-6.65E-01 
-5.60E-01 
-4.41E-01 
-3.21E-01 
-6.74E-02 

1.98E-01 
4.34E-01 
6.S4E-01 
8.24E-01 
9.40E-01 

Differential Cross Sections 

dcr/dft (8 cm) (mb/sr) 
Error of 

da/d$2 (0 cm) (mb/sr) 
70E-01 
72E-01 
28E-01 
4.2E-01 
33E-01 
32E-01 
19E-01 
94E-01 

1.41E-01 
1.12E-01 
8.59E-02 
1.28E-01 
1.24E-01 
8.85E-02 
8.32E-0: 
1.0SE-01 
1 .08E-01 

.3E-02 

.6E-02 

.5E-02 

.8E-02 

.5E-02 

.4E-02 

.2E-02 

. 8E-02 

.9E-02 

.4E-02 

.5E-02 

.3E-02 

.3E-02 

.7E-02 

.0E-02 
2.3E-02 
2.2E-02 

DWBA a totl| = 2.36 mb Exp. fftoll| = 1.74 ± 0.13 mb 
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Figure 33 

i r 

i* * 
^Mgtp.nl^AI 3.1596 MeV, 2 + ; T=1. 
Ep = 19.12 MeV 

i 
I I 

10 ,-i Mil* 1 

• Large detector data point 

10" J_ 
-1.2 -1.0 0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 

- Cos (0 cm) 

Differential Cross Sections 

0.6 0.8 1.0 

Error of 
-Cos (0 cm) dcr/dft (0 cm) (mb/sr) d(j/dJ2 (0 cm) (mb/sr) 
-1.00E+00 2.29E-01 3.4E-02 
-9.98E-01 3.22E-01 4.1E-02 
-9.86E-01 3.29E-01 4.8E-02 
-S.07E-01 5.17E-01 5.0E-02 
-9.54E-01 3.G3E-01 3.9E-02 
-8.30E-01 5.72E-01 B.1E-02 
-7.60E-01 6.35E-01 5.6E-02 
-6.64E-01 5.10E-01 5.5E-02 
-5.58E-01 4.02E-01 5.1E-02 
-4.39E-0I 2.27E-01 3.9E-02 
-3.19E-01 1.52E-01 4.4E-02 
-6.45E-02 1.28E-01 4.0E-02 
2.01E-01 1.48E-01 4.3E-02 
4.37E-01 1.29E-01 3.7E-02 
6.56E-01 1.39E-01 3.8E-02 
8.25E-01 1.64E-01 4.5E-02 
9.40E-01 2.44E-01 4.8E-02 

1.2 

Exp. or^i = 2.99 ± 0.22 mb 
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Figure 34 

T 1 1 1 1 1 1 1 1 1 r 

^Mgtp.nJ^AI1.0578 MeV, 1 + 

Ep - 24.97 MeV 

• Large detector data point 
4p/6h (selected excitations) 
DWBA calculation (X 0.S2) 

-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (0 cm) 

Differential Cross Sections 
Error of 

-Cos (0 cm) da/d£2 (0 cm) (mb/sr) do/dft (0 cm) (mb/sr) 
-9.98E-01 I.0SE-01 1.9E-02 
-9.B6E-01 1.15E-01 2.2E-0? 
-9.54E-01 2.16E-01 2.3E-0i 
-9.08E-01 4.4SE-01 3.3E-02 
-8.32E-01 3.94E-01 3.0E-02 
-7.63E-01 3.35E-01 2.5E-02 
-6.67E-01 2.60E-01 1.9E-02 
-5.63E-01 1.98E-01 2.3E-02 
-4.44E-01 1.68E-01 1.7E-0Z 
-3.25E-01 1.51E-01 1.7E-02 
-7.12E-02 1.27E-01 1.4E-02 

1.94E-01 1.18E-01 1.5E-02 
4.31E-01 1.03E-01 1.4E-02 
6.52E-01 8.09E-02 1.4E-02 
8.23E-01 1.38E-01 1.6E-02 
9.39E-01 1.19E-01 2.1E-02 

DWBA a t o « = 3 2 8 m b Exp. a t o t i , = 2.04 ± 0.17 mb 
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Figure 35 

10-

10 i-2 

10" 

1 1 1 i 1 i 1 r 

26Mg(p,n)26AI 3.1596 MeV, 2 + 

T=1 Ep = 24.97 MeV 

i 

hi 
1 o o o o J 

• Large detector data point 

_L J_ _L 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 

-Cos (0 cm) 
0.4 0.6 0.8 1.0 1.2 

-Cos (I cm) 
-9.98E-01 
-9 .86E-01 
-9.54E-01 
- 9 .07E-01 
-B.32E-01 
-7 .62E-01 
-6.66E-01 
-5 .S1E-01 
-4 .42E-01 
-3 .22E-01 
-6 .84E-02 

1.97E-01 
4.33E-01 
6.53E-01 
8.24E-01 
9.40E-01 

Differential Cross Sections 

do/dft (0 cm) (mb/sr) 
99E-01 
12E-01 
51E-01 
26E-01 
96E-01 
S0E-01 
S6E-02 
52E-02 
94E-02 
64E-02 
1SE-02 
07E-02 
17E-02 
07E-02 
07E-02 

2.8SE-02 

Exp, 

Error of 
do/dn (B cm) (mb/sr) 

4 • 2E - 0 2 
3 • 8E - 0 2 
2 6E - 0 2 
2 5E - 0 2 
2 4E - 0 2 
2 I E - 0 2 
1 SE - 0 2 
1 3E - 0 2 
1 0E - 0 2 
1 2E -02 
1 IE - -02 
1 I E - 0 2 
1 IE -02 
1 0E •02 
1 I E - -02 
1 2E-•02 

• o t n Ml = 0.84 ± 0.07 mb 
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Figure 36 

T 

^ M g l p . n ) 2 6 ^ 9.44 MeV, 1 + 

T = 1 Ep= 24.97 MeV 

10"' 

• Large detector data point 
4p/6h (selected excitations) 
DWBA calculation (X 1.15) 

10- J_ _L _L _L 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 

-Cos (0 cm) 

1.0 1.2 

-Cos (0 cm) 

- 9 .98E-01 
- 9 . 8 6 E - 0 1 
-9 .53E-01 
-9 .05E-01 
-B.28E-J6T1 

.56E-01 

.59E-01 

.52E-01 

.32E-01 

.10E-01 

.53E-02 

.10E-01 

.44E-01 

.61E-01 
8.28E-01 
9.41E-01 

Differential Cross Sections 

da/dia (0 cm) (mb/sr) 
Error of 

da/dfl (0 cm) (mb/sr) 

1.32E-01 
1.64E-01 
1.50E-01 
1.88E-01 
1.52E-01 
9.92E-02 
9.59E-02 
8.27E-02 
7.28E-02 
45E-02 
95E-02 
12E-02 
78E-02 
95E-02 
61E-02 
62E-02 

2.0E-02 
2.5E-02 
2.3E-02 
2.8E-02 
2.3E-02 
1.5E-02 
I.4E-02 
1.2E-02 
1.1E-02 
9.7E-03 
8.9E-03 
9.2E-03 
1 .0E-02 
8.9E-03 
9.9E-03 
8.4E-03 

DWBA a t o t l | = 0.84 mb Exp. a^^ = 0.96 ± 0.07 mb 
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Figure 37 

10"1 

10-

T T 

2 6Mg(p,n) 2 6A110.47 MeV, 1 4 

T=1 Ep = 24.97 MeV 

I 

Large detector data point 
4p/6h (selected excitations) 
DWBA calculation (X 0.77) 

_ J I I I L J_ _L _L 
-1.2 -1.0 -0,8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (6 cm) 

Differential Cross Sections 
Error of 

•Cos (0 cm) do/dSl (0 cm) (mb/sr) der/dfi (6 cm) (mb/sr) 
•9.98E-01 8.76E-02 2 .2E-02 
•9.86E-01 7.94E-02 2.0E-02 
•9.52E-01 5.46E-02 1.4E-02 
8.27E-01 6.12E-02 1.5E-02 
7.55E-01 5.79E-02 1.5E-02 
6.57E-01 5.13E-02 1.3E-02 
5.50E-01 4.13E-02 1 .0E-02 
4.29E-01 Z.98E-02 7.-4E-03 
3.07E-01 2.S5E-02 E.6E-03 
5.19E-02 4.79E-02 1 . 2E-02 
2.13E-01 4.63E-02 1.2E-02 
4.47E-01 4.96E-02 1.2E-02 
6.63E-J8T1 4.30E-02 1.1E-02 
8.30E-01 3.97E-02 9.9E-03 
9.42E-01 4.46E-02 1.1E-02 

DWBA (;„ „„, = 0.73 mb Exp. a*.,.. = 0.56 ± 0.05 mb 
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Figure 38 

10i T 

^Felp.n^Co 0 MeV. 0 + 

Ep » 17.2 MeV 

10" 

• Large detector data point 
1p/3h DWBA calculation (X 2.59) 

J_ ± _L J 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 

-Cos (0 cm) 
0.4 0.6 0.8 1.0 1.2 

-Cos (0 cm) 
-9.98E-01 
-9.86E-01 
-9.56E-01 
-9 .UE-0J 
- 8 .37E-01 
-7 .7JBTE-*1 
- 6 .77E-01 
-5.74E-01 
-4 .58E-01 
-3.40E-01 
-8 .81E-02 

1.7BE-01 
4.17E-01 
6.42E-01 
8.17E-01 
9 . 3 7 E - 0 1 

Differential Cross Sections 

do/dn (0 cm) (mb/sr) 

2.15E+00 
1.94E+00 
1.45E>00 
1.19E+00 
5.61E-01 
3.63E-01 
2.67E-01 
2.87E-01 
3.43E-01 
3.85E-01 
2.48E-01 
1.84E-01 
2.78E-01 
2.27E-01 
2.02E-01 
4.18E-01 

Error of 
dff/dft (0 cm) (mb/sr) 

1.5E-01 
1.4E-01 
1.0E-01 
8.3E-02 

9E-02 
5E-02 
9E-02 
0E-02 
4E-02 
7E-02 
7E-02 
3E-02 
9E-02 
6E-02 
4E-02 
9E-02 

DWBA a t e t l l = 1.74 mb Exp. o t o „, * 4.50 ± 0.73 mb 
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Figure 39 

T i—r 
^ F e t p . n ) 5 4 ^ 0.199 MeV, 7 + 

Ep = 17.20 Mev 

% 

I I I I. 
10" I i 

• Large detector data point 

10-
-1.2 1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 

-Cos (6 cm) 

Differential Cross Sections 
Error of 

-Cos (0 cm) da/dfi (0 cm) (mb/sr) doldQ, (0 cm) (mb/sr) 

-9.98E-01 2.35E-01 1.6E-02 
-9.86E-01 2.35E-01 1.6E-02 
-9.56E-01 2.21E-01 1.6E-02 
-9.10E-01 2.14E-01 1.5E-02 
-8.37E-01 1.81E-01 1.3E-02 
-7.70E-01 1.61E-01 1.1E-02 
-6.76E-01 1.45E-01 1.0E-02 
-5.74E-01 1.48E-01 1 .0E-0Z 
-4.57E-01 1.20E-01 8.4E-03 
-3.39E-01 1.33E-01 9.3E-03 
-8.78E-02 1.22E-01 8.5E-03 

1.78E-01 1.26E-01 M.8E-03 
4.17E-01 1.09E-01 7.6E-03 
6.42E-01 9.76E-02 6.8E-03 
8.17E-01 9.21E-02 6.4E-03 
9.37E-01 7.66E-02 6.5E-03 

1.2 

Exp. a t o t a l = 1.59 ± 0.12 mb 
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Figure 40 

10"1 

10 I-2 

^Fejp.n) 5 4 0.9372 MsV, 1 + 

Ep = 17.20 MeV 

A Large detector data point 
1p/3h DWBA calculation (X 1.50) 

_1_ _L ± 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 

-Co* (0 cm) 

0.4 0.6 0.8 1.0 1.2 

-Cos id im) 
•9 . 9 8 E - 0 1 
•9 . 8 6 E - 0 I 
•9 . 5 S E - 0 1 
•9 . 1 0 E - 0 1 
'8 , . 3 7 E - 0 1 
•7, • 6 9 E - 0 1 
6. . 7 6 E - 0 1 

•5, . 7 3 E - 0 I 
'4 . . 5 6 E - 0 1 
•3, . 3 8 E - 0 1 
8 , S 3 E - 0 2 
1 , . 7 9 E - 0 1 
4 . . 1 3 E - 0 1 
b. . 4 3 E - 0 1 
8 . . 1 8 E - 0 1 
9 . . 37E-JBT1 

Differentia! Cross Sections 
do/dil (6 cm) (mb/sr) 

Error of 
daldQ, {8 cm) (mb/srj 

5.76E-01 
5.25E-01 
4.20E-S1 
4.18E-01 
2.22E-01 
1.83E-01 
1.61E-01 
l .SEE-01 
1.43E-01 
1.2SE-01 
E.90E-02 
9.83E-02 
1.02E-01 
7.71E-02 
7.50E-02 
1.S9E-01 

0E-02 
7E-02 
9E-02 
9E-02 
6E-02 
3E-02 
IB -02 

1.2E-02 
1.0E-02 
8.8E-03 
4 .8E-03 
6.9E-03 
7 .1E-03 
E.0E-03 
5.6E-03 
1.2E-02 

DWBA o t o l a | = 1.13 mb Exp. <Ttoti, - 1.70 ± 0.13 mb 



Figure 41 

10 

6 4Fe!p.n)6 4CoOMeV,0+ 

Ep«18.6MeV 

10-

• Large detector data point 
1p/3h DWBA calculation (X 2.51) 

X 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 

-Cos (6 cm) 
0.4 0.6 0.8 1.0 1.2 

Differential Cross Sections 

-Cos (6 cm) do/dfi (fl cm) (mb/sr) 
- 9 . 9 8 E - 0 I 1.84E+00 
-9 .87E-01 1.66E+00 
-9 .56E-01 1.28E+00 
- 9 . U E - 0 1 9.3SE-01 
-8 .38E-01 5.56E-01 
-7 .70E-01 3.96E-01 
-6.77E-01 3.03E-01 
- 5 .75E-01 3.22E-01 
-4.59E-01 3.04E-01 
-3 .41E-01 3.82E-01 
-8 .92E-02 2.10E-01 

1.77E-01 1.84E-01 
4.16E-01 3.04E-01 
6.41E-01 2.04E-01 
8.17E-01 1.85E-01 
9.37E-01 3.49E-01 

DWEA a. tort 1.67 mb Exp 

Error of 
da/dfl (6 cm) (mb/sr) 

1.3E-01 
1.2E-01 
8.9E-02 
6.5E-02 
3.9E-02 
2.8E-02 
2 .1E-02 
2 .3E-02 
2.1E-02 
2.7E-<T2 
1.5E-02 
1.3E-02 
2.1E-02 
1.4E-02 
1.7E-02 
2.4E-02 

• »«td = 4 -19 ± 0-31 mb 



Figure 42 

1 1 1 1 1 1 1 1 1 1 1 

- 6 4 Fe(p,n) 6 4 Co 0.199 MeV, 7 + 

Ep -18.60 MeV 

" h 
• ^ I I I -

1 I I 

-
i i I* : 

• Large detector data point 

1 1 1 1 1 1 i i i i i 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (0 cm) 

Differential Cross Sections 
Error of 

-Cos (0 cm) da/dft (0 cm) (mb/sr) do/dft (0 cm) (mb/sr) 
-S.98E-4U 3.39E-01 3.3E-02 
-9.87E-01 3.48E-01 3.4E-02 
-9.56E-01 2.B2E-01 2.4E-02 
- 9 . U E - I 1 2.21E-01 1.5E-02 
-8.38E-01 1.98E-01 1.6E-02 
-7.70E-01 2.03E-01 1.7E-02 
-6.77E-01 1.91E-01 1.6E-02 
-5.75E-01 1.91E-01 1.4E-02 
-4.5CE-01 I.75E-01 1.5E-02 
-3.40E-01 1.47E-01 1.6E-02 
-8.89E-02 1.42E-01 1 .0E-02 

1.77E-01 1.44E-01 1.1E-02 
4.16E-01 9.73E-02 1.1E-02 
6.4TE-01 8.64E-02 7.8E-03 
8.17E-01 9.79E-02 1.3E-02 
9.37E-01 1.04E-01 1.2E-02 

Exp Otottl" 1.82 ± 0.14 mb 
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Figure 43 

i—r 
5 4 Fe(p.n) 5 4 Co 0.9372 MeV, 1 + 

E p - 18.60 MeV 

10- 1 

• Large detector data point 
1p/3h DWBA calculation (X 1.35) 

10-2 
-1.2 1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 

-Cos (0 cm) 

Differential Cross Sections 

0.6 0.8 1.0 

Error of 
-Cos id cm) da/dn (0 cm) (mb/sr) da/dn (0 cm) (mb/sr) 

- 9 .98E-01 6.07E-01 4.3E-02 
- 9 . 6 6 E - 0 I 5.64E-01 4.0E-02 
- 9 .56E-01 4.53E-01 3.2E-02 
-9 .10E-01 4.00E-01 2.8E-02 
- 8 .37E-01 2.71E-01 2.0E-02 
- 7 .70E-01 1.93E-01 1.4E-02 
-6 .76E-01 1.44E-01 1.5E-02 
- 8 .74E-01 1.38E-01 1.4E-02 
- 4 .57E-01 1.14E-01 1.3E-02 
- 3 .39E-01 1.13E-01 9.2E-03 
-8 .78E-02 7.31E-02 9.0E-03 

1.78E-01 7.77E-02 1.1E-02 
4.17E-01 8.94E-02 1.3E-02 
6.42E-01 6.28E.-02 7.7E-03 
8.17E-JBT1 8.S4E-02 1.0E-02 
9.37E-0 I I .02E-01 1.1E-02 

1.2 

DWBA 0^ = 1.16 mb Exp. ff^,-1.56 ± 0.12 mb 
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Figure 44 
10 T 

B 4Fe{p,n) 5 4Co 0.0 MeV. 0 + 

Ep » 24.6 MeV 

10- 1 

• Large detector data point 
1p/3h DWBA calculation (X 1.41) 

10" _L I _L 
-1.2 -1.0 -0.8 -0.6 

-Cos (0 crti 

- 9 • 93E -01 
- 9 87E -01 
-9 56E -01 
-9 H E -01 
-8 '-9E -01 
-7 71E - * i 
-6 79E -01 
-5 77E -01 
-4 E1E -01 
- 3 43E -01 
-9 18E -02 

1 74E -01 
4 i4E -01 
E 39E--01 
8 16E -01 
9. 37E--01 

0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 

-Cos (0 cm) 

Differential Cross Sections 
Error of 

dc/dft (0 cm) (mb/sr) da/dQ, (0 cm) (mb/sr) 

1.03E+00 7.7E-02 
9.18E-01 6.9E-02 
5.59E-01 4.2E-02 
3.63E-01 2.7E-02 
2.05E-0I 1.5E-02 
2.07E-01 l.BE-02 
Z.18E-01 1.7E-02 
2.38E-01 1.8E-02 
1.69E-01 1.3E-02 
1.68E-01 1.3E-02 
1.36E-01 1.0E-02 
9.17E-02 E.9E-03 
1.18E-01 8.9E-03 
3.57E-02 3.3E-03 
8.90E-02 6.7E-03 
8.02E-02 6.0E-03 

1.2 

DWBA a t o t l l ' 1.32 mb Exp. ataM - 1.87 ± 0.14 mb 
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Figura 45 

-i r T 

^Fetp.n^Co 0.199 MeV, 7 + 

Ep - 24.6 MeV 

hi* $

 s 

10-

i ,i 

A Large detector data point 

10" l 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (8 cm) 

Differential Cross Sections 

-Cos (8 cm) 

-9.98E-01 
-9.87E-01 
- 9 . 5 6 E - 0 1 
-3.11E-JT1 
-8.38E-0I 
-7.71E-01 
-6.78E-01 
-5.77E-01 
-4.60E-01 
-3.43E-01 
-9.17E-02 

1.74E-01 
4.14E-01 
6.39E-01 
8.16E-01 
9.37E-01 

Error of 
(8 cm) (mb/sr) do/dSl 18 cm) (mb/sr) 

2.20E-01 4.1E-02 
1.90E-01 2.6E-02 
2.20E-01 1.7E-02 
2. 70E-01 2.0E-02 
1.68E-01 1.3E-02 
1.45E-01 1 .1E-02 
1.42E-01 1.4E-02 
1.46E-01 1.1 E-02 
1.89E-01 1.4E-02 
1.57E-01 1.2E-02 
1.27E-01 9.5E-03 
8.30E-02 6.2E-03 
6.59E-02 4. 9E-03 
3.72E-02 3.4E-03 
3.20E-02 2.9E-03 
3.60E-02 3.0E-03 

Exp. 0^0 «= 1.36 ± 0.10 mb 
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Figure 46 
~~i r T 

"Fetp.nJ^Co 0.9372 MeV, 1 4 

Ep« 24.6 MeV . 

10"1 

Large detector data point 
1p/3h DWBA calculation (X 0.86) 

io-2 

-1.2 1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 

-Cos (0 cm) 

0.6 0.8 1.0 

Differential Crow Sections 
Error of 

-Cot (6 cm) do/dfl (0 cm) (mb/sr) do/dH (0 cm) (mb/sr) 
-9.98E-01 2.85E-01 2.3E-02 
-9.87E-01 2.96E-01 2.SE-02 
-9.56E-01 2.33E-01 2.1E-02 
-9.11E-*1 1.98E-01 1.5E-02 
-8.38E-01 1.54E-01 1.8E-02 
-7.71E-01 1 .06E-01 1.7E-02 
-6.78E-01 8.93E-02 1.5E-02 
-5.76E-01 6.8SE-02 9.6E-03 
-4.60E-01 6.72E-02 9.3E-03 
-3.42E-01 S.80E-02 B.2E-03 
-9 , I1E- I2 S.S2E-02 8.5E-03 

1.75E-01 4.42E-02 S.7E-03 
4.14E-01 6.03E-02 9.9E-03 
6. 40E-01 3.18E-02 5.SE-03 
8.16E-01 4.56E-02 7.7E-03 
9.37E-01 1.10E-01 1.2E-02 

1.2 

DWBA 0 ^ = 1.07 mb Exp., fftoti, « 0.92 ± 0.069 mb 
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Figure 47 

T T T 

^Fetp.n^Co 1.4465 MeV, 2 + 

Ep=24.6MeV 

10"1 

IfUl J i 5 j i 
I 

Large detector data point 

10- _L _L 
-1.2 -1.0 -0.8 -0.< 

-Cos (0 cm) 

-9.9BE-01 
-9.87E-01 
-9.56E-01 
-9.11E-01 
-8.38E-01 
-7.71E-01 
-6.78E-01 
-5.76E-01 
-4.60E-01 
-3.42E-01 
-9.06E-02 

1.75E-01 
4.15E-0I 
6.40E-01 
8.16E-01 
9.37E-01 

0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 
-Cos (0 cm) 

Differential Cross Sections 
Error of 

do/dfl (0 cm) (mb/sr) dff/dil (0 cm) (mb/sr) 

8.13E-02 1. 7E-02 
6.60E-02 1.5E-02 
6.67E-02 1.7E-02 
6.72E-02 9.1E-03 
5.94E-02 1. 6E-02 
4.05E-02 1.5E-02 
2.67E-02 6.8E-03 
3.50E-02 1.0E-02 
3.36E-02 8.6E-93 
3.22E-02 9.7E-03 
4.00E-02 1.0E-02 
2.72E-02 7.8E-03 
4.37E-02 1.0E-02 
2.72E-02 6.4E-03 
2.90E-02 8.4E-03 
7.27E-02 1.4E-02 

1.2 

Exp. o ^ = 0.47 ± 0.036 mb 
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Figure 48 

i r —i 1 i r 
"•Fetp.nJ^Co 5.3 MeV 
Ep - 24.6 MeV 

10-

| 10-2 

10 

• Large detector data point 
1p/3h DWBA calculation (X 1.00) 

J. I I 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 

-Cos (0 cm) 

0.4 0.6 0.8 1.0 1.2 

-Cos (9 cm) 

-9 .98E-01 
-9 .8GE-01 
- 9 . 5 5 F . - J 8 1 
-9 .10E-01 
- B . 3 7 t - 0 1 

69E-J8T1 
76E-JT1 
73E-JT1 
56E-01 
38E-01 
62E-02 

1.80E-01 
4.18E-01 
6.43E-01 
8.18E-JJ1 
9.37E-01 

Differential Cross Sections 

do/dft (9 cm) (mb/sr) 
Error of 

da/dft (6 cm) (mb/sr) 
1 .67E-01 
1 .82E-01 
2 .06E-01 
2 .76E-J?l 
2 .28E-01 
2 . 18E-//1 
1 .G7E-01 
1 14E-01 
6 41E-02 
5 08E-02 
5 40E-02 
2 57E-02 
3 80E-02 
4 31E-02 
3 96E-02 
3 93E-02 

2.0E-02 
1.8E-02 
2.1E-02 
2.SE-02 
2.3E-02 
2 .3E-02 
1.7E-02 
1.9E-02 
1.3E-02 
1.4E-02 
1.2E-02 
B.5E-03 
9.5E-03 
1 . 3E-02 
1.3E-02 
9.EE-03 

DWBA o t o 1 l | = 0.31 mb Exp. <r t o l > 1 « 0.98 ± 0.074 mb 

http://-9.55F.-j81
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Figure 49 

T 

5 6 Fe(p,n) 5 6 Co 1.7203 MeV, 1 + 

Ep-19.11 MeV 

10-1 

io- 2 

• Large detector data point 
2p/2h DWBA calculation (X 0.12) 

10-3 _L J_ _L _L 
-1.2 1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 

-Cos (0 cm) 

0.6 0.8 1.0 

Differential Cross Sections 
Error of 

-Cos (0 cm) do/dSl (0 cm) (mb/sr) do/dSl (0 cm) (mb/s 

- I . J T J J E + 0 0 6.01E-01 7.2E-02 
-9 .98E-J1 5 iSE-J&l 4. 2E-02 
- 9 . 8 7 E - * 1 3.94E-J8T1 3 .0E-02 
-9 .56E-J1 2.19E-01 2.0E-02 
- 9 . H E - j r i 1.93E-tfl 1.9E-JB2 
- 8 . 3 9 E - * 1 l . » 7 E - * l 1 . 7E-J&2 
- 7 . 7 2 E - I U 7.45E-02 1.5E-02 
- 6 . 7 9 E - * ! 3.99E-£I2 8.6E-03 
- 5 . 7 7 E - * 1 3.88E-02 l .«E-02 
- 4 . 6 1 E - * 1 2.83E-02 8.0E-03 
-3.44E-J91 2.41E-02 8.2E-03 
-9 .26E-S2 1.89E-ar2 8.2E-JB3 

1.2 

DWBA 0 t B t . = 4.06 mb Exp. atat^ is not available 
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Figure 50 

A Large detector data point 
— 2p/2h DWBA calculation (X 0.88) 

io- 2 L__j J i i i i i i i i i 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (0 cm) 

Differential Cross Sections 
Error of 

-Cos (0 cm) do/dil (0 cm) (mb/sr) da/dft (0 cm) (mb/sr) 
- l .MEMW 5.12E-01 8.2E-02 
-J.98E-»1 4.26E-01 4.8E-02 
-9.87E-01 3.99E-01 4.4E-02 
-9.56E-01 3.34E-01 4.5E-02 
-9.11E-01 2.99E-01 3.3E-02 
-8.38E-01 1.72E-01 3.1E-02 
-7.71E-01 1.19E-01 2.3E-02 
-6.78E-01 9.54E-02 2.4E-02 
-5.77E-01 7.03E-02 1.7E-02 
-4.60E-01 7.45E-02 1.6E-02 
-3.43E-01 8.60E-02 1.8E-02 
-9.15E-02 8.70E-02 2.7E-02 

1.74E-01 6.61E-02 1.6E-02 
4.14E-01 5.24E-02 1.5E-02 
6.40E-01 5.56E-02 1.8E-02 
8.16E-01 8.18E-02 2.7E-02 
9.37E-01 7.34E-02 1.4E-02 

DWBA a t o t l ( = 1.35 mb Exp. o^ « 1.18 ± 0.089 mb 
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Figure 51 

10 

10 ,-i 

T 

^Fefp .n^Co 3.59 MeV, 0 + 

Ep-19.11 MoV 

ii ii 

A Large datactor data point 
2p/2h DWBA calculation (X 1.56) 

_L 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (S cm) 

-Coi (0 cm) 
- 9 .98E-01 
-9 .B7E-01 
-9 .56E-01 
-S.11E-*1 
- 8 .38E-01 
-7.71E-01 
-6 .78E-01 
-5.76E-01 
-4 .S0E-01 
-3 .42E-01 
-9 .06E-02 

1.75E-01 
4.15E-01 
6.40E-01 
8.17E-01 
9.37E-01 

Differential Cross Sections 

dcx/dfi (6 cm) {mb/sr) 
Error of 

do/dJ2 (0 cm) (mb/sr) 

4 .24E+M 
3 69E+00 
2 51E+00 
1 58E+00 
7 22E-01 
4 87E-01 
4 10E-01 
4 24E-01 
4 33E-01 
4 59E-01 
3 12E-01 
2 66E-01 
2 71E-01 
1 39E-01 
2 27E-01 
4 53E-01 

•2E-0! 
. BE-01 
.9E-01 
.2E-01 
4E-02 
0E-02 
, 2E-02 
1E-02 
7E-02 
1E-02 
5E-02 
5E-02 
SE-02 
2E-02 
0E-02 
6E-02 

DWBA a. ̂4 = 3.79 mb Exp. a^^ - 5.89 ± 0.44 mb 
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Figure 52 

l—r i i — i — i — r 

"FeJp.nJ^Co 4.44 MeV, 2 + 

Ep- 19.11 MeV 

I 
IO-1 V • i , ' l f 

10-

• Large detector data point 

I I I I 
-1.2 .0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 

-Cos (0 cm) 

Differential Cross Sections 

0.6 0.8 1.0 

Error of 
-Cos (0 cm) da/dfi (0 cm) (mb/sr) dc/dft (0 cm) (mb/sr) 
- I . 0 0 E + 0 * 5.72E-01 8 .7E-02 
-9 .9BE-01 4.96E-01 5.9E-02 
-9 .87E-01 6.01E-01 7.2E-02 
-9 .56E-01 4 .10E-01 6 .5E-02 
- S . 1 1 E - * ! 3 .81E-01 4 .3E-02 
-8 .3BE-01 2.83E-01 5.7E-02 
-7 .70E-01 2.07E-01 4.2E-02 
-S .77E-01 1.65E-01 4.SE-02 
-5 .75E-01 1.44E-01 3 .1E-02 
-4 .S9E-01 1.23E-01 3 .3E-02 
-3 .41E-01 1.63E-01 2 .8E-02 
-8 .94E -02 1.41E-01 2.9E-02 

1.76E-01 1.09E-01 2.4E-02 
4.16E-01 1.03E-01 2.3E-02 
6.41E-01 1 72E-01 3 .2E-02 
B.17E-01 2.01E-01 3 .1E-02 
9.37E-01 i.sr. -a\ 3.1E-02 

1.2 

Exp. a _ . • 2.10±0.16mb 
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Figure 53 

10"1 

10-

10 

— i 1 1 1 r 

"Fefp.nJ^Co 1.7203 MeV, 1 + 

E p - 24.59 MeV 

A Large detector data point 
2p/2h DWBA calculation (X 0.10) 

i-3 
-1.2 -1.0 -0.8 -0.6 

_L _L _L 

-Cos (0 cm) 

-9.98E-01 
-9.87E-01 
-9.56E-01 
-9.12E-01 
-8.39E-01 
-7.72E-J»1 
-e.ajrE-01 
-5.7«E-*1 

.62E-01 
-9 .40E-02 

4 -0.2 0 0.2 0.4 0.6 0.8 1.0 

-Cos (6 cm) 

Differential Cross Sections 
Error of 

do/dn id cm) (mb/sr) do/dn W cm) (mb/sr) 

5.8JTE-JJ1 4.5E-02 
3.45E-01 3.7E-02 
I . 35E-01 3 .0E-02 
1.09E-01 2.3E-02 
3.77E-02 1.7E-02 
1.78E-02 1 . 2E-02 
3.14E-02 1.4E-02 
S.03E-02 1.4E-02 
2.94E-02 1.2E-02 
1.68E-02 9.6E-03 

1.2 

DWBA a^^, = 3.08 mb Exp. awtA is not available 
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Figure 54 

10"1 

i 1 1 1 1 r 
5 6 Fe(p,n) 6 6 Co 2.79 MeV, 1 + 

Ep - 24.59 MeV 

10 

A Large detector data point 
2p/2h DWBA calculation (X 0.66) 

J 1 1 1 1 _ l L 1-2 
-1.2 -1.0 -0.8 -0.6 -0.4 -0u 

I I J_ 
0 0.2 

•Cos (0 cm) 

0.4 0.6 0.8 1.0 1.2 

Differential Cross Sections 

-Cos (0 cm) do/dn (0 cm) (mb/sr) 

-9 .98E-01 4 .57E-01 
- 3 . 1 7 E - 0 1 3.43E-01 
-9 .56E-01 2.11E-01 
-9.11E-JT1 1.82E-01 
-8 .39E-01 1.06E-01 
- 7 . 7 2 E - 0 1 7.13E-02 
-6 .79E-01 B.07E-02 
-5 .78E-01 8.28E-1T2 
-4.62E-01 6.60E-02 
- 3 .44E-01 6.50E-02 
-9 .33E-02 S.35E-02 

1.73E-J»1 3.56E-02 
4 .12E-01 3.14E-02 
6.39E-01 3.46E-02 
8 . 1 6 E - I 1 2.73E-02 
9.36E-01 5.14E-02 

Error of 
da/dft (0 cm) (mb/sr) 

0E-02 
7E-02 
9E-02 
4E-J02 
2E-02 
2E-02 
1E-02 
1E-02 
l"i-02 
7E-02 
7E-02 
2E-02 
IE-02 
IE-02 
5E-03 
9E-03 

DWBA a, ̂4 = 1.19 mb Exp. o^tf » 0.78 ± 0.059 mb 
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Figure 55 

10 i r T T 

i 
i 

"Fefc.n^Co 3.59 MeV, 0 + 

Ep - 24.59 MeV 

10* 

A Large detector data point 
2p/2h DWBA calculation (X 1.45) 

10- J_ J_ I A. 
-1.2 1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 

-Cos {6 cm) 

0.6 0.8 1.0 

Differential Cross Sections 
Error of 

-Cos (0 cm) da/df2 (0 cm) (mb/sr) da/da (0 cm) (mb/sr) 

- 9 . 9 8 E - 0 1 3 .49E+M 2 .6E- IU 
- 9 . i 7 E - * l 2.69E+00 2 .0E-01 
-9.56E-JU 1.49E+MT 1 .1E-5 I 
- 9 .11E-01 9.12E-01 6 .8E-02 
- 8 . 3 9 E - * 1 4.14E-01 3.4E-02 
-7 .72E-01 3.19E-01 3.3E-02 
-6 .79E-01 4 .13E-01 3.7E-02 
-5 .77E-01 5.92E-JB1 4.4E-02 
-4 .61E-01 4.93E-01 3. 7E-02 
- 3 . 4 4 E - 0 1 3.54E-01 2.7E-02 
-9 .27E-02 2.42E-01 2.9E-02 

1 .73E-J8T1 1.51E-01 1.7E-02 
4.13E-01 1.66E-01 1.9E-02 
6.39E-01 7.70E-02 1.7E-02 
8.16E-01 1 .23C-JB1 1.4E-02 
9.36E-01 1.S4E-JB1 1.4E-02 

1.2 

DWBA o^ = 2.75 mb Exp. or t o t i | - 4.00 ± 0.30 mb 
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Figure 56 

T 

^FetanJ^Co 4.44 MeV, 2 + 

Ep - 24.59 MeV 

| 10-1 

£ 

10-' 

? 
ii i 

• Large detector 
data point 

J I I I 
-1.2 -1.0 -0.8 -0.6 -0.4 

-L _L 
-0.2 0 0.2 

-Cos (6 cm) 

0.4 0.6 0.8 1.0 1.2 

-Cos (0 cm) 

- j . « E - i n 
-9.I7E-01 
-9.56E-01 
- 9 . U E - I 1 
-8.39E-01 
-7.71E-01 
-6.79E-01 
-6.77E-01 
-4 .S1E-01 
- 3 . 4 3 E - 0 1 
-9 .21E-02 

1.74E-01 
4.13E-01 
6.39E-01 
8.16E-01 
9.37E-01 

Differential Cross Sections 

do/dn (0 cm) (mb/sr) 
Error of 

do/dn (0 cm) (mb/sr) 

1.89E-01 
1.95E-01 
2.09E-01 
1.99E-01 
1.07E-01 
1.22E-01 
13E 02 
S7E-02 
29E-02 
83E-02 
87E-02 
25E-02 
40E-02 
03E-02 
45E-02 
30E-02 

4E-02 
0E-02 
6E-02 
8E-02 
SE-02 
3E-02 
0E-02 
3E-02 
3E-02 

1.7E-02 
2.1E-02 
1.4E-0Z 
1.5E-02 
1.7E-02 
1.6E-02 
I .3E-02 

Exp. atatM - 0.75 ± 0.057 mb 
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Figure57 

T 

; x * 

f * I 

J 
i i 

Comparison of Bentley's data with 
Sterrenburg's data and with 24.97 
MeV thesis data for: 
"Mgtp.nJ^AI 1.0578 MeV, 1 + 

*; * * J 

• , • 24.97 MaV thesis data 
* Bentlay's 22.8 MeV data 
X Sterrenburg's 24.6 MeV data 

_L _L J_ _L _L 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (0 cm) 
Differential Cross Sections 

Bentley Sterrenburg Thesis 
Error of Error of 

dor/dJOs dcr/dn da/dfi da/dft do/dft 
-Cos (0 cm) (0 cm) -Cos (0 cm) -Cos (0 cm) (0 cm) 

(0 cm) (mb/sr) <mb/sr) (0 cm) (mb/sr) (0 cm) (mb/sr) (mb/sr) 
•9.834E-01 1.970E-01 3.BS0E-02 -9.6E-01 2.3E-01 -9.98E-01 1.05E-01 1.9E-02 
-9.494E-01 3.971E-01 4.7B0E-02 -9.0E-01 4.9E-01 -9.86E-01 1.15E-01 2.2E-02 
•8.979E-01 6.744E-01 5.630E-02 -8.0E-01 4.8E-01 -9.64E-01 Z.16E-01 2.3E-02 
•8.297E-01 5.823E-01 4.890E-02 -6.9E-01 3.8E-01 -9.08E-01 4.4SE-01 3.3E-02 
•7.465E-01 8.730E-01 9.050E-02 -E.2E-01 3.0E-01 -8.32E-01 3.94E-0I 3.0E-02 
S.500E-01 5.50SE-01 G.020E-02 -4.7E-01 2.5E-01 -7.63E-01 3.3BE-01 2.SE-02 
5.420E-01 3.996E-01 4.070E-02 -3.1E-01 1.9E-01 -6.67E-01 2.60E-01 1.9E-02 

•4.248E-0J 3.079E-01 2.490E-02 -1.4E-01 1.5E-01 -S.63E-01 1.98E-01 2.3E-02 
3.007E-01 2.230E-01 2.S80E-02 3.SE-0Z 1.6E-01 -4.44E-0I 1.68E-01 1.7E-02 
3.007E-01 2.47SE-01 1.740E-02 2.1E-01 1.8E-01 -3.25E-01 1.51E-01 1.7E-02 
5.861E-02 2.660E-01 1.8S0E-02 -7.12E-02 1.27E-01 1.4E-02 
B.994E-02 2.231E-01 1.S10E-02 1.94E-01 1.18E-01 1.5E-02 
2.185E-01 2.281E-01 1.360E-02 4.31E-01 1.03E-01 1.4E-02 
3.427E-01 2.233E-01 1.360E-02 B.52E-01 8.09E-0Z 1.4E-02 
4.7S5E-01 1.989E-01 1.520E-02 8.23E-01 1.38E-0J 1.6E-02 
5.83BE-01 1.S04E-01 9.000E-03 9.39E-01 1.19E-01 2.1E-02 
6.821E-01 K9G8E-01 1.340E-02 
7.581E-01 2.2UE-01 1.580E-02 
7.531E-01 2.503E-01 1.900E-0Z 
8.341E-01 3.060E-01 2.070E-0Z 
8.967E-01 3.226E-01 2.000E-02 



144 

10 

1 

1 10 •1 
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Figure 58 

T 

Comparison of Bentley's data 
with 24.60 MeV thesis data: 

"FeJp.n^Co 0.00 MeV, 0 + 

* -
i f 1 * * * 

i I s 
I 

* i I s 
« i 

10-21— 
-1.2 

A , • 24.60 MeV thesis data (planimeter) 
* Bentley's 22.8 MeV data 

_L I I 
-1.0 -0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos ( 0cm) 
Differential Cross Sections 

Bentley 
Error of 

Thesis Error of 
da/dft 

dcj/dfi (0 cm) da/dft (0 cm) da/dft!(0 cm) (0 cm) 
-Cos (0 cm) (mb/sr) (mb/sr) -Cos (0 cm) (mb/sr) (mb/sr) 
-9 .841E-01 1.142E+0* 3.400E-02 - 9 . J 8 E - 0 1 1.03E+00 7.7E-02 
-3.841E-JS1 1.121E+00 3.300E-02 - 9 . J 7 E - 0 ] 9 .18E-01 6.9E-02 
-9 .552E-01 8.441E-01 2.710E-02 - 9 . 5 6 E - 0 1 S.59E-01 4 .2E-02 
-9 .5S2E-01 7.909E-01 2.250E-02 -9 .11E-01 3 .63E-01 2.7E-02 
-9 .019E-01 4.589E-01 1.350E-02 -8 .39E-01 2.05E-01 1.5E-02 
-8 .496E-01 3.151E-J8H 9.800E-03 -7 .71E-01 2.07E-01 l .SE-02 
-7.S59E-JTI 2.57BE-01 1.200E-02 -6 .79E-01 2.18E-01 1.7E-02 
- « . 9 * 9 E - * 1 2.707E-01 1.010E-02 -5 .77E-01 2.38E-01 1.8E-02 
-5.57J»E-*1 2.321E-01 9.200E-03 -4 .61E-01 1.69E-01 1.3E-02 
-4 .81SE- IU 2.523E-01 9.700E-03 - 3 . 4 3 E - 0 1 1.S8E-01 1.3E-02 
-3 .649E-01 2.222E-01 8.900E-03 -9 .18E-02 1.36E-01 1.0E-02 
- 2 . 6 4 7 E - 0 I 2.363E-01 8. E00E-03 1.74E-01 9.17E-02 6.9E-03 
-1 .097E-01 1.644E-01 7.000E-03 4.14E-01 1.18E-01 B.9E-03 

S. 948E-02 1.088E-01 5.100E-03 E.39E-01 3.B7E-02 3. 3E-03 
1.975E-01 1.057E-01 5.500E-03 8.16E-01 8.90E-02 6 .7E-03 
3.065E-01 1.331E-01 5. S0XE-03 9.37E-01 8.02E-02 6 .0E-03 
4.689E-01 1.137E-01 5.800E-03 
5.703E-01 8.934E-02 4.670E-03 
6.788E-01 6.822E-02 3.980E-03 
7.427E-01 9.217E-02 4.950E-03 
8.575E-01 1.177E-01 S.800E-03 
8.906E-01 1.176E-01 5.S00E-03 
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Figure 59 
T T 

1 10"1 

! 

10-2 

Comparison of Bentley's data 
with 24.60 MeV thesis data: 

"Fe fp .n^Co 0.199 MaV. 7 + 

i l l t i z 

h 
f i 

i S 

H $Sf 

A, • 24.60 MeV thesis data (planimeter) 

* Bentley's 22.8 MeV data 

_L _L J_ 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (0 cm) 
Differential Cross Sections 

Bnntley 
Error of 

Thesis 
Error of 

dff/dn (0 cm) dtr/dn (6 cm) do/dft (0 cm) dcr/dn (0 cm) 
-Cos (0 cm) (mb/sr) (mb/sr) -Cos (0 cm) (mb/sr) (mb/sr) 
9 .840E-01 2.127E-01 1.S80E-02 - 9 . 9 8 E - I 1 2.20E-01 4.1E-02 
9.840E-01 2.296E-01 1.740E-02 - 9 . 8 7 E - I 1 1.90E-01 2.6E-02 
9.S52E-01 2.099E-01 1.580E-02 -9 .S6E-01 2.20E-01 1.7E-02 
9.552C-01 1.888E-01 1.250E-02 - 9 i l l E - * l 2 .70E-01 2.0E-02 
9.018E-01 1.812E-01 8.800E-03 -8 .38E-01 1.68E-01 1.3E-02 
8.496E-01 1.S46E-01 7.100E-03 -7 .71E-01 1.45E-01 1.1E-02 
7.557E-01 1.8S0E-01 1.020E-02 -6 .78E-01 1.42E-01 1.4E-02 
6.908E-01 1.818E-01 8.400E-03 -5 .77E-01 1.46E-01 1.1E-02 
5.569E-01 1.481E-01 7.400E-03 -4 .60E-01 1.89E-01 1.4E-02 
4.813E-01 1.349E-01 7.400E-03 -3 .43E-J1 1.57E-01 1.2E-02 
3.647E-01 1.336E-01 7.Z00E-03 -9 .J7E-02 1.27E-01 9.5E-03 
2.646E-01 1.404E-01 6.800E-03 1.74E-*1 8.30E-02 6.2E-03 
5.739E-02 1.210E-01 6.200E-03 4.14E-J81 6.59E-02 4.9E-03 
5 965E-02 1 .J087E-J0-1 5.100E-03 6.39E-01 3.72E-02 3.4E-03 
1.977E-01 9.381E-02 5.260E-03 8.16E-01 3.20E-02 2.9E-03 
3.067E-01 8.594E-02 4.520E-03 9 . 3 7 E - I 1 3.60E-02 3.0E-03 
4.690E-01 6.233E-02 4.610E-03 
5.704E-01 4.937E-02 3.760E-03 
6.789E-01 5 .7 I9E-02 3.700E-03 
7.428E-JK1 3.856E-02 3.790E-03 
8.57SE-01 3 .67 IE -02 3.410E-03 
8.907E-01 3.618E-02 3.130E-03 
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cs 
1 

i—r Figure 60 
T 

Comparison of Bentley's data 
with 24.60 MeV thesis data: 
"FefonJ^Co 0.9372 MeV, 1 + 

h 
i -

I 

h 
¥ 

i 

10 2 . 

• . • 24.80 MeV thesis datal(planimeter) 
* Bentley's 22.8 MeV data 

J I I I I I l _ J_ I _ 
-1.2 -1.0 -0.8 -0.6 -0.4 

Bentley 

0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 
-Cos (6 cm) 

Differential Cross Sections 
Thesis Error of Error of 

dcr/dJ2 (0 cm) da/dfi (0 cm) dofdil (0 cm) da/dfi (0 cm) 
•Cos (6 cm) (mb/sr) (mb/sr) -Cos (0 cm) (mb/sr) (mb/sr) 
9.840E-01 2.577E-01 1.S00E-02 -9.98E-01 2.85E-01 2.3E-02 
9.840E-01 2.515E-01 1.480E-02 -9.87E-01 2.96E-01 2. 5E-02 
9.552E-01 2.443E-01 1.320E-02 -9.56E-01 2.33E-01 2.1E-02 
9.552E-01 2.250E-01 1.120E-02 -9.11E-01 1.98E-01 1.5E-02 
9.017E-01 1.888E-01 0.300E-03 -8.38E-01 1.54E-01 l.BE-02 
B.494E-JBT1 1.560E-01 6. S00E-03 -7.71E-01 1.06E-01 1.7E-02 
7.554E-01 1.400E-01 8.800E-03 -6.78E-01 8.93E-02 l.SE-02 
E 9JT4E-J91 1.100E-01 6.700E-03 -5.76E-01 6.86E-02 9.6E-03 
r ,564E-01 8.538E-02 5.680E-03 -4.60E-01 6.72E-02 9.3E-03 
4 .8*8E-01 7.414E-02 5.450E-03 -3.42E-01 S.80E-02 8.2E-03 
3.641E-01 7.756E-02 S.510E-03 -9.11E-02 5.62E-02 8.5E-03 
2.839E-01 7.180E-02 4.720E-03 1.7BE-01 4.42E-02 6.7E-03 
5.669E-02 5.106E-02 3.610E-03 4.14E-01 6.03E-02 9.9E-03 
6.035E-02 3.076E-£2 2.730E-03 6.40E-01 3.18E-02 S.5E-03 
1.963E-01 3.739E-02 3.140E-03 8.16E-01 4.56E-02 7.7E-03 
3.074E-01 5.163E-02 3.250E-03 9.37E-01 1.10E-01 1.2E-02 
4.E9SE-01 5.64EE-02 3.950E-03 
5.709E-01 4.483E-02 3.070E-03 
E.793E-01 3.474E-02 2.B70E-03 
7.430E-01 4.024E-02 2.820E-03 
8.578E-01 6.8SBE-02 4.390E-03 
8.909E-01 8.583E-02 4.570E-03 
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10 

Figure 61 
T T 

Comparison of Berkley's data 
with 24.60 MeV thesis data: 
"Fefp.nJ^Co 1.4465 MeV, 2 + 

• , • 24.60 MeV thesis data (planimeter) 

* Bentley's 22.8 MeV data 

I I I I I I L_ 
0.2 0.4 0.6 0.8 1.0 1.2 

f2 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 

-Cos (0 cm) 
Differential Cross Sections 

Bentley _ . Thesis 

-Cos (0 cm) 

Error of Error of 
do/dfZ (0 cm) do/dft (0 cm) da/dfi (0 cm) do/dfi (0 cm) 

(mb/sr) (mb/sr) -Cos (0 cm) (mb/sr) (mb/sr) 

»4J»E-J»I 
840E-01 
S51E-01 
551E-01 
016E-01 
493E-01 
552E-01 
901E-01 
660E-01 
804E-01 
637E-01 
634E-01 
617E-02 
087E-02 
989E-01 
079E-01 
699E-01 
713E-01 
796E-01 
433E-01 

8.579E-01 
8.909E-01 

.926E-02 

.191E-02 

.536E-02 

.745E-02 

.026E-02 

.1S6E-02 

.980E-02 

.799E-02 

.GE8E-02 

.993E-02 

.724E-02 

.669E-02 

.748E-02 

.3S0E-02 

.75SE-02 

.598E-02 

.221E-02 

.980E-02 

.'75E-02 

.676E-02 
5.1i2E-02 
6.029E-02 

2. 
3. 
4. 
3. 
5. 
5. 
S. 
6. 
4. 
4. 
5. 
4. 
3. 
2. 
2. 
4. 
6. 
S. 
4. 
3. 

7.918E-03 
8.340E-03 

710E-03 
.640E-03 
320E-03 
560E-03 
750E-03 
860E-03 
750E-03 
8S0E-03 
940E-03 
1S0E-03 
350E-03 
S80E-03 
950E-03 
130E-03 
160E-03 
460E-03 
820E-03 
7S0E-03 
880E-03 

-9.98E-01 
-9.87E-01 
-9.56E-01 
-9.11E-01 
-8.38E-01 
-7.71E-01 

.78E-01 

.76E-01 

.60E-01 

.42E-01 

.06E-02 

.75E-01 
•1SE-01 
.40E-01 

8.16E-01 
9.37E-01 

.13E-02 

.S0E-02 
,67E-02 
72E-02 
94E-02 
0SE-02 
67E-32 
50E-02 
36E-02 
22E-02 
00E-02 
72E-02 
37E-02 
72E-02 
90E-02 
27E-02 

.7E-02 

.5E-02 

.7E-02 

.1E-03 

.SE-02 

.5E-02 

.8E-03 

.0E-02 
8.6E-03 
9.7E-03 
1 .0E-JB2 
7.8E-03 
1.0E-02 
6.4E-03 
8.4E-03 
.•.4E-02 

3.850E-03 
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Figure 62 

- * 
Comparison of Bentley's data 
with 24.59 MeV thesis data: 

_ • 
* 

^Felp.nl^Co 3.59 MeV. 0 + 

- * 

I B" 1 « 
S 

. * | i 1 s* 

-
i ^1 * 

- i s 
* * I 

* - • 24.59 thesis data (planimeter) 
* Bentley's 22.8 MeV data 

1 1 l l 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 1.0 1.2 

-Cos (0 cm) 
Differential Cross Sections 

Bentley 
Error of 

Thesis 
Error of 

dcr/dn (0 cm) da/dQ, (0 cm) do/dfi (0 cm) do/dQ, (0 cm) 
Cos (0 cm) (mb/sr) (mb/sr) -Cos (0 cm) (mb/sr) (mb/sr) 
9.841E-01 3.262E+00 8.400E-02 -9.98E-01 3.49E+0* 2.6E-01 
9.515E-01 1.993E+00 7.800E-02 -9.87E-01 2.69E+00 2.0E-01 
9.021E-01 1.210E+00 B.700E-02 -9.S6E-01 1.49E*0* 1.1E-01 
8.716E-01 6.984E-01 3.970E-02 -9.11E-01 9.12E-01 6.8E-02 
8.365E-01 5.357E-01 6.380E-02 -8.39E-01 4.14E-01 3.4E-02 
8.365E-01 4.194E-01 3.430E-02 -7.72E-01 3.19E-01 3.3E-02 
7.965E-01 4.209E-01 3.040E-02 -6.79E-01 4.13E-01 3.7E-02 
7.562E-01 4.0S3E-01 2.450E-02 -S.77E-01 S.92E-01 4.4E-02 
6.952E-01 4.142E-01 3.180E-02 -4.61E-01 4.93E-01 3.7E-02 
6.626E-01 S.181E-01 4.090E-02 -3.44E-01 3.54E-01 2.7E-02 
S.576E-01 7.S03E-01 S.320E-02 -9.27E-02 2.42E-01 2.9E-02 
5.576E-01 6.703E-01 3.480E-02 1.73E-01 1.51E-01 1.7E-02 
4.015E-01 6.9S2E-01 3.Z90E-02 4.13E-01 1.66E-01 1.9E-02 
3.211E-01 6.581E-01 4.810E-0Z 6.39E-01 7.70E-02 1.7E-02 
2.656E-01 5.133E-01 2.330E-02 8.16E-01 1.23E-01 1.4E-02 
6.366E-02 3.387E-01 2.000E-02 9.36E-01 1 .04E-01 1.4E-02 
6.714E-02 2.025E-01 2.320E-02 
1.SE5E-*! 2.257E-01 1.990E-02 
3.221E-01 2.202E-01 2.540E-02 
4.650E-01 1.52SE-01 1.360E-02 
5.654E-01 1.468E-01 8.300E-03 
6.668E-01 1.155E-01 6.000E-03 
7.479E-01 1.329E-01 9.700E-03 
8.269E-01 2.011E-01 1.300E-02 
8.802E-01 2.100E-01 1.210E-02 
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Comparison of Bentley's data 
with 24.59 MeV thesis data: 
^Fetp.nl^Co 4.44 MeV. 2 + 

10-21 I J_ _L 

i 24.59 MeV thesis 
data (planimeter) 
Bentley's 22.8 MeV data 

_J I I I 
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 1.2 

Bentley 

-Cos (0 cm) 
Differential Cross Sections 

Thesis 
Error of Error of 

do/df i (6 cm) dcr/dft (0 cm) da/df i (0 cm ) d<j/dJ2 (0 cm 
Cos id cm) (mb/sr) (mb/sr) -Cos (0 cm) (mb/sr) (mb/sr) 
•S. t41E-01 1.114E-01 2.B30E-02 -9 .S8E-01 1.89E-01 4 .4E-02 
-9.515E-01 2.305E-01 3.310E-02 -9 .87E-01 1.9SE-01 4 .0E-02 
•9.019E-01 2.201E-01 3.400E-02 -9 .56E-01 2 .09E-01 3.EE-02 
•8.715E-01 1.792E-01 Z.410E-02 - 9 . U E - 0 1 1.99E-01 2.8E-02 
8.363E-01 1.268E-01 3.240E-02 -8 .39E-01 1.07E-01 2.5E-02 
8.3S3E-01 1.344E-01 2.290E-02 -7 .71E-01 1.22E-01 3.3E-02 
7.962E-01 1.179E-01 2.090E-02 -S.79E-01 7.13E-02 2.0E-02 
7.559E-01 9.153E-02 J.523E-02 -5 .77E-01 5.97E-02 2.3E-02 
6.948E-01 7.885E-02 1.974E-02 -4 .61E-01 E.29E-02 2.3E-02 
6.S22E-01 1.336E-01 2.480E-02 -3 .43E-01 2.83E-02 1.7E-02 
5.572E-01 9.442E-02 2.S03E-02 -9 .21E-02 5.87E-02 2.1E-02 
5.672E-01 1.015E-01 1.970E-02 1.74E-01 3.25E-02 1.4E-02 
4.008E-01 7.897E-02 1.709E-#2 4.13E-01 4.40E-02 1.5E-02 
3.205E-01 7.31BE-02 2.141E-02 E.39E-01 5.03E-02 1.7E-02 
2.B49E-01 5.914E-02 1.234E-02 8.1EE-01 5.4BE-02 1.6E-02 
B.29BE-02 5.559E-02 1.173E-02 9.37E-01 4.30E-02 1.3E-02 
6 .8*2E-02 3.408E-02 1.389E-02 
1.973E-0I 1.896E-02 1.060E-02 
3.228E-01 7.173E-02 1.272E-02 
4.E5BE-01 4.321E-02 9.340E-03 
5.660E-01 6.029E-02 6.100E-03 
6.673E-01 4.817E-02 4.200E-03 
7.483E-01 5.113E-0Z 6.960E-03 
8.271E-01 5 . 8 U E - 0 2 8.060E-03 
8.803E-01 4.903E-02 7.380E-03 
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This appendix presents a brief description of the computer programs named 

in this thesis. 

DWBA79 is essentially the distorted-wave Born approximation code DWBA70, 

with a few minor modifications. DWBA70 was written by R. Schaeffer and J. 

Raynal cf the Centre d'Etudes Nucleases de Saclay, B.P, No. 2, 91-Glf-sur-

Yvette, France. DWBA79 was used to calculate (p,n) differential cross sections 
+ + 

and angie-lntegrated cross sections for transitions to 0 and 1 states. 

EFFIC calculates the efficiency of a neutron detector using only (n,p) cross 

sections. The code was produced by E-division at Livermore. EFFIC was used to 

help determine the efficiency of the 11.4 cm dia. x 5.1 cm long NE213 small 

detectors. 

GRIND calculates differential cross sections from the integrated counts 

under peaks in time-of-flight (TOF) spectra. GRIND produces a set of differen­

tial cross sections for the 16 angles at which detectors are positioned in the 

neutron TOF pit. The code also generates the neutron energy at each angle, and 

the center of mass angle corresponding to the detector angle in the laboratory 

system of reference. GRIND was produced by E-divislon at Livermore. The 
5/ 54 

code was used to generate Fe(p,n) Co cross sections at two proton bombarding 

energies. The code was also used to generate D{d,n) He and T(d,n) He cross 

sections for detector efficiency measurements. 

KANISH uses Monte Carlo methods to calculate the neutron detection 

efficiency of hydrocarbon scintillators. It considers both n-p scattering, and n-C 

interactions. The code was developed by Gunter Kanisch of the University of 

Hat.iburg, Germany. KANISH is documented in: Gunter Kanisch, "Ein Programm 

zur Berechnung des Neutronen-Ansprechvermogens von organischen Szintillatoren 
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und dessen Anwendung bei der Spektrometrie von Neutronen aus der Reaktion 
1Q7 1Q7 

1 3 Au(p,n) a Hg" (Hamburg, Germany: University of Hamburg, 1976). The KANISH 

calculated Area x Efficiency (AE) of our NE213 detectors were compared with 

the measured AE. 

KEFF also uses Monte Carlo methods to calculate the efficiency of hydro­

carbon scintillators in detecting neutrons. The code considers the interaction of 

neutrons with carbon nuclei, as well as n-p scattering. The code is described In: 

R.A. Cecil, B.D. Anderson, and R. Madey, "Improved Predictions of Neutron 

Detection Efficiency for Hydrocarbon Scintillators from 1 MeV to about 300 MeV," 

Nucl. Instr. and Meth. 161, 439 (1979). KEFF was used to calculate the 

Area x Efficiency (AE) of the our NE213 detectors for comparison with the 

measured AE. 

LEGENDRE fits a sum of Legendre polynomials to a set of differential 

cross sections and calculates the angle-integrated cross section. Three or more 

Legendre polynomials can be used In the sum; we use the angle-integrated cross 

section of the set giving the best fit to the data. The code was produced by E-

division at Livermore. The code was used to determine values of the angle-

integrated cross section exp. c .. 

NDFOXE fits Gaussian curves, Gaussian curves with tails, or Lorentzian 

curves, to peaks in TOF spectra. NDFOXE integrates the area under the curves 

and provides an error for the integrated area. The code was produced by E-

division at Livermore. NDFOXE areas were used by GRIND to compute differen­

tial cross sections. 

NPCS uses a Legendre polynomial expansion with Drosg's Legendre coeffi­

cients (these coefficients are tabulated in No. 38 of section VI) to generate dif-

ferential cross sections for D(d,n) He and T(d,n) He reactions. The code was 
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produced by E-division at Livermore. NPCS was used to calculate differential 

cross sections used in determining large and small detector AE's. 

d 2 
TOFFEE converts raw TOF spectra into plots of - j ^ j [—J™!^-] v j , 

U [MeV], where U is the excitation energy of the residual nucleus. The code also 
d 2 

generates error bars on each .„ ... plotted. The code has the capability 

of averaging d - d U over two channels, and computing the appropriate 

error. The code was developed at LIvermore by E-divit!on. TOFFEE plots were 

made for all the spectra. Peaks in the TOFFEE plots corresponding to 

transitions to particular nuclear states were integrated to yield differential cross 

sections. 

For listings of the above programs contact: 

Mr. Bertram A. Pohl 
University of California 
Lawrence Livermore National Laboratory 
P.O. Box 808 
Livermore, California 94550 
U.S.A. 


