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AIW~llACT

I)ata ohlainml f’rom timr mrim analysiq has bwn umi for a nu n]lmr of ywm

for tho charwtwrizaton and rcsponw prediction 0( Iillcilr tiytcms. This pap(’r
(I(wrilm a linw srriw tmhniquo for 1]10 analysis of nonlinear systems through

the usc d cmhddingti using dda.y mordinatca or appmpialr trallsft)rfll:ktioils of

dday mordinahx (Ioral singular valuo (Irco]nposition or local rnmmica] varialm

,ana!mysis). Lorn.1 linmr approadws arc usml 10 clmack’rizr t hc sllatr PVOI II tion.

Application of the twhniquc iH illutitratwl for a fiinglv drgrw d frwdom osril-

Iator with noll;;n(mr sl,ifflwss, a nwrhanical (’ham Imllll, alitl il clinlatir (Iata

tillw s(’riwm Ill (vt(.h application analysis from m(mqur(d data is (Jllll)llasixml.

SI;Lh~ r;l.ilk, lYap IIIIOV (lX]M)II(SIIIS , illl(l (Y#l)(’ct.(”(1 il,f’rillml pr(vli(’tioll errors aro

qunntilhl. ‘1’h(’ Iwhniqur illhstr:Ltd should ho uwful ill III(3 annlysis 0[ nlany
r(mls of (’xl)i’rillll’llll;ll dat:l, (’sp(wially whm llw Stlalf” rauli i~ n(d oxcwwiw’ly
l; Lrg(’.

1. Mmlcl Tllcory

( ‘ot)si(lm” ;1 H.yst.(’111wlwrr III(* it)l)ll(, JLI1(] I’(WIM)IIW Ilitllf’ t4(’ri(Wil.11’!lilllll)l(’(1 with silt])

III(’ illll(’l’l’il.l T, l]~il)g 11,11(’xh’llsioll of ‘[’iLk{~ii’~I IIIY)IY-lll [:l]itll ill]agv (d’ tli(~ Sl;,[( is

lJllflillgos(illiL{olh” 1:1] II;IV(* IMNIII rqmrhyl ill tlw Iihv-d.llr(’, (mollS[.I”llf)l.(l(l Ilsitlg (l(Ilay

(“()()l’(lillil.l.(”Sm

,f/(/) -=j{,f/(/ r), !/(/ -2r) ,,,. !/(/ .-j T), n(/), ?t(i T), u(/ w) ,..,u(/ h)) (1)



1.1. Klnhcdding Tcchniqucs

Our image of the state space in equation Eq. 1 is formed in a space wlmc cadl

coordinate is mw of Lhe delaym] u(l) or y(t) hvms. TIM: dilmnlsion of thr span- is

cffcctivc]y j + 1, or t hc nullllmr of input tmms plus the number of rmponsr terms,

possibly plus a constant tmm. This is often a very indficirnt rrprmenlation 0[ tlw

systcm state, with a dimension Iargcr than is requirml. Wc have LISA two approachm

to alleviate this dinw,nsiollali ty prchhn, local local principal con]polmlt a]lalysis an(l

local canonical variate analysis, lloth approachm provide an mtinlatc of LIW Ilunhr

d rffcd. ive states using coordinates which arc fornml from a ha] Iimmr mn]ljilla-

tion of t.hc dda.y Coordillatcs. I’hc singular value dm-ompositim tm”h niqur is appliml

I~rilnarily to aulolmrnolls syslcnls , and lIw canol]ica] variate anaty~is tcdlll iqur to

driven syhms.

1.2. Itrwdiw l% (iirtion

‘Nw prediction 0[ a given vallw y(t + 1) from past valms d y(l) and u(t) is uwful I)l[t

for inany purposm illcollll)lf’tc, as wc ohm dusirc to prmlic~ f’utur(i rrspolisr wavrforllls

consisting of’ marly illtlividual salnple intmvals, ‘1’0adliwe this Ibrlll or I)rmliclim \vf*

itmrativcly Ilrwlid, tlw rmpol]so, using sllmwivr Y(I)’H as past vallm of III(’ rcsponsu

w tlwy arc rOInlmt(*(l. First our model is ii]q)licd h, solvt’ for y(i,l + r). ‘[’11(’y(l,, )

coi]ll)lilr(l svrww w; i~l] illl)[it to a sucms(lilig IINXIU], whidl solvm for y(/() + T) ‘1’]lfwr
“i I.(ir;lti v(~” Ilrv(lictions arc r(~l)(mt(d Inally tillws [or slm-miv(~ly ill(’1’(’itSillg I]lllltil)l(’s

of t to ol)[,ail] tlI(’ mitilll;l.tc(l rmimtisr w~v(~sliii])(~ over Iol)g ti[lw Im’imls, All ()( tll(’

[)rv(li(’tliolls iilllstri~t(’(1 ill lllis pill)(’1’ ilr(’ it(’rnhd Ilrmlicliollsl

I.tl, ,Sys!rIIh ( ‘!tuwct[ rixdion

‘1’11(”Sysh’111 i~ (“llilrlL(”ll(’l”iZ(’(lI)aw’(1 011 [11[’I)arallwt(vw wllidl illl’ ol)tilill(’(1 [1”01110111”

I()(malIill(’ilr 111[)(1(’1s,.All (wtilllat(’ of Ntnto rank, df’riv(vl (roll) 1111(’11111111)(’r or Higllifir;illt

Nillglllnr val II(w, nil mtillmt(’ of Iin(wity or Imnlinmlrity fl(”rivml frolll (fit’ sl:(mH%si\(’

Iocdiolls d tlw SyNtrIII IMAW, 11111*itrrntwl lm~(lictioll, III](I W4tilllilh ~)f mr(~r grt)\vlll

ar(’ olltilill(’tl fret]] 1,11(’III(MI(’1

2. ApplicntiollN



the irreg[llar motion is founcl to be nonchaotic. In addition to the illustrahxl cxarn-

pks, wc have appliccl lhis lcchnique to single and multi- degree of frcdom Iimw

oscillators (using digilally simulahxl data), multi-dcgrcc of picccwisc linear oscilla-

tors (using digitally simulated data), sirlgl[:-(lcgrw-(> f-frm(lol~~ hystcrrtic oscillators

(using digitally siimllatcd dala), and a six dcgrcw of frcrdom mfxhanical lcsl systcn:

(using da[,a acquired during a structural vihralion test). Ad(!iticmal cxalllplcs using

various fullctional. forms, including applications to a lwat cxchangcr systonl [ I], ship

rolling ~J], a Van Ikrl)ol Oscillator [2], have been rrportcd in the litcl iltllr~.

/s[ll)sccLioi)Allalt)g fli,~ng Oscillator As a generic cxamp]e of a systcn] driww I)y

an illpllt acceleration, Wt? c.cmsidm tllc following Duffing-like 1 OSCilliltor” of Nq. 2.

?/” + X&’,, (y’ — y~) +W:(y —?/0) + Cw:(y – IJO)2+ pkr:(y —?/0)1//– yq = (-1 (2)
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‘Me propagation of the error clearly illustrates the clTcct of a negative lyapunov

exponent. In contrast, tlIc it.crated prm-liction error grows an(] decays in a complex

manner

For chaotic systems, even approximate long term prediction is usually impossible,

however, for input-output systems, depending on how directly the rcs]mnsc depends

on the input, iterated predictions can sometimes give quite rmsonabk results. ‘1’hc

cxarnple in the next section is a case for which long term prediction of tlm systcm

response is not possible.

2.1. llcmn moving in a donhlc potrniiaf well

As our next illustration 01’tl~e application of nonlinear time series analysis to drivm]

sy:;tcms wc clmosc a systcm which is .:lcarly exhibiting chaotic brhavior, tlw “cl]ami

hcam” dmcribcd by hflcmn [4], lt] this example, discmwd in detail hy lluntcr [h],

an rxprrimcnta] oscillator was built which cxhibitmd cl]aotic transit imls Imtw(wl two

stable states. hlcasumd accclcratioll and strain datw from this systmn con Hlillltc tlw

input and output time scrim.

‘[’y l)ical prcdictcd and ~ncasilrcxl response time scric~ for this sy~tcm arf’ shown i rl

Figure Fig. ~ ~.” ! lnlikc tllr case in t,hc previous wction, ckolic Iwllavior

of tlw systmll kinds tlm prmlictcd and llwasurml rmponsc to rapi(lly divcrg(’. ‘1’11(’

itcrittwl Im”(lict.ioll (’rror is vwwlltially unity.



Ioc.ation of k model poles occurs, indicating a strongly nonlinear system. The

variation in the pole locations changes in a manner cli(fcrcnt from that in the Dulfing

Oscillator case and there is the possibility that this variation in pok locations may

be used to characterize the form of the nonlinearity.

We examine. the error growth rate for this model 01’ chaos beam hchavior and

quantify the rcsu!ts in Fig. ref.chaos-errs. In contrast k the IMIlng Oscillator illus-

trated al.mvc, it is clear that the error growth rate implies a chaotic systcm with a

positive lyapunov exponent. The cstimalcd iterative prcdict,ion error is dominatml

hy the cffcc.t of the positive lyapunov exponent until the errors rcacll valum near t!lr

mean val~w of LIW time series itml[. At this point the effect, ivc mror satllrates. For

Illlis syslcm, Iong-tlmm iterated forecast error provides a poor mcasurr of IImdcl va-

lidity. Even for a very good model, small errors will grow cxpmmntia!ly in lime. ‘1’lw

model will lm inc.apablc of predicting which WC1lthe Imam will bc in at wmm til]w

rar in tllc ful[lrom IIowmwr, part, of what is dmirml frmn an inpllt- oulpllt Ilmflrl is

kllowlmlgc of now Llw response will dcpclld on tllc input in terms of various statistical

ilV(’riig(’Sm Figure Fig. yl s lows tllr power spectra of iterated all(l Ilwasllrf’il rml)ollsr

tillw scricw. Altlmugll Lhc Inodcl is Ilot good at making Iol]g-lmm b-was(s of tlw

spm-ifir l;IIW IIistory rcsponsr, it dots sllcccss(ully predict tllc powm slwrlr[lll].

I(J L.—.-L-.-J———A— --J—L—...— A .—J .— ..- J
0 m ml Mm n(u) I(xlo 12(KI lam Ifl) Inca 21m

“l’lMl! !JAM1’1.l!..
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complex variation of global ice volume. The modeling of a geologically dcr-i ved t imc

series presents a difllcult problcm, since geologic time series are often noisy, and event

timing may bc uncertain.

‘1’hc total solar energy inc: dent on the upper atmosphere over a 24 hour period

varies with time of day, Iatilu :Ic, and seawn. Changes in the tilt of the earth’s axis

(obliquity), the season in which t,lle Northcr~ hemisphere is tilted most away from

the s{ln (precession) and in the shape of the earth’s orbit (ccccntr-icity) change the

effective solar cnmgy rcccived in a given monlh at a given location. over millennia

the mrcrgy received from the sun, termed solar insolation, varies about 20 pcrccnt at

latitudes above 45 degrees North. Figure In 1941, Milkanovich postulated that thr

sumrncr insolation at relatively high northern latitudes was a determining factor in thr

evolution of tlw icc ages, Wlntcrs at tllcse latitudm are always cold enough for snow

to acclimulate. A critical factor in the dcvclopmcnt of ice sheets is surnrnm melting,

i-i9 ronsistcnt inr-olllplctc sulnrncr melting leads to icr- shmt growth. IImxwtly Illll)ric

rtal. [6, 7] SIIOWWIthat rmnmon frrqucncy components wittl pcrimls characteristic of

I)rrrrssion, wtmsc period is 2 I ,000 yrmrs, and obliquity, wllosc pmio(l is 4 I ,000 yvars,

arc ,qlrol]gly l)rmicllt in tllc icc volilrlm time series illustratmi in I“igllrr l“ig, 6. ‘1’11(’y

Ia w) poilltml out lllat tlw doln inant colllponcnt ill tlw icc volurIle lilnr w’rim, wtlosc

1)(’rio(l is !) fi,000 yca,rs, is ~l)srllt frolll tllc solar insolatiorl tillw w’riwr,

Wl)il(* u)rlr])or](vl(ls will] a !).7,000 year pcrio(l ar(’ al)s(’lrl, frorll III(’ irlsoliltioll” til)l(’

srrws, tllcy irrr IJrvs(vlt ill tlw IVIV(*IO])(J 0( [llIr ,wriw+. A (Ior]]irrant wlriatioll irr vc-

rclllricity, witlli a pr’rio(i of tilmllt I 00,000 years. llmdlllatvs irlw)lal)ioll signtil, cnll~irlg

n ‘gitjrrs of low variiilr(”f’ h) ()( ’cllr itl)(JIIl (*V(II y ‘00,0t?O y’ar~. 1[, is f)llr cor]lvrlt iorl t]]a[



regions of low variance in the insolation signal correspond to glacial periods.

Using our modeling process, we apply the methods of time series analysis [?] to

the insolation and ice volume time series. A systematic search of possible nonlin-

ear and linear models was made for data from two ocean cores, V2S-23S and V2/3-

239. A cross validation proccdurc based on successively selecting segments of tl~c icc

volume time scric.s for prediction, while training on the remainder of tile series, was

used. Itcratm_l predictions over a period of about 90,000 years were rnadc, sufhcicnl

to predict about one ice age into the future. ‘1’Imse results were comparcxl 10 those

obtainccl using silnulatcd insolation and ice volume time series whose power spectra

were identical t,o those of the actual time series but with randomized l)llases. Nonlin-

ear rnodcls, and in a few cases, linear time series models, gave rcsulls whose av{-rage

iteraled prediction errors were between three and five sigma LC1OWthose obtained (or
the simulakd time series. The best models were nonlinear. 20 Iaggcd values of solar

insolation (about 60,000 years) were used for the model input ar d belwwn ,1 and 20

lagged icc volume values ( 12,000 to 20,000 years) as Iaggcd r~~sponsc values. local

singular va]uc decomposition indicated that the solar insolation-ice VOIUI]W syst.cm

Iiiis approximatc]y tllrce significant state variables.

Since solar ilwolat ion dala are available for the future, nonlinoar forucasling tcch-
niqlws can be applied to predict the next ice age. For this prediction cccmtricily

Lund data was used from core V2S-23!l, Except for the last 60,000 ywu-s, thr entire

past. insolation and icc volume dnta sets were used for training. Ill Figllro I:ig. (i,

mrasurcd and prcdictml icc vo]umc for the last 150,000 years art’ ronlpa.rml. (loll tin-

ud ilcration of the Inodcl is t,l]cn used 10 predict a future peak in glol)al iw VOIUI]W,

oc(.urril]g, M shown ill L’igure Fig, 6, ill about 40,000 years.

3. Conclusions and Fhture Work

WC have illustrated a Inethod for tlw ana]ysi~ of nonlinmw syshvns wt]ich nmkm Iw(’

of a scgllmnt d tlw i[]pllt an(l rrspollsc wavrforms for tlw syshvll (training (Iala) h)

l)ui]d a systcnl Ildcl. ‘1’llis llmdcl providm, t,hrough gcomd.ry 0[ tlw polr Iocatiolls

ill tlw z I)lilll(*, an mtinlate of tlw dcgrve of ncmlincarity of the Sysllrlll. Nrror gro\vlll

riitlr all(l ih”ratml Im’dirtion cm)rs arc csi,imatcd, I“utlirr tillw srrim rrs])ollscs of tllc

systmll Illidrr st,lldy arf’ I)rdirhd. I“llrthcr application or this llml(’1 [orll]llliltioll h) a

grf’atm varidy of Imlllill(’ar systrllls is plamt)mi. S;)IIW fmtllrcs 0[ I,llr IIN)(I{lI illclll(lt’:

I. ‘1’raitling (Ida 11s{s(1Inllsll cxplorr tlw sat]w rcgim]s 0[ tllr SIah’ slmw as lll(Js(.

for wllicll rmpollw’ l)rmlid.iml is (Irsirml, I}xtralhdatim) to unmldorml rcgiolls 0( I Iw

stntr spare i~ lil]lil.ml. ~. ‘1’hc n~llldm of significant singular valIIm gi\w ail mtitlwl(’

d t.lw ~ta[,r rank of tlw systrlll. 3. ‘1’lw algorithll] giww all itl(lira[ims 0( rcgioll* of

I,IIv st.atc Spa(-c wlwrc prmliclion IIIny 1)(9(]if[ic~lll.

At, t,llis lx)ill[, (.lw t,vrlllli(llw looks Im)lt)isillg (or tlw (1(’hv.t iotl O( Ilolllill(wri[y ill

(Iyllalllic systmt)s aII(l rot- tllv I)rtvliclioll of III(* tillw w“rim rml)f)llsv (f[)r IIIJtI (ll;i~)l i{

rcgiolls) or Ill If’ rml)onsf. SliltiSt)i(.S (for chad.ic rrgi[)lls). ‘1’11(’lIsr (Jr this I(v”lllli(llw is

II(A lilllihvl h) (Iatlu froltl 111(’{.llillli(.al oscillators I)lltl Itl;ly 1)(’ al)l)li(’(1 I(J a with’ l“aridy
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Figure 6: Prediction of the nezt ice age, assuming no human-induced eflects. Shown
are the ice age data up to lhe present (—j, and the itemted predictions (u) starling

fmm about 150,000 years in ihe past and continuing into the future.

of systems of low 10 moderate state rank where input and response time series are
available.
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