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TONIC MODEL FOR CHROMIUM, MANGANESE AND
IRON IMPURITIES IN COPPER

Daniel Cornelius Abbas, Ph.D.
- Department of Physics
University of Illinois at Urbana-Champaign, 1977

We have discovered that the NMR frequencies of Cu atoms which are near

neighbors to Cr atoms in dilute CuCr have an anomolous temperature dependence.

‘Comparison with data from CuMn and CuFe which display the normal temperature

dependence of a Curie—Weiss law lead us to conclude that_an ionic model of

the magnetic impurity is necessary to explain the data. -We develop a model
which assumes a definite 3d" cOnfiguratien with a definite L-S‘ground_state
and includes intraconfigurational energf level splittinge dueztn a crystalline

electric field and spin—orbit coupling. We Calculate the spin and orbital

susceptibilities from the jonic structure and include the effects of the im—

purity electron—conduction electron’ mixing interaction in a perturbation
treatment. We also calculate the impurity hyperfine fields expected from the

model. Comparison of the model predictions with the data lead us to conclude

"that (a) Cr and Mn have the structure which corresponds to the free ion di-

valent configuration while Fe corresponds to a monovalent configuration, (b)
the crystal field at- the site of the magnetic atoms is opposite of that
usually assumed and (c) the Weiss temperature of CuCr is 2.9 +1.0 K which 1s
higher~than most previously reported values but agrees within'the‘experimental

errors with a recently published bulk magnetic susceptibility measurement.
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1. INTRODUCTION

Iron'group'atoms in insulators are now well understoodt The same is
- not true when the host is a metal. The experimental methods which‘have been
‘sovimportant for insulating hosts do not reveal enough.information (ESR) or
do not work“(ENﬁOR) in metallic hosts. We have studied'the NMR of Cu atoms
which are near neighbors to Cr atoms in dilute alloys of Cr in Cu. Our'disj
covery that Ehe NMR frequencies of these atoms have an anpmolous temperature
dependence‘comparedlwith those found for Cu atoms which are near neighbors
to Mn or FeAatone in similar dilute alloys led us to a theoretical analysis
ftom'which we are able to deduce for the first time a detailed picture of
the electronic-strncture of these and other iron group atoms in Cu.

The understanding of dilute alloys of magnetic impurities iﬁ nonmag-
netic metal hosts is far from complete. The term "magnetic" itself needs
further'ciarification when applied to a magnetic impurity'whieh is plaeed in
~ a nonmagnetic metal. The mixing interaction between the.impurity electroné
and conductlon electrons tends to reduce the magnetic nature of the impurity
atom, and if the mixing is strong enough, an 1mpurity.which is magnetic when
placed in an insuiating host becomes nbnmagnet1c in the metal host. ‘The
-mixing interaction alsolproeuces an antiferromagnetic polarization of the
conduction electrons with theAresult that the impurity-magnetic susceptibil-
1ty which obeys a Curie law in an insulator host obeys a Curie—Weiss law in
the metal. Although the possibillty of high Weiss temperatures which can
make the~alloy appear nonmagnetic over the temperature ‘range which is experi—
mentally accessible makes determination of the magnetic or nonmagnetic nature
of some alloys difficult, we leave the nature of the alloys which show only

slight temperatu:e'&ariatibn to their susceptibilities'unspecified and adopt
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" where H
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the empirical-définition‘that those alloys which exhibitAa definite Curie-
Weiss law are magnetic. In particuiar, we consider Egﬁr,.ggﬂn and CuFe
which have Weisé temperatures of approximately 3 K; 10 mK and 28 K respec-
tively to be magnetic,

The absence of detéiled experimental knowledge of the magnetic atoms
in nonmagnetic metals has permitted a variety of theoretical descriptions,

differing prinéipaily in the nature of the assumptions about the magnetic

- atom and its interaction with the electrons of the host metal conduction

band. Historically thrge models Aave been of particular importance: (1)
the so-called "st" model, (2) the Friedel-Anderson model, and (3) the Hirst
model. All thfee models-may be described in terms of-fhe’general Hamil-
taﬁian: |

vH = Hel + Himp + Hmix t , o (1

l’describeS'the cbnductibn electrons, Himp describes the impurity,

and Hmix describes the mixing between the conduction electrons and the im-

purity electrons, For the iron group impurities, to which we are testfict-

" ing this discussion, the important mixing is that between the impurity d

electroné and componénts of the conduction electron wabe'fUnctions which
may be- expressed és d components. Hel represeﬁts the kihetic‘energy of "the
conduction electfoﬁs; éiﬁce it is the same for all three models,_we do not
discuss it in further detéil at present,

ERN

The earliesﬁ_attemptsl to treat the mégnet1C'impufity problem used

the s-d model which assumes that the impurity has a net spih g and magnetic -

> : . .
moment‘guBS, where’uB is the Bohr magneton and g is a constant of propor-

tionality called the 'g-value." This model makes no‘attempt to deduce the

spin and g-value from first principles. The magnetic éusceptibilify of such

.1)



an atom would'obey Curie's law were it not for the mixing with the conduc-
tion electrons. The form of mixing interaction assumed is an exchange
interaction:

->
H = ~J S- (1.2)

where J is an exchénge parameter and s is the conduction electroﬁ.spin.
Using this form fpf'the mixing interaction, Kondo2 usedAa perturbation
treatment to account for the famous minimum in the eleéffical resistiyity
which had been oBserQed in these alloys and for the fact that the éqscep¥
tibility had béeﬁ found to obey a Curie-Weiss law rather than a Curie law;
hoﬁever at low tempgr;tures the perturbation treatment is inadequaté because‘
[ . it divefgeé and fhé pfoblem becomes a genuine many—boay problem. Numerous
| theorists struggled to fiqd a solgtion to this proElem, the famous_"Kondo
é - | 'éffecﬁ." Recently‘Krishna—murthy et gl.3 succeeded iﬁ solving the s—a
model at low tempéféturés with a renormalizatidn groupltheory aﬁproach.
| _Fri‘edél4 took the viewpoint opposite of that assumed by Eq. 1.2.
t He argued that the cénduction bandwidth of free electpoqs in a metal is so
t large that the impu;ity state must fall within the:band and not be 1qcalized.
| He treated the céﬂdﬁction and impurity d electrons as indistinguishable and
treated.tﬁe impdrity problem by considering the scéttering of the d electrons
by the impﬁrityvﬁoteptial. Scattefing resonances of the potentiai produce
virtual bound~s£ates near the impurity site. 1In a'vi;guél bound stafe pie-
ture the question'Sf whether or not the impurity is magnétié dépends on
whether or not the scattering is spin—deﬁendentr-if the scattering is épin-de—
pendent and produces different bound states for opposite spin stateé, the im-
purity is magnetfc._'friedel's approach gave no mechanism fgr producing such

spin-dependent scattering.



Anderson  proposed a modification of the Friedel approach which gave
such a mechanism. 1In its simplest form the impurity orbital state is assumed
non-degenerate and one approximates

Himp = E(n+ + n¢) + U(np‘) s (1.3)

.Qhere the number operators refer to the d electrons on the impurity. The
term propoftional to E represents the binding energy of the Coulomb potential.
The term proportional to U represents the Coulomb repulsion between opposite

spin states due to the symmetric spatial part of their total two-electron wave

.function. Anderson uses a mixing term of the form

- . . N
oo = L Ve CioCao * CoCi’ .4

]

where the C+ operator creates a conduction electron with'wave vector k and

ko~
spin 0 and Cgo éfeates an impurity d electron with spin 0. The coulomb term
in Himp*tends to make the impurity magnetic while the mixing term tends to

_bréak‘down the‘magne;ic moment. The relative size of thesé two interactions
dgtermines whether "or not a moment exists."The form qfathe mixing (Eq. 1.4)
makes the Hamiltonian a many-body Hamiltonian; Anderson ;reated it in Har} |
tree-Fock approximation. With the H-F approximation,-tﬁe Anderson model pgo—
dUCes_virtual_bQund states with a width, A, which is determined by the
sfrength of the mixing interaction. fhg condition for the survival of a mag-
netic moment in the'presgnce of the mixing interaction isAthen expréssed in
terms of the ratio U/A—-if the ratio is large enough the moment survives,
Blandin6 expanded on Anderson's suggestions to treat thé Qrbitally degeﬁer-
ate case. Cogblin and Blandin_7 have treatéd the,orbitaily’degenerate Ander-

son Hamiltonian with a spin-orbit interaction.added. Schrieffer and Wolf



showed that in the étrongly magnetic limit the s-d forﬁ for the mixing.in—
teraction can Sé'derived from the Anderson form. |

Andersqn'é'model treats the Coulomb interactiqh as large and impor-
tant. The fact ;hét some 3d alloys do have a Curie-Weiés magnetic sus-’
ceptibility.and heﬁce a magnetic moment indicates that,fiﬁ terms of his‘
model; U/A must be greater than unity for at least the magnetic alloys.

Thus Anderson reCOgnizes.that H is larger than Hmix for the magnetic al-

9,10

imp

loys. Hirst argues that if H is larger than Hmix‘it should be treated

imp
in more detail tﬁan Anderson treats it before the mixing interaction is con- .
-sidered.

Hirsf moéelé the magnetic impurity atom in a metal host in clese anal-
ogy to its circﬁmsfaﬁces in‘an insula;or. In an insulator the numBer of d
electroﬁs on the magnetic atohvis integral, depending sblely on the ionié
state'éf the atom. The magnetic atom d electron spins afé:coupledvtogethey
to form a total spin § and the orbital anéular momeﬁta are coupled together
to form a-totallépgular momentum E. The magnetic atom has a rich atomic
level structure.ihcluding L-S, crystalline electric field,. and spin-orbit
splittings. Hirsﬁlargués that the.atoﬁic structure of the magnetig ato% is
not that differenf.when it is in a metaliic host--the lével splitfingé change
'somewhat, but the,bagic structure remains., The integral 34" electrénic con-
figurations will have different energies in general: designating fhé config-
uration with the-loyest energy ground state as 3dn, the 3dn—1 ahd'3dn+l con-
figuration ground states haveAhigher energies. The,impurity électrbn—con—
dﬁction electron.interactidn mixes‘the configuratiéns to some extent, giving
ghe_3dn—l and 3dn+.l configufations a lifetime broadened level width, but the
ground state>canno£ decay in an energy conserving procéés and has a. narrow

width produced only by virtual decay processes. If the ground state level




width is less than the splitting between the ground state 3d configuration
and the first excited alternate configuration ground state, the impurity is
) n ; : o
characterized to a great extent by the 3d configuration; further if the
width is less than the 1ntraconf1gurat10na1 fine structure spllttlngs, the
details of the atomlc structure manifest themselves and are not ochured
contrary to'widely assumed treatments with the other models. Having first
treated the impUrity Hamiltonian in detail, Hirst treats the mixing-inter-
‘action as a perturbation.
~ Hirst argues that although the Anderson model is adequate for treating
experimental data which are only concerned with adding or removing electrons
from the impﬁrity; it is not appropriate for treating data which are affected
by the intraconfigurational details. 1In his review article on magnetic im-
1.
purities Heeger ™ writes:
The Anderson Hamiltonian omits spinhorbit and orbit-orbit
interactions. These interactions are known to give rise to
"much of the details in the atomic energy level structure.
However, it is doubtful that such effects are of major im-
‘portance to the moment formation. Moreover, as we shall see,
the experimental results do not yet call for inclusion of
these interactions. In the end, however, one neglects them
for the sake of simplicity and hopes for the best.
Since Heeger's atticle was published, careful bulk measurements have revealed
that in addition to a Curie-Weiss contribution there are also temperature in-

dependent contributions to the magnetic susceptibility in.EECr12‘13

14

and
CuFe. We are unable to account for that data or our‘NMR.date on Qgpr'with-
éﬁt ieciudihg the details of the atqmic séructure;

Jeet aé theAmany-body nature of the mixing interéction has hindered
underqtandlng of the theoretical aspects of the dilute alloys, the difficulty

of measurements has hindered the establishment of the experlmental facts.

Most of the dilute alloys are a problem metallurgically,Aite., few of the



many of the observed satellite resonances in CuFe. Boyce and Slichter

impurities make.ejce, random solutions with any appfecfable concentration of
the impurity. 'fhe‘impurity atoms have a strong tendeney to form clusFers..
Clusters of impu:ities often have a Curie-Weiss susceptibility with a much
iower'Weiss temperature than isolated impurities, and heﬁce at low tempera-
tures the clqeters dominate the bulk susceptibility. Iteis only with Qery
dilute concentrations (as low,as.S ppm) of impurities and a careful sfudy of
the concentration dependence that one can be certain one .is measuring the

susceptibility of isolated impurities. Bulk techniques in general are at a

 disadvantage for application to non-random solutions because they only meas-

ure average properties. Quantitative determinations ere difficult. The

Slichter grbup has developed satellite NMR as a technique for probing dilute

alloys. It avoids the problems of bulk measurements.
By using‘fhe'NMR of host nuclei whicﬁ are near ﬁeighbors to iselated
impurities, the Slichter group has obtained extensivevexberimental information

about the electronic distribution around the impurities. Studies have been

. 15-24

done 6n all of the iron group impurities in a copper host: The. NMR fre-

quency of "a Cu necieUS which is near a magnetic impurity.atom is shifted rela-
tive to that of pure Cu by a change in Knight shift. The shift, AK,. from the
pure Cu Knight shift value, K, produces weak resoeancee cailed."satellites"

in the taile of ehe."main line" resonance produced by Cu nuclei mo;e distant
from all impurities. In samples of metal powder AK arises primarily from the
isotropic hyperfiﬁe'coupling and hence is due :5 the Fermi coﬁtactAintefactién.
It thus represents e spin polarization of the conduction-électrqns. Studieslg’zi
have allowed the identification of the cryetallographie‘ehells whichlproduce

‘ a 19,20

were able -to determine the.tempereture dependence of tﬁe impufity susceptibil-

ity and to resolve a controversy about the nature of the low temperature state



of magnetlc 1mpur1t1es in nonmagnetic hosts——the spatial form of the con-
~ duction electron polarlzation is not different in the low temperature state
from that at h1gh temperatures.

During his study of CuCr near room temperature, Aton18 found that
the satellite resonances have an anomolous temperature dependence. We haue
followed the temperature’variation’of AK from 8.0 K to 334 K for two neigh—
bor shells and from 8.0 K to 278 K for a third shell. For CuFe **20 and
guMnIB AR/K obeys:a Curie-Weiss law. The data from gubr have a marked de-
viation from atCurie-Weiss law; however, all three satellites exhlbit the
Same temperature dependence. -We explain the observed temperature depend-
ence in termslof an'ionic model of the impurity. The basic concepts of the
model are'due to Hirst;'however we find it necessary to modify some aspects
in order'to account for the behavior of CuCr, CuMn and CuFe. We demonstrate
satisfactory agreement between our model and'the data‘for”all three of these
alloys. | !

In Chapter”Z‘we develop the ionic model following'Hirst. We discuss
the treatment ofhthe mixing interaction and the spin polariaation which-lt
produces in the conductlon electrons. We describe the calculation of the
spin and orbital:nagnetic susceptibilltles, including the effects of the’

. mixing lnteraction;‘ Finally, we describe the calculation of the impurity
hyperflne f1elds from the model |

In Chapter 3 wé discuss the experimental procedures used in gathering
the NMR satellite data on CuCr.

In Chapter 4 we compare the experimental. data wlth the model developed
in Chapter 2. We Show that the CuCr NMR satellite data can‘be fitvby”the.model

and determine the model parameter values. It is necessary to choose the sign

of the crystal field opposite of that assumed by Hirst. Comparison-of the




bulk impurity mégnetid susceptibility of CuCr, calculated ftom.tﬁe model with
‘no additionalvfrée parameters, with the published da;a shows agreément wiphin
the experimental uncertainties. Extending the model coﬁparison to ggﬂﬁ and
ggfe; we find good agreement with the available data. It is also necessary
to revérse thé4s{gn.of the‘crystal.field usually assumed'for CuFe. Hifsg
'aésigns the ground state cpnfiguration which corresponds fo a divalent ion
to all of the iron.group impurities. We find that Cr and Mn are:indeéd di-
vglent; however we find that Fe is more likely monovaleﬁt. With this con-
lfigurational assignment for Fe, the susceptibility caiculaéed from the model
| agrees with thé'pﬁblished data, and the-hyperfiﬁe fields'qalculated froﬁ'the
médel are in bettér ag?eement with the data then théseApréviously calculated
from other ﬁodels. |

'Chapter 5 is a‘summéry and a discussion of possible future experi-
mental and ﬁheofeficéi work which should yield further undgrstanding of fhe

dilute magnetic alloys.
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2. THEORY

In ofder'to‘understand_how iﬁformation about ﬁhé hégneticvimpurity
state can be deﬂucéd from NMR satellite data, it is nece;sary to understand
(1) the interaétidﬁs which are included in the unperfurbed impurity Hamil—
4 , (?) ;he effecf of the mixing intefaction, H '

tonian, H , (3) the re-

imp mix

lationship between the impurity magnetic susceptibility and the éatellite
data, and (4) the calculation of the susceptibility froh the model. We also

discuss the hypérfine fields predicted by this model.

2.1 Ionic Impurity Model
25

We foliow<Hirst iﬁ developmeﬁt of the basic picture of the ionic
iﬁpurity. The level splittings we consider, in order of decfeaSing size, are
as follows:

(1) A balance between the Coulomb repulsion enérgy and the
onefélectron binding energy stabilizes a definit;e-Bdn '
configuratipn witﬁ‘splittings,of about 10 eV.

'(2) The'Coﬁiomb inte?action splits Ehé many—éiec;ron state’
15:& L-S terms with splittings of about 1 eV. |
‘ , (3) A crystaIlineeeleétric fiéld splits the Orbital states
by aboﬁt 0.1teV. |
(4) Tﬁe spin-orbit coupling further spiits the cryétalefieldé
split orbital state; by.épproximately 0.0i ev.
In the ioﬁic or configuration-based approach'in‘wﬁich we'fifét tfeat
H without a ﬁikiﬁg intefaction, it is natural to assume a defiﬁite number

: imp

of electrons in the impurity state. As we will discuss in more detail in

Section 2.2, it is the mixing interactionlwhich causes.the impurity state to
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be different froh.é‘ﬁurely definite configurational sﬁate. In Hirst's

model each of the'3d impurities is assumed to be divalent, i.e., the con-
..figuration.éssighéd to the gfound state has two fewer eleétronstthah the
free a#dm, We start with Hirst's configﬁrational assignment whichiwas based
on his'analysis.of fhe experimental data available at the. time, but find
thaf to explain pfesent daté it is necessary in the case of CuFe to assign
the' Fe impurity to. a monovalent state (see Section 4.3);A | |

The orbital angular momenta of the impurity d electrons couple to-

‘ gethér to .give a many—électron orbital angular momentum f; similarly the
-spins couple to yield a'many—eiecgron spin g. The Coﬁlomb interaction
splits the varibus L-S terms.

The energy of an electronic orbital state localized at anAatomic site
within a'crystal éepeﬁds on its orientation with respect to the cristal due
tblthe.érystallihé electric field present at the atdmic"s:i'te.r Yafet26 dis-
cussed the nature:of.the crystal field preseﬁt at the‘sité gf an impurity .
in aVCu host.an& showed that it is composed of two congributioﬁs‘of nearly
the‘éame mégnitudé with opposite signs. Thus for a}diiﬁﬁeballoy the sign of
the crystél field depends crucially on the relative magnitude of the two -
térmg.; | |

Inbcubic syﬁmetry the crystal field splits the five dfone;eiecgron

2 2

'lofbitais into a.doublet level with e symmetry (3z% - r ,QQ, - yé) and'a.
triplétilevel with'tzg symmetry (xy, xz, yz). Hirst.bélieVes.tﬁat thé:
balance pétween the two terms leaves the triplet lower than the doublet;
we find that it is‘necessary to assume that the doublet iélthe lower leQei
in‘order'to explain our data. |

- 'In cublc symmetry the crystal field is customarily fepresentéd by an

equivalent . spin-operator:




12

| c
' Hopp = (8/120)(0) + 50,) o @

where the subscript indicates the rank and the‘superscript indicates the

component‘of the‘spherical tensor operators. Since both.contrihutions to

the crystal field'are'constrained by symmetry to be.of_the form of Eq. 2.1,

we let A represent ‘the sum of both terms; its sign is determined by the’
| larger of the tmo opposing terms. |

| The spin-orbit interaction, conventionally expressed
H = AL-S E o (2.2)

'so

couples the oroitalland spin degrees of freedom. A is.positiye~for 3dn
i.contigurations with n less than 5 and negative forlconfigurationsjwith n
greater~than 5.

The nature of the level structure of the many- electron, impurity state
depends on the relatlve magnitudes of the L- S splitting,.crystal field split-
ting and’spln-orbit splitting. The spinﬁorblt.splltting is always smaller
than the'L‘S'splitting. The three general types of structure'are designated
"'strong," "intermediate" and "weak crystal field" depending on the size of the
crystal field relative to the L-S and spin-orbit splittings. The qualitative
features of the structure and their'1mplications for measurements.such as
magnetic susceptibility are quite distinct. Hirst-adopts the intermediate

A crystal field approach we find this assumption to be consistent with our data
: The ‘many- electron, ground state, L S term is determined by the Hund
rules:

1. First the.maximum S allowed by the exclusion principle is formed;

2. The manimum value of l which is consistent with the first'rule

is formed

Wlthin the intermediate crystal field model with the doublet crystal field- split
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 state lower thaﬁfthe triplet, the one-electron states are filled in thé
following order:

(1) the doublgtiqrﬁital states of one spin (say spin up) are filled first;
~(2) the up—spiﬁ'triplet states are filled; |

(3) the:down-spin.doublet states are filleq;

(4) the down-spih triplet states are filled.

Table 2.1 gives the ground state L-$ terms of the 3d coﬁfiguratioﬁs of im-

mediate interest,

TABLE 2.1

3d" Ground State L-S Configurations

n L S
4 2 2
5 0 5/2
6 2 2
7 3 3/2

Fig. 2.1 shows hé@:the crystal field represented by Eq;'2;l Splits the Many—
electrﬁh-orbital‘sfates. -The states given in the figu}e‘onithe left are
states of definite z—compbnenq of L. The states with the tilde are states

of fictitious anguiar-momenta, Matrix elements of Z betwgen these states are
proportional to the aatrix elements between the real statgs; the constant of
Pr&portionélity is designated by a; These states are cthénient férignlcu-‘
latign of thg magnepic susceptibility as described in Section 2.4.1. For

further details of the ionic structure see Ref. 27.



‘Figﬁre 2.1(a): Cubic crystal field splittings of a D (L = 2)

many-electron orbital state, The states given_tb
.Athe‘left are states of definite z—cdmponeﬁt f. The

states with the tilde are fictitious éngglar momentum
‘stafes'with constant of proportionality; a. The V

_energy splitting is related to the crystal field

" .operator, Eq.-2.1.

Figure 2:1(b): Cubic crystal field splittings of an F (L %VB)

many*electrdn orbital state.
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2.2 Mixing Interaction

Schrieffer and WO1f8 have shown .that Qhen the mixing interaction‘can
be‘treafed as. a perturbation, the Anderson mixing intefaé;ion given in Eq.
1.4 taken.to seéond order is equivalent to an interaction of the s-d form
given.by Eq. 1.2} ,Hirst27 uses a mixing‘interaction of the form derived by
Schrieffer and Wolf, but he allows for orbital degeneracy. He finds it con-
venient té use an'irreducible—tensor operator notatién fof the purpose of
»calculations, bﬁt”hé gives a schematic form of the interaction projected on-
to the L-S ‘ground. state which makes the exchangé form of the interactipn
more tfénsparént (this form does not reveal the dependence on the wave vec-

‘ N : : S 25
tors of the conduction electrons present in the tensor operator formalism):

-

) > . > > S -
H =J.S*s + J L1 + J__L+1 S*s + ... . (2.3)

where L and E refer to the orbital and spin angular moménta of the impurity

and I énd ; referito tﬁe orbital andAspin angulaf momeh;a of the conductioh.
electron. This‘form of the mixing interaction couples not only the spihs of
the impurity and conduction electrons Bpt also the orbital éngulér momenﬁai

The mixing ihteraqtion mixes some amouﬁ; of ofher ¢onfigurations into
.the'3dn»ground étéée, If'this mixing were'strdng enougﬁ, the cbnfigurational
approach wouldlbe invalid or at least have to be modified; -Hirstzg‘states
that the first non-zero term in the interconfigurationél mixiqg‘is'éecond
order in phe‘s-d fofm of the interaction (Eq. 2.3) and hence fourtﬁ ofderlin
. terms of fhe Andérsoﬁ one-electron mixing interaction; “In ;he.strdngly mag-. -
'netiC_alloyS the mixing interéction is weak and the améUntiéf intercon- o
figurational .mixing éhpuld be quite small. We'ignore it;in'our greatment of
the data. |

' The Hartree-Fock approximation to the Anderson modélgéhduld be of value
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for:discussioan stabilization of a definite configura;ibn since configura-
tion stabilization is faifly insensitive to intraconfigufational details,andA
-is mainly‘concerned with the addition or removal of an electron from tﬁef{
ground state. Within the orbitally degenerate Anderson model',6 the stabili-
zation of a definite configuration is sensitive to the 1eve1 width. If the
.level width is mgch less than the Coulomb or,exchange‘energies, én integral
number of d electréns is localized on the impurity; if the level widfh-be—
comes comparable to the Coulomb and exchange $plittings, the definite con-
figuration breaks down and a non-integfal number of elecffoné can be 10dalized.
- by the impurify poténtial. Traditionally thellevel width used to detérmine
which siguation obtains for thé 3d iﬁburities has been the H-F Qidth which, as
‘Hirst has afgued; corfesponds to the excited state width. If we compare the
Coﬁlomb.energy<tq'the level width of “the ground stafe as‘gstimatéd by Hirsﬁ;
yé expect a définite‘confiéuration even Qithin the Andefson model.

It is the antiferromagnetic mixing interaction,ﬁhich is responsible for
‘the "Kondo effect” in these alloys. (See Ref. 1l for é“reyiew of,experimehtai
aspects ofAthe Kondo effect and Ref. 30 for a review of ;heoretica%_aspécts.i
As the températﬁre is lowered, .the effective coupling stfeﬁgth of the inter-
éction gradually'iﬁcreases until within a narrow temperatﬁre”ranée afqund a‘

' the coupling becomes

particular-temperatufe, called the "Kondo temperature,’
effectively infiﬁite.?l When‘the coupling between éhe imﬁufity‘mOment and the
conductién electrbné'is ihfinite, a further reduction éf the tempergture in- |
creaées the polarization of the impurity momént; bdt~thé mixiﬁg:préduces an

equal, antiférromagnetiqally—COupléd polarization of the éénduction electrons.
The net gffect‘isgghat beiow the Kondo tempefature thé tqtal poiarization be-

comes essentially temperature independent. The Kondo effect manifests itself

in a number of_ways, one. of which being that the magnetic.suscéptibility
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approximately'bbeys a Curie-Weiss law, with a Weiss temperature of the order.

of the Kondo temperature, rather than the Curie law of a free moment. o

2.3 ‘Spih Poiafiz;tion
| ‘The mixingAintéraction causes some éf fhe magnetic moment which ié
1oc§liged at the impurity site befdre the mixing pertérba;ion is applied to
"1eak out" into fhe crystal in the neighborhood of the‘iﬁpurity. The mi;ing
intefaétion polarizes the conduction electrons and an oscillating, damped,
spiﬁ-deﬁsify wavé ié established in the vicinity of theAimpurity. Thus the
spin den;ity ofAthe conduction eiectrons at the host crystél.sites~in the
vicinity of the iﬁpurity is changed from the density which exiéts iﬁ the pure
~ host metal.. It.is_the polarization of the conductioﬁAeleétrons at the nuclear
sites thcﬁ,_by méans of the hyperfine interaction, produces the.Knight shife,
K, in.afﬁétai. Thg.Knight.Shift of a host nucleus which is a near neighbor of
the impurity is‘éhapgéd from that of the pure host ﬁetél'due tb'the pfeseﬁce
of'the'sﬁin—déﬁsity ya?e.A The change, AK, from the.pure'hpst;Knight shift
‘produces weak résdﬁances called "satellites" in the faiis of the "main line"
. resonance pfoduﬁed by host nuclei more distant from all impurities. In a pow-
der'eachAneigﬁboring ;hell of nuclei will in genér&l préduce a distinct satel-
' iite.‘ The size'ﬁf‘Ak for each. shell, the width énd inﬁensity éf‘the safeilite
resonances, and the duality of the measurement determinelwhether'pr not the
llsatellites are ;ésolved froﬁ the mainline and each othgr;

In Appendix 1 we. show that

é1(& = 8(;)XS(T) , B . : (2.4)

-where X" (T) is the magnetic spin susceptibility of the impurity and g(;) gives

"the spatiéi,dependence of the spin-density wave. The temperature dependenée
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of the satellite splittings is thus entirely determined by the impurity spin
susceptibility. Conversely, by determining the temperature dependence.of-the
satellite splittings, we can determine the temperature,dependence of the im-

- purity spin susceptibility.

: 2.4‘ Impurity Magnetic Susceptibility

The ground state of the impurity hasva magnetic susceotihility which
consists of a temperature independent contribution plus ‘a temperature de~
,pendent contribution that-obeys a Curie-Weiss law. The concept of a.tempera—

ture independent orbital susceptibility is quite familiar It arises from ad-
'mixture of a higher energy orbital state into the. ground state by the applied

magnetic field and gives ‘an orbital susceptibility of order

. u2 . S : -
xorb = 7?_ . o R (2.5)

',where-uﬁ is the - Bohr magneton and A is the energy splitting to the excited
orbital state. |
" A temperature‘independent,spin susceptibility arises when the spin
Zeeman‘coupling'admixes higher states into the ground‘state. If the ground
state wave function is a product of an orhital wave function with a spin’
function of definite m, the ground state is already an eigenstate of S 2’ and
there .are no matrix elements of the spin Zeeman interaction between the ground
“and e#cited states.t On the other-hand,;if the states pniorgto‘application of
thé magnetic field-consist of a sum of products of orbitalvfunctions with
states of.differenthvalues of ms,.the spin Zeeman interaction will tend-to |
' change,the'weighting_of'the.various m components in order to hest.take adf
vantage of the magnetic polarization thereby induced,

. i ' -+ >
. When the ground state has orbital and spin angular mementa, L and S,
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-coupled together to form a ground state angular momentum, .J, S?

is not a good
quantum number:ofﬂthe states and. the Zeeman interaction -admixes excited -

S - ’
states of the same L and E but different J into the ground state giving a
temperatiure independent spin susceptibility of order

Ve o .
s B .

X ::-I—I-)\ , o (2-6)
where A is the spin4orbit_cdupiing parameter. If the ground state orbital
angular momentum is quenched but there is a spin-orbit muitiplet of energy
A‘higher due to the crystal field, one gets a temperature- independent spin

'sﬁsceptibility of order

(2.7)

‘whichxsheuld belsﬁaller than Eq. 2.6 for reasonable crystal fields and is of

the opposite sign for an atom‘with a poeitive sbin—orbit}coupiing parameter.
In the detailed calculation of the susceptibility we first calculate

_the:susceptibility pf the impurity using the struceure deriveavfrom Himp'

We ‘then include the effect of Hm as a perturbation. Since the highest‘tem-

ix
perature accessibie experimentaily is limited By the ﬁelting point of'Culfo.
about 1300 K,'aﬁd-the crystal field splittings are e%pected to be several.
thousand degrees, we have limited our calculation poqubulation'of the'grouﬁd
state of the crystal field only. Since spin—orbit eplitting§ are on the’
R'qrder_of 100 degrees,bwe have allowed for the populetioﬁ of Higher eqefgy

spiniorbit—splif‘states in thosebcases Qhere.the ground state of. the crystal

field has a first-order spin-orbit splitting.

2.4.1 Susceptibility Without Mixing

The 3d5 configuration ground 'state has A

| Symmetry aﬁd no orbital
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anéular momentﬁm;:-Thé first éxcited state is split by the L-S splitfing ‘and
probably lies on fhe ordef'of 10,000 K above the grouﬁdustate. We ignore
all but the groﬁnd state. The susceptibility is theh>comp1etely spin sus-
ceptibility with:a‘moment corresponding to S = 5/2; fhe:e is noAtemperature
independent-coﬁtribution.

g7 uas(s+1)
X s —_— , (2.8)
3K, T

where g:is the g-Qalue of tﬁe impurity d electrons.

If the crysfal field causes:;he states with symﬁefry T2 of the orbital
‘ 1 of an orbital F state to be the ground
state.(seevFig. 2.1), werconsider'the ground state of tﬁé_crystal field only.

~‘We write the spin-orbit Hamiltonian

R ’ .
H = aAL-S . A (2.9)

relating ﬁhe-fictitious angular momentum operator i to f’with constant of
broportionality‘d; fhe spin-orbit interaction couples i ahd § together to
give sFates of ;otal figtitious aqgular momentum g'and-z-éomponent MF' It
liffs the (2|£|+;5<2$+1) degeneracy of the ground state to;givé energies,

EF - %% [|§|(|Ei¥1) - |i|(|£|+l) - S(S+1)]. The states are

P> = ] <esw’|PM>|Lasmt> L (2.10)
where the coefficiénts of the states in the sum are the Clebéch-Gordan co~
efficiénts, Having treated‘the spin-orbit interaction- exactly (within the

orbital ground state), we treat the Zeeman interaction as,é‘perturbation

which mixes the states given in Eq. 2.10. We calculate .the expgctatibn of

Lz'and Sz for each of these mixed states and compute the thermal averages,
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<L,> and <Sz>,;in the gsual'way. The susceptibility is then deriQed from
UBN ' '
X .= R (Otk<L2> + 2<SZ>) . (2.11)

’

Qhere klis fhe orbital reduction factor which represents a reduction of
the orbitai angular momentum from that of a free ion due to the crystal
environment (see Réf. 27). Both the spin and orbital'susceptibilitiés Have
a temperature dependent contribution and a-temperatufevindependent contri-
bution of ‘the form of Eq; 2.6. |

If the crystél field causes the étate with symmetry Ai of an orsital
F state or the states with symmetry E of an orbital.D‘state to bé the gfound

states, the orbital angular momentum is quenched in the ground state and no

first-order spin-orbit splitting exists. In this case we treat both the

_ spin—o:bif interaction and the Zeeman interaction as bertdrbations to the

crystal fiéld interaction. The first—order perturbatiop correction to, the
ground state yiel&s a temperature independent contribution to the orbital sus-
cehﬁibility,of thé form of Eq. 2.5 but no contribution tg.the spin suscepti-
bilify. The seéond;order perturbation correctién to“the.wave function yields
temberatufe indéﬁepdent contributions to both the spin and o;bital suscepti-

bilities of the form of Eq. 2.7 and a temperature dependeﬁt contribution to

"the orbital susceptibility.

For details on the calculation of the susceptibility for specific con-

figuratioﬂs see Appendix 2.

2.4.2. Effect of Mixing on the Susceptibility

There are two effects of the mixing which we must account for quantif‘

tatively in order to obtain reasonable agreement between the calculated sus-

ceptibility and experiment: (1) the mixing produces an antiferromagnetic
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pdlarizatioﬁ of'ihe conduction eiectrons and thus reduces the total experi;
mentally measured susceptibility from that calculated in'Section 2.4.1;
- (2) the Kondo .effect causes the temperature dependencé‘of the susceptibility
to deviate from a Curie law. We treat the anﬁiferromagnetic éoupling ﬁo‘the
cdnducﬁion eleétfons in perturbation theory as a reduction of the effective
impurity momenf. Qe treat the Kondo effect by replacing the temperature, T,
with T.¥ S everywhete it appears in the expressions for the susceptibility.
The experiméntal susceptibilitx of a dilute allpy is measured as the

Adiffergnce betﬁeén the susceptibility of the alloy and that of the pure host
metai; thﬁs-the‘experimental susceptibility includes not anly the 5uscepti-
bility of the imﬁu;ityhmoment célculated és described in Section 2.4.1, but
aléo the'spscépiibility‘of tﬁe induced conduction eléptroﬁ polariiatibn. At
tempé;atuféé far.abéﬁeAgheAKondo temperature the mixing'iﬁferactioﬁican'be
7'£reatéd”as é:peiéprbgtioﬁ. 4 _ o

" 1f the éfouﬂa state aﬁgulaf momentum is quenéhed by‘thé crystal field,
only thé first t;rm in‘Eq. 2.3 produces a polarization of the conduétion

electrons <sz> and we find

N

<sz> = <sz>o - Jsp<sz> . . : :’ (2.12)

" where p is the dehsity of states at the Fermi surface for:one spin direction,
and <s >  is the polarization of the conduction electrons which would exist
.in the absence of the impurity (see Ref. 31). The total experimentally

measured susceptibility thus takes the form

-1 - S, L | |
Xeyp = (1 = JgX + X", o eay

where XS and XL représent-the spin and orbital susceptibilities of the
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impprity respectively. - It is customary to define an effective magnetic

b2
S eff
X" = BKB'I (2.14)
We write
X =n'x> 4+ xF (2.15)

exp

such that n2 = 1 - J_p and n thus represents the reductioﬁ in the ef-

S

fective magnetic moment due to the‘conduction electron polarization.

If the ground state orbital angular momentum is not quencheq, tﬁe
form of the miking'interaction is quitevcomplicated.‘ To.qur khowledge the
form Of.polafizétion induced by the general form of the miking intefaction
has not been calé#}éted. The experimental precision with which the mag-
netic moment s ofvfhe impurities have been measured to §ate does not require
great adcuracy;.therefore we make the assumption that'ghe spiﬁ and orbital

susceptibilities are affected equally because of the spin-orbit coupling

“and use

= n2 '
xexp-— n Ximp (2.16)

with

n? =1+ Jp , , (2.17)

where J is now aiparameter which defines.the strength éf the interaction.
g =~ j:in the case described by Eq. 2.15; then Eqi'2.l7 suffices
to aéscribe the féduétion of the magnetic moment for all cases.

Near tﬁe Kondo temperature higher order pgrturbaciéh terms in the

mixing become important, and in fact as the temperature approaches the Kondo

temperature the coupling becomes so strong as to make pertirbation theory
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invalid--a calCuiatien such as a renormalization group;tueory calculation.is
reQUired. ~Krisl;na—;nurthy, Wilson and Wilkins3 have'done euch a calculation
using uoth the e;d~(Eq. 1.2) and Anderson (Eq. 1.4) forms of the mixing inter-
action for a epiu—% impurity. They find that, indeed, the two forms of in-
terection yield.identical results in the experimentally accessible tempera-
ture regime as predicted by Schrieffer and Wolf.8 At temperatures above the
- Kondo temperatufe,'they find the susceptibility can be described over any
decade of temperature by a Curie-Weiss law with a moment decreased from the
Curie moment. Beiou the Kondo temperature the susceptibility becomes con-
stant. .Although the calculation is for a spin—% impurity,.it ekplaine the
temperature deuehdence of the susceptibility of CuFe and CuMn over the entire
temperature rangebfor which it has been experimentally determined. It does
Egt'explaiﬁ the'tempefature dependeuce of the suscebtibility of guCr;

We take‘the'failurevof the renormalization group ealculatiun which in-
cIuded no -orbital degrees of freedom, to explain the temperature dependence
of the susceptibility of CuCr to be further evidence that a modellwith Qrbi—
tal structure 1is necessary to describe the magnetic 1mpurities Unfortunately,
to our knowledge no caleulation of even the perturbation type, other than that
which we- give in Appendix 1, has been done with the more complete‘form of m1xf
ing 1nteract10n (Eq. 2.3). Following the results of the sein-only renormaliza-
tion groub calculation, -we compute the susceptibility by reducing the.effective
gmomentuaccerding to Eq. 2.17 and replacing T everywhete<it occurs in the expres—
sion for the suceptibility with T + 8. This expressiou'yields the Curie-weiss
law behavior uheu_oniy the ground state of the spin-orbit splitting is popu-
lated and.passes smoothly into the proper high temperature'form. .We'haue not

attempted to deduce the behavior at temperatures below the Kondo temperature.

‘It remains to determine the value of J to be used . in calculating the
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A - . - .
reduction of the moment (Eq. 2.17). For the spin-only case Wilson .gives an
expression which relates the exchange coupling constant for the spin-only in-

teraction, j, to the Kondo temperature:

TK=D(b|j|)1/2 exp(-1/p|5]) . (2.18) -

' 1 . ‘ L - \
In the Spin—z case, at temperatures just above the Kondo temperature the Weiss

» temperature in thé Curie-Weiss susceptibility is ZTK.3 From the observed

Curie-Weiss temperature dependence we determine T, and then use Eq. 2.18 to-

K

find j. J is roughly j times the number of orbital dégrees of freedom avail-

able for the mixihg interaction; thus for a cohpletély symmétfic A, ground

1

C : ' ) g
state with the full orbital degeneracy of the L = 2‘$tate,»J = 5j. . Hirst32

has calculated the reduction in the effective degrees éf freedom which a
crystal field prdduces.. He expresses this reduction in terms of the ratio of.

to the second

the first order Born approximation to the resistivity, P1p’
_order Born'apprbximatioh term which produces“the Kondo effecé, péBK' For a
crystal-field-split ground state we have
P A p . , § o
RN v B e @ay
: 2BK), o 1B | cpp : '

where the subscribt CEF refers to the résistivity~whichAoBtains when a crystal
fielq is present and L;S‘fefers to the resistivity which‘would exist if theré
were no crystalAfiéld splitting. in cases where the crystai field grduﬁd

statebis split by a spin—ofbit ;oupling which is much larger than ghe Kondox
temperature, we further redu;e the expression givén by Eq:'2.19‘by the rati§
of thevdégenéracy‘qf'the crystal field gpound'state: | |
PiB . |28k 2F+1

X
P N 3(2S+1)
2BK) ¢ 1B

J =55 x (2.20)

For details for specific impurity cases see Appendix 2.
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2.5 Hyperfine Fields

The hyperfine interaction between the impurity nucleus and thé im-

purity electronic state may be expressed:
' . > - 9 -»> : L ’
M= gy I ((H /L)L + 2(Hs/ s)s)_. y o (2.21)

where the subsc;ipt N denotes the nucleus. We write Hﬁf.in this form be-
cause the orﬁifal and spig saturation hyperfine fields, HL/L and HS/ZS, are
independent of the size of the nuclear moment. Narath33'has calculated the
values of the safufétion hyperfine fields expected for 3d‘transi£iqn metals
with a HartreeQFbck;approximation.l In cases where énbugh experimentél évi—
dence exists to detefmine the saturation hyperfinelfieidé'from our model we
compare the valﬁes deduced from the model with those of.Narath's'CHICUIaj
tion; in céses where the experimental evidence is not sufficient to ailow
determination of bqth the orbital and spin saturation hyperfine fields, we'
use Narath's value for fhe.orbitél saturation hyperfine field, use the model
to dedﬂce'the'épin‘éaturation hyperfine field from tﬁe'dété, and cgmﬁare it
with_Nafath's caiculation. If the ground state of the impurity has zero
ahgular momentum;Lthé orbital hyperfine contribution vanishes (except to the
extent that the Zéehan interaction_causesvmixing with éxcited states with un-

duenched orbital .angular momentum) giving a total hyperfine saturation field:

sat _ . |
HoPo = 25(H/28) . e (2.22)

For cases in which the ground state orbital angular momentum is not quenched,

we project the hyperfine interaction onto the spin-orbit ground state:

sat(H /25) - ka( ')sat
S z

sat

g = <2(5)) @/




28

v.sat ' 1. sat - .
where (Sz) and (Lz) are the effective saturated z-components of the
spin and fictitious angular momentum of the spin—orbit ground state. De-

tails for specific impurities are given in Chapter 4.



3. EXPERIMENTAL PROCEDURES

Most of ;hé equipment and procedures used in this experiment have been
described in detail elsewhere. We will give a brief deécription of the sample
preparation, spéctrometers, and data collection procedureé andArefer the
reader. to morelcomplete'discussions. Aspects which are new to this experi-

ment are given in more detail in appendices.

3.1 Sample Preparation

. The ggpr.powders used in this experiment were prépared by Boyée'and
Stakelon as part.of a gengral alloy preparation program thch produced dilute
alloys of all of the 3d transition metals in copper. Details of the sample
preparation procedure are given by Boyce.34 The sampleé were prepared frqm _
99.999+% Cu rod (Amé?ican Smelting and Refining Company) and 99.999% Cr lumps
(United Mineral'énd:Chemipal Corporation). The Cu and Cr were heavin.étched
to remove sﬁrfacé gontaminants. The appropriatelpropoftions'of Cu and Cr
were.placed in alﬁmina crucibies inside quartz tubes and baked in vacuum to
remove water vapor.: The quértz tubes were then back-filled with 1/4 atmos-
phere of pure argon:and sealed. After baking for one hour'in.an_induqtion
furnace at 1200° C, the tubes were rapidly quenched to 20° C in water. The’

alloys were- then wrapped in 5-mil copper (99.9%) foil and swaged to less than

. half of their original diameter to improve homogeneity. fThe‘copber foil was

removed and the surface etched away. .The alloys were égaiq'sealed~with argon
in quartz tqbes,'énnealed for approximately three days at 30° C to 70° C be-
iqw the melting point, and then quenched in-water.: The surface was again .
efcﬁed aﬁd:thé alisy rod Qas-ground to powder with a rdtary grinder with a

tungsten carbide cutter. For maximum penetration by theHRF-field, only powder

" which passed throhgh-a 400 mesh (less than 37 p) sieve was used. None of the
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powders were re-annealed.

| Analysegzof the annealed rods were made from pieces cut from both ends
prior to grindingf The Cr concentrations weré homogeneous to abéut 5%. The
analyses yielded>éverage Cr concentrations of .56, .102, 051, and .017 atomic
percent for alloys-wﬁich.were nominally .5, .1, .05, and .01 atomic percent
respectivély. The .56 atomic percent alloy was examinéd under a microscépe'
for macroscopic.inﬁomogeneities. " Electron microprobe analysis also showed the

alloys to be homogeneous to about 57%.

3.2 Spectrometers.
For‘his;oricél reasons three spectrometers were-uged in this study. The

first data obtaiﬁed were. taken by Aton at temperatures of 230 K and higher in

a high field spectrbmeﬁer with a room temperature access.dewar. When he no-
ticed ah anomplbﬁé‘iemperéture dependence to the satellites, we*éqntiéqed the
'spudy'in a'low'field.spectrometer:&ith a double glass dewar. With this spec-
ﬁrome;ef we Qere abl¢ to make meésgrements at liquid nitrogen (77 K), liquid
neon (27 K); and i&qgia helium (4.2 K) temperétureg. When we failed to ob;
séfve;fhe satellites at 4;2 K, it became necessary to uée a cryostat which al;
lowed'operationAat~témperatures between 27 K and 4.2lK; 'The higﬁ field-sole—
noid used for the high temperature measurements aléo has ‘a éryoéta; dewar |
’which allowS’temperagure control over this tempefature,faﬁge; thus we inserted
the cryoéfat intb the high fieldvsolenoid_and'aSSembled'a'épectrometer com- |
patibie‘with~thé ;ryéstap. All three spectroﬁeters areAhybrid;juﬁction,
'bridge spéctro@égérs: 'A block diagram which describés thg'épeétroﬁeters is
.'shoﬁn_in-figufe 3.1. The RF signal from an éscillatorfiggéplit; half éf fhe
.péwér-gSes to the<bridge ana thé:other half goes.thfoﬁgh.é yariabie delay'line.

The éignal ffo@ the'delaylline is mixed with the signal from the bridge to



Figdre 3.1: Block diagram of the spectrometers.
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allow phase sensitive detection. The RF frequency is held fixed whilb the'
mégnefic field,is slowly swept fhrough the resonant fieid. The magnetic
field is modulated with an additional small AC field and £he signal ié de-
tected with a lock~in amplifier. The signal from the lock-in is usuaily
signal—averaged to increase the signal-to-noise rapio.

”Atonls haé described in detail the spectrometer ﬁe used to dbtain the-
high temperature daté at high fields. This spéctrometér incorporates'a-
superconducfing solenoid capable of producing fields up.to 65 kOe, The tem-
pgratﬁ:e control was accomplished by passing cooling gas over the Spéqtrom-
eter-samplé probe.. The equilibrium temperature of‘the‘p;obe was deﬁérmined,,
by a balance betwéen the cooling effect of the gas and thgbheat produced by
a.solenoid ﬁounted on the outside of fhe probe to produce the modulation‘field.

Follstaedt35 Has deséribed the low field spectrometer in détail. ‘The
only significant modification.ﬁe made to the Spectrometgr was the additiod of
a control circuit’to‘maintain the amplitude of fhe modulation field constant.
This circuit ié described in detail in Appendix 3. |

The electronics for the spectrometer used With‘the cryostat in the high
field solenoid is essenfially the sdme as that described sy Aton. We added a
loQ pass fil;er between the RF amplifier and power splitfer to reduce highér‘
harmonics and a low pass filter between the mixer and lock-in -to avoid ex-
ceeding the dynamic range of the lock-in (see Fig. 3.1).

The sample probe arm of the spectrometer is'différent-thansphat used

~with the room temperature access. When the room temperature access is used,

the center of the solenoid is accessible from the bottom of the solenoid de-

- war and a probe less than half a meter in length is used. When the cryostat

is used, the center of the solenoid is accessible only from the‘tOp’of the

dewar and ‘a probe more than a meter long is required. At the ‘high RF"..’
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ffequeqcies used at room temperatures it is imperativé:#hat the probe bé

tgned to.the.Bridge_impedance right at the sample coil. It ig difficult to
tuné the probe right at the sample when the sample is in a cryogeﬁié,
variable;temperature environment--the tuning condition is temperature de-
pendent.'.Because it is ngcesséry to use modest fields at low températures ,
>t6 avéid“satura;ing the impurity moment anyway, we elected to tune the probe
externally. This limited us to about 14 Mhz or about 12_k0e.u |

| " Details of tﬂe sample probe are shown in Figure 3.2, ‘The sample is
Nenéapsqlated in a nylon pill and held snugly in the RFAcqil by a threaded caﬁ.
'The'RF coll is held in the nylon probe head by two nylon screws. 'Tﬁe end-of
fhe coakiai tfansmissioh 1ihe extends to within aboﬁt two éentimete;s‘of.the
RF coil. wa'pieces of #14 bare.coppér wire were soldergd to thé‘transmission
line ahd.;hé'RF coil leads were soldered tbftﬁe #14'wire;1-fhe éavi;y sur-. |
v;oundihg‘the end of the trénsﬁission line and'the<#14Awifes was packed with
| Apiezon Q grease which hardens at cryogenic teﬁpefatqréé to provide additioﬁal
rigidity. A CaAs diode Qsed for a thermometer was mounted éh one endAof_tﬁe
RF coil formﬁ The diode leads were held with GE 7031;varﬁish in.a groove cﬁt
in tbe(brqbe head. 'The diode itself was not attached wiﬁh 703i becadse 7Q31
attacks the‘diode. The diode was held in place at rooﬁ temperature Qith dén-
fél floés,and pécked in Apiezon N grease which hardens at cryogenic témpefa—
tures and preﬁents vibrations. A copper plate‘attached-to.the éutside of the
trénsmissiohnliné forms a foot to which the probe head is}éttéched‘with sérews{
.1t'isle1éctrically cénnected to the outer, ground conduqtor of the transmissioh'
line andlfbrms a’éoﬁvenient grounding terminal. One lead Qf the diddelis' |
égtached to this copper plate; the other 1is connected-électrically to fhe plate
by méans of~é iSOO pf silver-mica capacitor, thch serveé'tb attenuate étray

RF signalé which may be picked up by the leads from the diode to the outside
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Figure 3.2: Sketch.of the probe used with the cryostat

in the superconducting solenoid.
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of the solenoid aéﬁar. A 1/8-in. thick brass can with a brass lia,and‘a tef-
lon spacer fits over the_probe head. This caﬁ servés:severai purposes:

(1) it is an ﬁF ground shiela to prevent stray pickup'in the RF cbil;.(Z) it
provides'suppofﬁ for the modulation solenoid which is'Qound around it; (3).
it represents a-large thermal ﬁass which helps to maiﬁtéin the sample at cén%
stant temperature,: The thickness of the can is the result of a trade off.
The'thickef the can, the better thermal mass 1t provides; however the thicker
the can, the more it als§,attenuates.the modulati&n fié1d<which reaches tse
sample; A 1/16-in. wide s;ot cut to within -about 1/4-in; of each end of the
can redpces thé eddy current.flow which the modulatioq'field iﬁduées in tﬁe
‘can and thus helps to reduce the attentuation of theimbéﬁlat{on field. The
modulation soleﬁoid éonsists of two lgyers of #28 magnet Qire insulated from
the can and eacb other by layers of 1/2-mil mylar énd coats of 7031. Iﬁ.is
imﬁerative to insulﬁte the modulation coil,ffom the can beéause if the modula-
tion coil is grounded at‘theAprobe, a relatively 1aréé audip‘signal will usu-
ally ride on the.Rf'ground and produce a large offset at the lock-in. A
length of Advance heating wire with 30 ohms resistance is wound ﬁifilar]y at
both ends of the Ean; this 1eﬁgth aliows two turns at one end apd thfeg at the
other. We wound the three turns on the lower end of the cén which'is closesf
to the'hélium gas<valve used for cooling. On thg inside of the can,*righﬁ be-
'hind'the three tﬁrns of heating wire is a.1/8—watt, 560-;hm, Ailen'Bradley re-
sistor which is uséd'as the temperature sensor for fhe'temperaCU:é controller.
The resistor is insulated from the can e1Ethica11y'bht kept in good thermal
contact by a piece éf cigarette paper and 7031. Thé resisfor leads are‘pré—
.tected ffomAstray'RF pickup with a 1500-pf capacitor shunt simiiar to. that
used on the GaAs diode. The leads from the diode, modulation coil, heating

wire, and resistor are secured at the probe head with dental floss and -7031;
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they are taped to the outside of the trnnsmissiod.lineAqnd pass-out-qf the
solenoid dewar,through insulating connectérs. The transhission lihe; which -~
was made by Stakeion, is copper-plated\stainless steel'witﬁ air dieiectric'
and nvlon spaceré.. The probe end of the transmission iine is sealed with
Stycast_ZSSOGT to prevent helium from eﬁtering the line And changing ité im=-

7 NMR

pedance.  Unfortunately Stycast 2850GT has alumina fillér and the Al®
from the Stycast produces a signal about the same size as the satellites and

causes some interference. Six polished aluminum radiation shields are spdcéd

along the length of the transmission line,

3.3 Temperature.éontroi éhd Measurement

ATemperaturé control in a magnetic resonance experiment at Eémperatures
4of a fewAdegrees‘Kélvin causes a probléﬁ.. Ideally one wSuid 1ike‘to héve the
sampie; thermomefef, heatiﬁg element and controller £eﬁpefétﬁre sensor all 5n
exéellent,thermai contact. To prevent stray RF pickuﬁ'the'hea;ing elemeﬁt
with its rela;iyely large currents must be kept eiectrically isélatéq from the
- RF coil.. These'tﬁo constraints require that the material sepgrating.the samplg
and the'heating-eieﬁgnt be a‘poor electrical conductorAbgt'a goodAFhefmal con-
ductof'ét these températures.“For handling the ma;erial-md§t be rigid at:ropm'
temperathre. The'ohiy material of.which we are aware tﬁét:meets these cri-
"terié is éblid sapbhire. .Besides beihg expensive, sépphi;e has' an A127 NMR ;
which Qould swamp'the weak saéellite signals. |

We have adoptéd_a compromise approach to the temperaturé control bfob-
lem.A The temper&ture of a large thermal‘maés (the brass céﬁland'lid $nd the. 
_ copper fbot) which surrounds the sample is controlled. Good LhérmalncoﬁtaCt
is éstablished between tﬁé thermal mass, heéting elgmgnté and controller ﬁém—

perature sensor, .but a temperature gradient is allowed to develop between the’



thermal mass and the sample. A thermometer which requifes only a small DC

current and is‘protécted from stray RF is placed in thgrmal contact wiéh'thg
sample. With the thermai mass, heating element, andAcdntroller'temperature
sensor in good thermal contact the temperature of the.thermal‘mass Cén be
éontrolled very stably, The~ﬁoor thermal contact Be?@éeﬁ’thé thefﬁal,mASS.
aﬁd the sample mearns that it may take the syétem a while té édme to equili~
brium, but once eqpilibrium is reached the tgmﬁerature of the sample should
be nearly aé étaﬁle as that of the thermal mass. 'Thé sampie tehpe;atdfg can
be read accurately'with»the thermometer becausé they-éreAin good thétmalt
éontact.- | | B

.‘An Artronix Model 5301-E temperature éoﬁtréller was uéed. This unit
uses a pptentidmetgr'bridge circuit to sense the véltagé across a tgmperature_
sensitive device. . Tt alsd has its own constanﬁ éutren; soﬁ?ée to supply re;
sistiVe'deviées. A 1/8-watt, 560-ohm, Alleq_Bradle&{resisfofiwés éﬂoséﬁ ésv
the temperature éensor because it is inexpensiVe,.readiiy aVailablé; andAhas_
a goodltemperature coeffiéiént over thebrange of'4.2 K ﬁo aSQut,BO K. ;The re-
sistor is also'less sensitive to magnetic fiélds than'mOSp o;hef.deviéeé used
for lowateméeratufe thermometry.

The cryostat uéed with the superéonducting solenoi& is ; Janis Vari-
Temp'pewar., It has a capillary from the solenoid helium éhamber to the sample
chamber. Helium flow through the capillary is controlled by a:peedle valve.

A heater which con;ééts the capillary allows the helium ;6 be vaporizéd} .The
cooling éapacitonf‘the gas can be varied by adjusting thé needle valve and
the heatér current.. The gas flow was monitored with a flow metef. Four user-
controlled variables contribute to the temperature éduilibrium.of thé.sampleg-'

(1) the helium flow rate, (2) the gas heater current, (3) ‘the hgating:effect
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of the modulation‘field current, and (4) the heat supplied:by_the‘controller.
With practice it is possible to cool down from liquid nitrogen temperature
and reach equilibrium at- the desired tenperature within half,an hour., Once
at equilibriun the'temperature can be maintained to with 0.2 K for a-period
of at least two hours, the'longest time for which'continuoue eignal averaging
was attennted while at a controlled temperature.

| Since the thermometer was to be placed right next to the RF coilégit :
had to be a lowAcurrent, DC activated device or a thermocouple.<:We wanted to
be able to read the.temperature'accurately to 0.1‘K.: Theidevice had to with—
stand temperature Cycling while maintaining its calihration;1 It would be .
preferable if it was relatively insensitive to magnetic fields. We also pre¥
ferred.toiuse one thermometer with reasonable sensitivity over:the entire tem-
perature range of 4.2 K to 300 K. These criteria narrowed'our'choice to a'
GaAs diode or a éufe’thermocouple?6’37 With the‘help;of P. Anthony we.cali-
brated a Au-.07 at% Fe-KP thermocouple and a GaAs diodeA(Scientific lnstru—

ments Model GA-300, SN 90251) from 4.210 K to 96.4 K.  The calibration was

.done in A. C. Anderson's cryostat using his Ge resistor thermometer (4182-R)

as a'secondary standard, The diode'was'calihrated.With*a'fourglead'configura—~
tion and the voltages were read on a 10'° ohm input impedance DVM whic¢h was |
first checked for calibration against a standard cell. A home—built constant
current source»consisting of a 74l'operational amplifier»with aznercury‘referf
ence cell provides 10 LA to the diode' Thermal cycling to room temoerature
and back down to 10 K revealed that the diode maintained its calibration to

within the accuracy with which the voltage was read (Oﬂl K); the calibration‘

‘of the thermocouple changed by about O 3 K. We used‘the:diode forsour ther—

mometer., During our data collection a Leeds and Northrup 755 type K-S guarded

potentiometer was used with a nu11 detector to measure the diode voltage. The
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»temperature was easily read to an accuracy of better than 0.1 K. A slight
sensitivity to’magnetic fields (an error of +0.1 K at 10 kOe followed‘by:a
drop to an error of -0.9 K at 55 kOe) was measured at 4.2 K and'corrected
for.

Although they produced no useable data, several runs were made at
temperatures from 1.5 Kto 4.2 K., 1In thisArange‘the temperature was con—
trolled by maintaining a constant helium vapor pressure'with a manostat.
The temperature was measured by reading the vapor pressure on a Wallace and
Tiernan gauge (0.1 - 20 mm, O - 100 mm, and O f_400 mm) . This proved to be

. an extremely stable way to maintain the temperature.

3.4 Data Collection
"The mechanics of'adjusting and optimizing the spectrometer for observa-
tion of a particular resonance are given in detail by Follstaedt. 33 In sum-
mary; the magnetic field is swept through the resonant field. slowly enough to
avoid line shape'distortion.' The field sweep speed and time constant’of the
lock-in amplifier are coordinated so that the desired~numher of time con-
stants arevspent during the time the field isdsweeping through the resonanceL
The modulation field amplitude and frequency are optimized subject to the
trade offs discussed below. The modulation frequency is always chosen lou
‘enough to avoid line shape distortion. The amplitude of,the.RF field is ad—
Ajusted to optimize the signal-to-noise ratio. |
- The parameter, AK, which is proportional to the impurity‘spin suscepti—
bility, is determined from the difference in the resonant fields of‘the'éu
mainsline and the satellites. The low pass filter in the lock-in which at-
tenuates high frequency noise also attenuates the high'frequency components

of the signal; a trade off must be made between signal—to-noise'ratio_and
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signal distortion. The first effect of signal distortion is a shift in the
apparent resoﬁantlposition. The amount of shift is determinéd by the number'
of time constants spent sweeping through the liné. Beéause the éatellites_
are much broaderrﬁhan'the main line at low temperatures, thé 16w pass filter
shifts the resonances by different amounts. Traditionally, accurate deter-
mination of AK has been made by sacrificing signal—tq;noiée and spending
enougﬁ time sweeping through the resonance to ensure fhap‘the ﬁain'liﬁe and
satéllites are shiftedvby near1§ the same amount (enough of thé. high fre—
quency componenfs-afe kept‘to avoid serious distortiohj; We havelanalyzed
the pfoblem ofvliﬁe shape distortion by a Low pass filger'and deQeloped a
“technique which allows correction for the épparent shift in res&nantlposition
even when the rééénénce has beeq shifted significantly by.éhoosihg the'timel
constant long egouéh to oﬁtimizg the signal-to-noise. The accuracy of Qhe
. téchnique Qas verified exﬁerimentally. Ihié technique'allﬁws a iéductiqn bf
30 to 50% in the requiréd averaging time. Détails of £hiéjtgchnique are
giQen-in Appendix 4. |

| éélgétion.of the modulation field amplituée‘inVOIVes_a trade off simi-
lar fo that of tbg seleétion of the time constant. The maximum5Signal is
achieved with the peak-to-peak modulation amplitude equal to twice‘the'peékf
to-peak line width (for the derivative of the absorpfion Sigﬁél) or greafér
aepending on the liné shape. Such a large amplitude préduées signifiéaﬁt
line shape distortién. (See Ref. 38 for discussion of modulation effeéts.)
When searching f§r é resonance whose position was unknan,vwe used a modﬁ1a4
tion ampiifude about twice the expected line width. When thevresénant posi~-
tion was known, ;he.amplitudé was limited té half the line width to réduce
distortion. A technique which aliows the correction of(distortionAcaused by

large modulation amplitude, described by Wind and*Emid,39 was iﬁplementea and



tested but not used in collection of this data forvla;k'of digital proces-

sipg équipment.. This digital technique allows data to be collectedAwith'a
modulation ampiitude equal to the line width and reduces ;he distoftion to
a le;el comparable with that produced by a modulation amplitude4of.ha;f.th¢
line width; &he'result is a reduction of about 50% in the required signél' 
averaging time, | |
Experimental design constraints often limited tHe frequency and ampli-
;ude of the modulation tolmuch less than the_optimum detérmined on fhélbasisA
of signal-to-noise and distortion considerations alone. It was found thaér
the frequeﬁéy and amplitude of_modulation often had'td'bé reduced to aQoid ex-
cessive offset dtift at the lock-in. Apparently the eddy‘currents induced by
the modulation field in the brass can, fiowing in the_magﬁetic fieid; pré—
.duce vibrapiohs whoée ampiitudes are nbt constant. In Pfattige a_tféde off
héd to be made be;wegn the'increése‘in signai and increaée'ih offseg drif;
produced by increased modulation ampiitﬁde, ana another- trade off was made_
between the dgcreaée'invhigh frequency noise énd thé incrgésé in qffset drift
produced by an incréased modulation frequency.

Four different impurity concentrations were used to'vérify the concentra-
tidn independence of the satellite spligtings andlto optimizé the expefimental
resolution of the satellites over the wide temperature range. At low tempera-
tures the sétellites become broader and more diffidult'to rgsolye;Aig'is dfteﬁ
easier to resolve the satellites in more dilute samples;AjThe fields uséd iﬁ
the'experiment ranged from 5 to 55 kOe. At high tempe;atures a large field is
" necessary to split the satellites enoughvto resolve ;hém; at low temperatures
the splittings are larger and. a lower field is advantageous. It is also 1mf'
portant at low temﬁeraturés to use a field sméll enough to a&oid saturation of

the impufity moment, i.e., we want to measure the suéceptibility.in a field
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small enough thét fhe susceptibility is essentially f;eid-ihdepeqdent.
Table 3.1 shows the samples and field strengths used at the various tem—
peratures at which data were taken. No concentration.or field dependeﬁce‘
"was observed.

Cu has th’isotopes‘with,magnetié moments--Cu63iand cu®®. we veri- -
fied thatAthe'éatellite resonances are preéent for both Cu isotopes, thus
confirming that the resonances we ;ttribute to Cu nuclei‘which arelneighbors
of the Cr iﬁpurity are indeed Cu resénan&es and not<£he-spurious’fesonancés

of some other nuclei.




TABLE 3.1

"Impurigz Concentrations and Field Strengths

The field strengths used at each temperature are given.
The samples investigated are indicated by an x.-

T . " Concentration (at%) Field (k0e)
(K) .56 102 051 .07
334’ o x '
278" . x . x 55
~ 230 “‘ X '
7o . X x0T .. 10 to 23
2701 0 . _ ' x .10
5.1 . ¢ X Cx ©12
g.o - - x .
X X .
X S ‘_~5 to 12
5 X o
1.4 - X
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4. COMPARISON OF DATA WITH THEORY:

In this chapter we give the results of our NMR satellite measuréments
on CuCr and shbwbthatvthey'are explained by the model developéd in Chapter 2.
Using pubiished CuCr bulk magﬁetic susceptibility data, we further substan-
tiate thévmodel. Qe discuss the observed anomolous behavior of the 16& tem-
peratﬁre susceptisiiity in terms of the model and the.impurity hyperfine
fields calculated from the model. Using NMR satellité, bulk susceptibility,
and impurity.ﬁyperfine field data available on CuMn and’ggfe we extend the
-model comparison and find subsfantial improvement in ﬁhe uhderstanding of all

three alloys over that afforded byApreviously published models.

4,1 CuCr

in this secfion we gibe the resﬁlts of tﬁe CuCr satellite measurements
and show that.they'Can be explained by the modél developed'in Chaﬁter'é.A
Using‘po additional ad justable parameters, we calculate the bulk susceptibility
from the model. wé discuss thevpublished bulk‘suscepfibilitQ data and show
that the data ére‘ékplained by the”modei to within the e*pefimentai anertain—
ties. After.a feintérpretatioh of one of the bdlk suscebfibilit?‘experiments,
we find good agreemént between the model and the data over the entire tempera-
ture range of 12VK to 700 K. We discuss the anomoloﬁs feméerature dependence
of the bulk suscebtibility observed at room temperaturés 1éss than-10 K in
terms of thelmodelﬂ.'Finally, we calculate the Cr hypepfine fields from fhe. :

model and compare them with those observed experimentally.

4.1.1' NMR Satellite Data
. The NMR satellite data obtained in this investigatiéﬁ are disblayedAin
Fig. 4.1. Since AK/K‘is proportional to the impurity spin susceptibility (see

Eq. 2.4), we haye‘plo:ted K/AK versus the temperature; oh.such a“blbt a



- Figure 4.1: A pldt'of the CuCr satellite data. The dashed lineéﬁ

represent a CQrie—Weiss law fit to ;heilow'témperaﬁure
data. The solid lines are the fit to thé model de~

scribed in the text.
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fCurfe—Qeiss ldw'appears as a straight line which intércépts the abscissa at
~the negative éf the Weiss temperature. The dashed lines are straight lines
drawn through the low temperature data; the uncertainties of the low temperature
data are sufficiently small to require the slopes shown. The dataAdevia£e by
aboutlZOZ from the Curie—Weiss law at 300 K. It is fortunate thatA;he satel-
lite labeled "P" is shifted to the opposite side of the main line from B and
C. Because all three satellites are shifted closer_to"thé abscissa’ (further
from the main line) than the Curie—Weiss law predicts, wé know that the de-
viatidn is not due to a shift in the main line resonance caused by some ex-—
perimentél e?fcr;

"If Qe assume that the impurity spin susceptibiiity'ié givéh‘by the sum
of a Cufie—Wéiss term.and a temperature independent term, tﬁé shift of sa:el—'

lites is giVeﬁ by e

}A?K]s = c_ [TlTe*C] , e BCRY
where CsAis.a cohétgnt of proportionality.whicH is different for gach saﬁellite
and is detefmined by the'spétial dependence of_the spinldénsify oscillatioﬁ.
surrounding the'impufity (see Eq. 2.4). A.computer fi;Aéf the data to Eq. 4;1
produces a feaéqnably good fit with 6 = 4.0 *+.6 K and C,Q (7.4 £2.4) X 1Q-“'K;i.
To demonstrate ;he fit we subtract CCs from both,sides;¢f”Eq. 4.1.aﬁd plof the
inverse versué ceﬁperature ip.Fig. 4.2, 1If EQ;~4.1 is,correcﬁ, the.result
shouid be a straigﬁt line. The fit indicates that thére isia temperature in—'
depeﬁdént contribution to the spin suscebtibiiity of the:Cf.‘ o
As we discﬁssed in Section 2.4, a temberatufe iqdepeﬁdenf contribution
to the impurity susceptibiii;y indicates tha; the ihpurity has exciteﬂ statés;

The detailed atomic level structure of the Cr impurity appeaﬁs to be



Figure 4.2: A fit to the ggCr satellitevdata‘assuming that the
impurity spin susceptibility is'given by the sum of -
a Curie-Weiss term and a temperature'iﬁdépendeﬁt '

term.
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manifesting itself, contrary to the assumption in some models that the im-

purity structure ‘is broken down by the impurity elect;pnfconduction electron.
mixing inferac#ioh. Present calcglations made from Ehé Anderson model %eem
to be inadequaté'to treat CuCr because the& do not include the detailed atomic
structure.

Wé compare the daﬁg'with thé model deveioped ih'Cﬁaptér 2 which firs;
treats phe impufity stfuctﬁre in detail and then treats the miking interaction
as a pérturbatidh. ;Foliowing Hirst-we'first-attempt a fit to the 3da,;E sym-

metry.gr0und state which results if the t symmetry_single—electroﬁ orbitals -

2g
have lower énérgy than those with eg symmetry. From.Appendix 2 we have for

the spin susceptibility:

‘S—suN——-y—k L N 393

KBT A2

: ' : v o 927 -
A crttoion (3d4) has a spin-orbit coupling, A, of +58 cm !,”’ . and therefore

the temperature -independent term in Eq. 4.2 is negativé while the fit to the
4sétellite data in&icates a positive temperature ipdependen£ term;‘thus Hirst's
assignmént of the ground~$tate does not explain the satellite data.
“Cbmparisoﬁ of the experimental evidence on ggpr‘and'ggfe giﬁqs a clue
as to Qhat is happeﬁipg. Both~§gCr13’40 and ggfela'have a"feﬁperat;re inde-
pendent contribﬁtion'ﬁd their bulk maénetic suscept;bility;.but éthough the
CuCr satellite data show a fOZ temperature independent pontribﬁtiothobAK/K ,
aﬁ 300.K, no tempérafﬁre‘ihdependent‘contribution té the satellite data is
ébserQQd for ggFe t§ Qi;hin the experimentalvuncertainties.lg’zq The iﬁdigation
is that.the grouna:state’qf Cr has.an'unqﬁenqhed orbital'aqgular moﬁéntum'with
a temperature independent confribution‘to the spin $uscébfigility'of the form -

of Eq. 2.6 while the grbund state of Fe has its orbital angular ﬁomentum_
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quenched and agtemperature‘independent contributionAto its'spin susceptibil—
ity'like Eq. 2.7 nhich is expected to be smaller thanlthat of gq. 2.6. 4Tf'
the tog symmetryisingle-electron orbitals are lower thanitnose.yith e, aym-'.
metry as Hirst suggests, the 3dé configuration has an E Symmetry'ground
state mith quenched orbital angular momentum and the 3d6 (Fe++)land 3d7

(Fe ) configurations have T2 and T symmetries respectively with unquenehed
orbital. angular momentum. Thls a331gnment dieagrees with the conclusion
vmade from the bulk susceptibility and satellite data. If the sign.of the
crystal field is opposite of that assumed by Hirst so that the eg symmetry
51ngle electron orbitals ‘have lower energy than’ thoseAw1th t2g symmetrv,:the

3d configuration ground state has T symmetry with unquenched orbital angular

2
momentnm and the 3d6 and 3d7vconfignrations have E and‘A2 symmetries:reapee—
- tively with quencned orbital angular momentum; thus by”assuming the sign of
the cryétal~field‘opposite of that usually proposed, Qe'ean qualitatiVely ac-
count for the experimental'evidence on CuCrland CuFe._'In'the'following dis— -
cussion we attempt to make the agreement quantltative.. -

If the crystal field causes the eg single- electron orbitals to have

lower energy than.the‘t symmetry orbitals, the 3d atomic level structure is

2g

that shown in Fig. 2.l(a). The ground state has T, symmetry with fictitious

2
angular momentum, lil = 1. The spin-orbit interaction.couples tne'orbital and
Aspin states (S = 2) to givevstates of total fictitiooeiangnlar momentom; ?.
The reeultant-leVel‘Structure is shown in Fig. 4.3. Notexthat only first—or-
der spin-orbit splittinge are shown.- Higher order'Spin-orbit terms splitithet
remaining degeneracies down to the degeneracies required by eymmetry; These
higher order splittingé, except thoSe in the F = 3 ground‘state where<the

splittings can become of the order of the temperature or greater, are unim-

portant for calculation of‘the'susceptibility. We ignore the nignertordEr



Figure 4.3:

The level structure of Crtt showing the effect of the o . -

crystal field and first-order spin-orbit coupling.

The numbers in parentheses indicate the degeneracies

of the levels.
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splittings for the moment and will discuss them further when we diSeuss the -
low temperaturé bulk susceptibility data. ' |

As discussed in Section 2.4.1, the crystal fieldvsplitting is ekpectedi
to be several thousand degrees;'we ignore_the exciteoecrystai;field—split E
symmetry stetes. ‘Since the spin-orbit coupling parameter in Cr*t is 84 k we
include all of the sp1n—orb1t split T2 states. Each spin-orbit split level
has a Curie-Weiss law contribution to the susceptibllity plus a temperature .
.independent'contrihution that results from mixing of the spin;orbit—split
states by the Zeenen interaction. Thus the susceptibility of the Cr arrses
~ primarily from the f = j-ground state with some contribntion from the exeited
F'f ﬁ and.F.=Al states at the higher temperatures. The fnli erpression for
the:spin snsoeptibiiity is given in Appendix 2. A conputer fit to the-satei-'
lite data, alioning the Weiss temperature, spin—orhit coupiing'parameter, and
the orbital rednction fector to be free parameters,.yields‘the fit shown in .
Fig. 4.1 and‘tabuleted.in Table 4.1 with 8§ = 2;9 1.0 K, X.='48 th cm;], and
= 0.84 +.19. The normalized chi-square of this fit to'the data is 0.56,
~.somewhat better.thén the chi-square value of 0;70.obtained for the‘fit shown
in Fig. 4.2 nhiéh ineluoed'only one Curie-Weiss term ano one temperature in-
. dependent term, The orbital angular momentum and‘soin—orhit coupling'are both
‘redUced to .about 80% of the free ion values. Such a reduction isAto he ex-
‘ pected‘and-is of a reasonable-magnitude.z7 The large uncertainty in the deter-
mination of the parameters is due to the strong 1nterdependence of the param-
eters. The. uncertainties qnoted are the amount of change necessary in a giyen
paremeter to change the normalized chi-square of the computed fit'byri |

The fit shown in Fig. 4.1 and tabulated in Table 4.1, based on the as-

sumption that the satellite splittings are proportional to the impurity spin

susceptibility only, appears to explain the data quite well._ We also tested
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TABLE 4.1

7 Fit of Model to CuCr NMR Satellite Data

The NMR data are compared with the. model calculation for
~satellites B, C and P. The experimental uncertainties
.are given. in parentheses. ' '

T . (AK/K)B (AK/K)C o i(AK/K)Pla

(K3 exp A»‘ calc . exp calc exp © - cale
334 39 (1) ..396 - 3 = .363
278 ©L469(7)  .469 .281(9) .276 - 4h(2) - 430
230 .55-(2).  .558 32 (1) .328 - 51(2) - .51l
77 1.48 (6)  1.45 .87 (8) .  .851 -°1.31(6) - 1.33
27.1 3.58 (8)  3.54 2.0 (2)  2.08 - 3.2 (1) -3.24
15.1 6.1 (4) 5.76 3.1 (4) © 3.38 -5.0 (3) . - 5.27
8.0 - 9.1 (6) 9.38 . 5.8 (3)  5.51

8.5 (5)- - 8.59
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the hypothesis that the splittings are proportional to the total impurity

susceptibility. .(See the formula for the susceptibility in Appendix 2.)

The fit thus oBtéihed is not as good as the fit to the spin susceptibility
only; furthermore the value of the spin-orbit parametér reqniréd to prodﬂce
the fit is 350.i160‘cm"l and the magnetic moment obtained from the fit is |
3.2 g The exﬁerimental value for the m;ment is 3.7 *0.4 uBf(see_thé fol-
lowing sectionj. The cett free'ion has a spin-orbit coupling parameter of
58 ¢m~!. The spip—érbit interaction is expected to be reduced slightiy in

the metal host--certainly not increased by a factor of six. We conclude that

the fit to the total susceptibility is unphysical while the fit to the spin

susceptibility gives empirical evidence that the satellite sblittings are pro-

po;tional to the spin susceptibility only and thus Eq. 2:4 is correct.

4.1.2 Bulk Magnetic Susceptibiiity Data

Due to the spih-orbit coupling the spin and orbifal-suséeptibilities
are not independenf; the determination of the model pérametérs from the satel-’
lite data allo&svéalculation of the bulk susceptibility. The only additidnél
factor required is nz, the mixing reduction parameter;.Which.islcalpulated froﬁ‘
Eq. 2.26. The compléte expression for the suéceptisility is given in Appendix
2. The calculated‘gusceptibility is plotted versus i/(T +.2.9) in Fig. 4;4.
Note that since the first excited spin—orbit—#plit state lies apbfoximétel?
200 K above the grouﬁdAstate, the'susceptibilify becomes‘essentially a Curié;
Weiss law plus a temﬁerature independent term below~aont 100 K. Since the v
sbin-orbit spli;tiﬁgs‘become unimportant at temperatufes,wuch greaférAfhan
the tbtal spin—orbit splitting (the sum of the femperatufe.1ndependent.term$
of thé'three spin-orbif split levels is zero), the temperature independent

term vanishes and the susceptibility approaches zero at infinite temperatures.
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(Of course we have ignored the excited crystal field states which wéuld con-
tribute at temperatures of a few thousand degrees, but the experimental déta
are limited to temperatures lower than 700 K.) fhe Weiss temperature is as-
sumed to be the'sé@e as that determined from the satéllité data since the
spin and orbit are coupled; the total eéfective magnetic. moment iﬁ the low
temperature regime is calculated to be 3.4 *0.4 Mg« | |
Monod and.Sc:hultzl‘1 meaéured the bulk ﬁagnetic sﬁsceptibility of a 36
ppm CuCr sample over the femperaturé rangé of 1.5 K to 25 K. They did not
show their data, but they reported that they fit the data to a Curie-Weiss
law witﬁ‘a Wéiss'température of 1.0 *0.5 K ahd an effective magnetic ﬁoment
of 3.94 20.13 ﬁB.‘_They méasured the susceptibility for on1y oﬁe sample and
assumed that the susceptibility wasAproportional to tﬁe Cr éoncentration.
Because thes? results differ significant;y from a more reéént'and apparently
more thorough experiment, we have cﬁésen to use only fhe-more fecént'data.
Vocﬁten, Labro and Vynckier13 haQe reported a Bhlktéusceptibiliﬁy sﬁudy
of CuCr on three saqples with 5 ppm, 15 ppm, and 112 bpm atomic concentrations
of Cr at temperéfurés from 1.5 K to 300 K and fields‘f;om 3.96 kOe to 12;64
kOe. The suscebtibility of the 5 ;pm Cr samplé Qas plotted versﬁs theASUS-
féeptibility of the 15 ppm Cr sample for all temperatures and fields.: The fac;
that all the data fall on a straigbt line is strong evidencé that the'suscep-
.tibilitybmeasured is- the suscepfibility of isolated impuritiéé oﬁl&. A éimi;
lar plot for theA112 ppm Cr sample Veréus the 15 ppm sample shbws some deviaf
‘tiontfrom é straight line for the léw temperature data;Athis de§ia§ion is
attributed to,cluster‘effects in the 112 ppm Cr sample, >Vochten et 31; use
the ratio of the'susceptibilities measured in'the two most dilute”Saﬁpiesbto

that measured in the 112 ppm sample to establish "more precise concentrations"

for those samples--henceforth using 4.13 ppm and 12.7 ppm'és’thé concentrations



Figure 4.4:

Thé bulk magnetic susceptibility of EECr{ 'T£e c;rve'is
the suéceptibility calqulated from the model. described
in the text. The open circles are a repfesentatibn of
tﬁe éxberimental‘data of Hoeve and Van Osténburg, and

Voéhgen, Labro ‘and Vynckier as described in the text.
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of those samples. We shall focus on the data from the 15 ppm'Sample as it

appears to beAfree‘from cluster effects and gives essentially the same re-
sults as the 5 upu‘sample with the exception of betteriprecision, presumabiy
due to etronger'Sighals. Vochten et al. show their eusceptibility data»only

. es-a function of 1/T which makes it impossible to determine the high tempera-
ture data, but they claim to‘be able to fit the data from 300 K down to 12 K
.with the sum of a Curie-Weiss term and a temperature independent term and
quote a Weiss temperature of 3.4 £.,3. K and an effectiVeimagnetic moment of
3.?9 +.04 Hp-
the values caleuiéted from the model, but they fall withih the uncertainties

The Weiss temperature and moment are bothhsomeuhat higher than

of the caiculatiour:

Although'thefmodel caleulation gives fair agreemeht with the data as
analyzed by Vochten,gt al., reinterpretation of the daté in a manner we feel
to be more neariy'eurrect improves the agreement. We'finu'tuo points of dis-

_agreement with the published interpretation: (1) we feeltthe experimeﬁtal
uncertainties have been vastly understated, and (2) we take issue with the
determination offmore precise impurity concentrations for the two most dilute
alloys by scaliné'the'susceptibilities. |

Since the}ihpurity susceptibility is proportionéi to the humber of im-
purity atoms cuhtributing to the susceptibility, deteruihation of the effec~"-
tive magnetic uoueht;is limited by the precision to whieh;the concentration
of'isolétea 1mpurities 1s known. Since Vochten EE.él-ﬁG;Fé;Willing to adjust
the impurity concéhtrations by 16% with their scaling procedure; we ‘argue
that the uncertainty in the determination of the impurity concentration may
be as high as 164 (Vochten et al. give no uncertainties ‘for their concentra-
tion analysis). -A 164 error in the concentration results'in an 8% errorlin

‘the determination of the effective magnetic moment.. The -uncertainties quoted



for the susceptibility parameters appear to reflect only the uncertainties

due to data scétter, as is further evidenced by the fac; that the size of the
temperature independent contributions to the suscepfibilities quoted for tbe
three samples are by no means proportional to the cqncenfrations.to within
the uncertainties quoted. The strong interdependence between the parameters
in a fitting procedure also seems to have been heglected‘in stating the unfv
certainties. An error in determination of the Weiss temperature, for ex—A
ample, strongly sffects the value determined for the momsnt since ths low
temperature dats is implicitly weighted strongly in a fit to a Curie-Weiss
law. | |

The scalingsprocedure used to determine the impu;;ty concentration in
the more dilutessilqys tacitly assumes that the analyzed concentration of the
112 ppm samplezis:sllvin the form of isolated impuritissf—despite the exberi—
mental evidence thaf'the 112 ppm sample does suffer ffsm‘clustering. We view
the fégt that thg-pércentages by which the concentratiqﬁs.pf the more dilute
alloys were scai;é:sye nearly the same (-15% and -17%) ss,further evidence
that a more nesr}y;ésr;ect interpretation of the data is.tﬁat the 112 ppm
.sample has about:i§%»of its impurity concentration in thé form of clusters.
In any e?ent tﬁ;'pSSSibility 6f this alternate interprétasioh means that the
moment determ1ned by the experlment is subject to considerable uncsrtainty.

In view of these objections to the analysis of the'bulk susceptlbllity
data, we have reanalyzéd the data assuming the concentratios of the "12.7 ppm'
alloy is 15 ppm. | The effective magnetic moment is then 3 7,_6 4 uB, where
the uncertainty is only our estimation as to Fhe minimumiéxperimental uncer-
tainty reflectedxﬁyvéhe data. We have plotted the rougﬂtqum of the data on
Fig. 4.4 by u31ng the expression derived from our analysis of thls experiment,

given as Eq. 4.3 below, for the susceptiblllty for 12 K- to 300 K and the



expression given as Eq. 4.4 below, derived from analysis of published data

. o . : ‘ 40 .
obtained in a separate experiment bv Hoeve and Van Ostenburg at higher™
temperatures, for the temperature rarige of 300 K to 700 K. The expressions

used for the susceptibility are

(3.67)2u§N 1 : .
. = —l‘, . . R
X T Tyt 12,4 x 10 ] E (4.3)
(4.00)2u2N
X = B L, 3.6 x 107" (4.4)
- 3Ky T+2.9 T . )

The agreement shewn‘in'Fig. &.4 is well within the eiperimental and calcula—'
tion uncertainties;f Note particularly that although ennerimental uncertain-
ties preclude a“definite determination, the‘data do anpeat to show the de-

parture from tne;single CurieTWeiss-plus—temperature—independent law at high

temperatures.

4.L.3' Anomoloue‘LdW'Temperature Susceptibility
Vochten gﬁdél, plot the data ebtained from theAlﬁf;bm alloy as a func-

tion of 1/T to demenetrate that at temperatures below‘about 10 K‘tne suscep=~
t1b111ty dev1ates markedly from the high temperature éqfie;Weiss—plusftem—
perature- 1ndependent form. It appears that at least partnef the 1ow temperae
ture susceptibilityiis due to a moment with a Weiss'tempefatnre of essentially
* zero. The low Weiss temperature is ev1denced.by the temperatute dependence of
the susceptlblllty”and the ease with which the moment is saturated by magnetic
field. |

| A common eentce of a low temperature deviation ih tne fdrn of the sus-
ceptibility is cidstet effects. Similar effects seen in ggFe have been shown

to be due to cluetersrwhich have a much lower Weiss température than isolated-



impurities. 42 The direct proportlonality observed between the susceptibil—

ity of the 5 ppm sample and the 15 ppm sample at all temperatures and fields
appears to rule:out cluster effects in this case. The anomolous temperature
dependence appears to he due to the isolated impuritiesrr

hWe suggest-that the appearance of a moment with a Weiss temperature
much 1ouer than the high temperature value of 2.9 K may perhaps be .understood

in terms of the ionic model as being due to a further small splitting of the
spin-orbit ground state. The sevenfold degerieracy 1eft hy the first—order
spin-orbit splitting (see Fig. 4.3) may be removed by a second-order spin-or-
bit splitting,a spin-sp1n interaction, a slight departure from cubic symmetry
due to a Jahn—Teller effect, or possibly a combination of these effects inter-
acting‘with the applied field. At temperatures of a few degrees all of these
interactions become‘of possible equal importance and perturbation treatments
becomeisuspect. In the following section we. make some speculation on the
nature of the ground state based on the impurity hyperfine data, but we do not
at present know the.exact nature of the low temperature structure.

" The effeCt‘of a further splitting of the spin—orbitiground state, what-
ever‘its origin,. is'that at low temperatures the seven states.left degenerate
by the first—order spin-orbit coupling are not equally populated and the de-
grees,of freedom.of the impurity moment are reduced. The number of degrees of
freedom appear in the exponent of the expression for:the Kondo temperature,
and thus even a'siight‘reduction.in the degrees of}freedomylowers the Kondo
temperature and hence the Weiss temperature, drastically} l(for example see

Ref. 32.)

4 1.4 Hyperfine Fields

If we ignore the possibility of a splitting of the spin—orbit ground
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state discussed in the previous section, the MF = -3 scété of the F =3
spin-orbit ground state is the one populated in a hyperfine field saturation

measurement . Wé'calculate the total saturation hyperfine field from Eq. 2.23.

sat

From Appendix 2 we find (S;)Sat = -2 and (L;) = fl,. a= =1, and k = 0.84
from the NMR sateliite fit. From Narath we have HL/ﬁ = 225 kOe, Hi?t has

been.measured by Brewer 3 to be -153 kOe, From Eq. 2.23 we find HS/ZS = 49

kOe. Narath giVés -20 kOe 2 (HS/ZS)Z -130 kOe. Cleériyvthe agreement is

poor.
We next take‘the approach of calculating the Hi?t‘fgr each of the MF
spin-orbit levelé}.-We choose HS/ZS = -50 kOe because HS/ZS is expected to be

33,44 and that is

reasonably con$t$n£ for the iron group impurities in cépéér,
approximately ﬁhe.§?1ue we find for QEMﬁ énd CuFe (seé'sééfions 4.2 and 4.3).
‘We tabulate the %ESﬁitS for the negative MF states andngéAMF = Olstate in
Table 4.2; the,sa;ufation:hyperfine fields fér the posiFivé MF sFates are just

the negativeé of_fhoée given for the negative M_ states.

F

TABLE 4.2

Saturation Hyperfine Fields

t.sat v, sat sat, -

M ()

(L) LY (k0e).
R A -390
-2 -4/3 - -2/3 -260
:L.; . 22/3 -1/3 _130;;1f:A

It is interesting to note that the saturation hyberfine field calcu-

- lated for the MFK= 4I_state nearly corresponds with the observed saturation

hyperfine field;‘we‘ﬁight speculate that the MF = -1 scéte ié the ground



state in the high fields (up to 70 kOe) used in the saturation hyperfine *

H

field measurement. The ground state may vary with the field strength.

4.1.5 TESR Data'

Before ;géving the discussion of experimental evidence on CuCr we
briefly comment on a TESR experiment by Monod and Sc:h.ult:zl‘l which was inter-
preFed as evidence .that the g-factor for the Cr impurities is nearly 2. The
g-factor of thejf = 3, spin-orbit ground state we proposé for Cr is 1.05
*0.09. To our knowledge, this is the only experimental evidence that appears
to conflict withiou; interpretation of CuCr.

In a TESR ekperiment electrons within a skin depfhjqf one side of a
thin metal sampié_in a static magnetic field are exposed to an alternaging
magnetic.field 5t'§heir resonant frequency to produce_a transverse magnetiza-
;ion. - The eleg?féns diffuse through the sample, maincaihiﬁg sdme coherence
in their transverse spin components. The transverse magnetization is then de-
tected as a signél on thelother side §f the sample. If tﬁere ;fe magnetic
impurities in the.sémple, they too will brecess in the sthfic magnetié field
and those within:a*skin depth of the transmitter side of the sample can also
be éxcited by ;he altérnating field. As the conducfioﬁ_eiectrons diffuse
through the sampxe,‘they may interact with the impurity.moﬁents. The potal
syé;em behavior”is:described by two coupled equations 6{ métipn. It is the
diffusing conduégioh'elect:ons which are detected on tbe féceiver.side of the
sample; the siggaiiébserved‘dépends on the amount by whiéh'the impurity |
moments are ableﬂtblinfluence the conduction electrons.

The phenomoﬁ¢iogical equafions which Monod and ééhqltz used to analyze
their data'assumé £hdt it is necessary that the impurity:ﬁohent have a g-value

of nearly 2 if it:is to significantly affect the observed conduction -electron
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resonance; the aﬁqunt by which the impurity affects the conduction electron
resonance is ptuportional to its susceptibility. By'anélyzing the tempera-
ture dependencesuf a shift they observed in tue conduction electron resonance,
Monod and Schulté concluded that the impurity g-value ts nearly 2.

We feel that in llght of the NMR satellite data we report here and the
susceptibility ueasurement of Vochten et gl.,lB Monod and Schultz's data need
to be reanalyzédl First, as discussed in Section_&.l.?, we feel that the sus-
ceptibility which Monod and Schultz used as a weighting function for the ef-
fect of the impurity atoms is in error. The Weiss temperature they used dif-
fers by a factor uf three from that obtained from our satelllte data and the
susceptibility uéasufement of Vochten et al., Because the impurity suscepti-
bility is greateét ut low temperatures, the quantitativg'd;termination of the
'g¥value is strougiijinfluenced by the low temperatureldata and it is pre-
ciéely'at the low temperatures that the form they used;fdflthe susceptibility
differs most fruuutﬁe form ue believe to be correct. _Secqnd, Monod and
Schultz did not detect the change of state which the‘dgtgtuf Vochten et al.
reveél’océurs béléwuabout-lo K, and therefore'tooktuobacéuunt of it in their
aﬁal&sis; Agaiu:tﬁél1ow.tempetature data which is crut;glgin-their quautita-
tive determinat%qnvuf the g-value is the data for wuiéh the.analysis mist be
- considered suspéétt: Finally, the equations of motioni&ﬁiéh Monod and Schultz
used to analyzeithéét data took no account of the crystéi?field which we be-
lieve to. be preuent ét the impurity sites.

If we 1gnore.the data Monod and Schultz obtalned below 10 K because of
the unknown natu;g df the low temperature state, the TESR data stili‘give evi-
dence that the rééuuéut frequency and linewidth of the tuhduction electron
resonance ié affett§u1by the impurity concentration althouéh it cannot be de-

termined whether the effects are temperature dependent. -It does appear that a
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fairly strong interaction exists between the conduction electrons and the
. : . 45 . :
impurity moments. Conventional theory requires that the g-value of the

impurity be nearly 2 for such a strong effect to occur; however conventional

theory does not take into account crystal field effects. We suspect that

the true condifion for a strong interaction between the. conduction elécﬁfons
and impurity moments is not that they need to have fhé game g-value, bué,
rather that they have energy level structureés with some levels with nearly
the same energy splittings in order that an energy conserying transfer of
spin information (é mutual spin-flip) can occur. The ground stafe we prb—
pose for the Cr imbqfities has a g-value of about 1. Tﬁe energy levels of
the Cr impuritiés'a;e thus spaéed twice as densely as-the-conduction elec-
trpn states;'héw;vér a AM = 2 transition on the Cr has nearly the same energy
as a AM =1 traﬁsi;ion'for the conduction electrons.-:Wé éﬁggest that' the |
crystal field might provide the mechanism for allowing.the AM = 2 transition
to>coup1e to thé:AM = 1 transition. |

4.2 CuMn

Followinngifst we assign the 3d5 configurationigrqund state to the

Mn iﬁpurity. Thefércupd state L~S term has Al symmet:y:and thus has its
orbital angular momentum quenched and is unaffected hy*gﬁe‘crystal field

at the impurity $£ﬁé; The magnetic susceptibility is épiq‘only and of the
form of Eq. 2.8:wiﬁa's = 5/2. -Caiculation of the efféé#i;g moment reduction
factor, n, is giVeﬁ in detail in Appéndix 2. We find'theiefféctive moment
to be‘4.8 Mo cémparéd with the experimental moment deﬁqrmiﬁed from measure-
ments from roomjgemﬁérature down to a few dégreés Kelvip'éf_4.9 0.3 pB.46

The low temperatﬁre moment measured over the temperaturé range of 10 mK to

0.4 K is 4.4 0.1 pé which is reduced from the high tempefature moment as



70
predicted by the renormalization group theory calculation of Krishna-murthy,

Wilson and Wilkins.3 Aton's18 NMR satellite data show»a'Weiss temperature of
zero--consistent-uithin the experimental uncertainty with the value of:
9.5 #1.5 . mK detetmined from the low temperature bulk susceptibility measure-
ments of Hirschkoff Symko and Wheatley 47 Neither the NMR satellite data'
or the bulk measurements show'any temperature independent contribution to the
susceptibility.

From Eq..2.34 with the assumpticn that § = 5/2‘ne have a saturation

hyperfine field H:?t = S(HS/ZS). Davidov et al.AS measured the value of

Hi?t tone —280 er -—giving HS/ZS = =56 kOe.. Narath33vgives_

-25 kOe 2 HS/ZS:Z -140 kOe. The value of HS/ZS deduced.tot nge in the fol-

low1ng section;isl¥50 kOe.

4.3 CuFe

In.this section we compare the model with data available on CuFe. By
considering the alternatiyes, we are forced by the bulkususceptibility and.NMR
_satellite data td'cdnclude that Fe has the 3d7 configutation corresponding to’
that of an Fet ion with the sign of the crystal field reversed from the usual
assignment but consistent with that which we deduced for CuCr in Section 4.1.
We find that this.a551gnment for the ground state of Fe‘also produces a mote
Satisfactory explanation of the observed hypetfine fields'tnan the ground

state usually assumed.

4,3.1 Bulk MagneticHSusceptibility and Satellite Data
We.again begin by following Hirst and assignvtq‘Fe the 3d6 configura-

tional ground state with T, symmetry (see Fig. 2. l(a)) Using the formula

2
calculated for the susceptibility in Appendix 2, we calculate an effective
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magnetic moment“of"4.8 Hp» assuming the orbital rednction factor is 1. 'If

tne orbital angular momentum is completely quenched (k = b), the calculated
effective moment is 4.1 Mg Steiner gt_gl.14 experimentally detertiined the
value to be 3.54 #0.08 My The error quoted reflects only data scatter and

not the uncertainty in impurity concentration; however the value ‘quoted 1s

a composite analysis of several experiments which should help minimize the

_concentration error. For the calculated value of 4.1 My which corresponds to

= 0 to be correet the experimental concentration must be in error‘
by more:than 30%; the value of 4.8 Mg which corresponds to k = 1, requires
that the concentration be in error by more than 807%. Especially since k 1is
expected to be eloser to 1 than 0, we conclude that-tne ekperimental concen-
tration is probably not in error enough to make the experimentally determined
mement consistent;with the 3d6, T2 symmetry ground state.

The T2 ground state has a temperature independent eontribution to the
spin susceptibility of the form of Eq. 2.6; as a-consequence the NMR satellite
splittings would be expected to deviate from the low temperature Curie-Weiss
law by abont 30% at 300 K. Boyce and Slichter19 20 detected no deviation from
a Curie—Weiss law. The experimental uncertainties were-sutficiently small
that such a large" deviation should have been detected.

We next try reversing the sign of the crystal field within the 3d -con-
figuration as we did for ggCr (Fig. 2.1(a) with A negative). Tne ground state
then has E symnetryiwith.the smaller temperature independent contribution to
the suseeptibilitykqf the form of Eq. 2.7; however the'effeetive magnetic mo-
ment calculeted fer-this ground state is 4.6 Mps whicn4ﬁnula requirems-7OZ
error in the experiﬁental concentration.

We conclude that the 3d6 assignment must be incorrect. The 3d5 assign-

ment corresponds to that of CuMn which has an effective magnetic moment much



- larger than CuFe. We therefore try the 3d7 configurational assignment;

With'Hirs;'é assignment of the crystal field sign:the 3d7 configura-

tional ground state has T symmetry (Fig. 2.1(b) with A negative) with an

1
‘effective magnétiC‘moment of about the right size, but the temperature in-
dependent contrisution of the spin-orbit spiit gréund state‘is ééain iargé.
The NMR satellite.data yould be expected to sthla 70% deQiation from the
low temperature Curie-Weiss law at 300 K which was not observed.

-Finally.ﬁé reverse the sign of the crystal fie}d wifhin the 3&7 con-
figurationvso thaf it égrees with the sign which successfﬁlly explained the
CuCr data (Fig.ﬁé.ikb)) and find we are able to obﬁain a reasonable fit to

the QgFe data also. The ground state has A, symmetry. AThe effective mag-

2

netic moment is calculated to be 3.6 u in excellent agreement with the ex-

B’
perimenta} valge,ngB.SA tO.OBVuB

We assgmé ﬁhét fhe orbital angular momentum ana-spin—orﬁit coupling
parameter are feducéd to 80% of their free iOn.valuég, éihilar to the re-
duction deduced fo% CuCr, and use the obsetrved bulk SUScéétibility to esti-
mate the size of - the crystal field splitting. The value bbtained is of the
ordé?.eXpected. tﬂéing the estimated value of the cryétai field splitting we
compute the deviétipn from a Curie-Weiss law expected fof the -NMR éatellite
data and find it is-éonsistent with the data.

From Appendix 2 we have that the total temperature independent contri-

_bution to the suécéptibility is given by

BusNk (bk - A) . (k)

XTI = 5A%2

The temperature dependent contribution is
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(4.6)

and therefore the ratio of the temperature independent contribution to the
temperature dependent contribution is
k (Ak=-))K
XTI 8k (A ))RB

XTD " SAa(50-4K%) (T + &) . _ B (4.7)

' ' - - 14
The observed ratio-is 4.348 x 10 “(T + 08). The Fe+_free ion has a spin-orbit
coupling parémetér of -119 cm™'; we assume.it is reduced to -95 cm ! and use

k = 0.8. Equating Eq. 4.7 with the experimentally determined ratio, we solve

for AAand find 4 #’370 cm'l; therefore the energy spli;fing from the A2 ground
st&te_to the fi%stiéxcited cfystalffield—split state is;bbtained from
5A %Al850>cm_x; This splitting is the equivalent of about 2700 K which is
of thelorder of thé.sizé of crystal field exbected.zs-.~

Thevtempér;ture independent contribution to the spiﬁ susceptibility is
given by

2
S AkuBkN-

xTI = - __E—A-Z— . ’ : (4.8)

The temperature dependent spin susceptibility is just the first term of Eq. .

4.6. We have, therefore:

Ak +
Xr1 . 4 KB(T 8)
S 25A2

|

4.9)

Evaluating Eq. 4.9 with 8 = 28 K at T = 300 K, we find the ratio to be 2.0%.
- While the assumptioh(that the NMR satellite data have no temperature inde-

pendent contribution.is certainly possible within the expefimental uncertainty,
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the addition of this small, temperature independent term actually improves

the fit to Boyce and Slichter's data.

4.3.2 Hyperfine Field Data"

.14 - I
Steiner et al. have analyzed the Mossbauer and bulk susceptibility

data and conclude HS/ZS = =50 kOe and HL/L = 470 kOe. They analyzed
assuming that the temperature independent contributions to the local
scopic susceptibility are entirely due to the orbital susceptibility

temperature dependent contributions are due to spin only. As can be

the data
‘and macro-

and the

seen from

the ratio of Eq; 4;8 to Eq. 4.5 with k = 0.8, A = =95.cm” ! and A = 370 em™ !,

the spin susceptibility contributes about 11% of the fempérature independeht

susceptibility,"XTI; and from Eq. 4.6 the orbital susceptibility contributes

about 16% of»thé.femperature dependent: susceptibility, XTD. Using

Xpac =~ % [2<Sz> * <Lz>] '{ 
X oo = = H < >/SH - HL<LZ>[Lﬂ;A:>
to deduce
H H
xlOC = x!iac [5%] + th;lac [_L] ’
we find | :{ . — _ .
| L]Jf,iic = xﬁic 0.11 [2%} + 0.89.[E£] :
. _
H H
R, o [ o |

Using the values calculated by Steiner et al. from the data for Xloc
' I T
we have XIT /XI1 2 470 kOe and X.° /X' = - 151 kOe. Substituting
4 loc’ "mac - -

loc’ mac

(4.10)

(4.11)

(4.12)

-and X
mac

these
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values into Eq. 4.12 and solving, we find HL/L = 533 kOe, which agrees some-
what betfer with Nérath's33 calculated value of 600 kOe than the value of

470: kOe given'sy'Steiner.gglgl., and HS/ZS = -39 kOe. Narath gives

=25 kOe 2 us/zs~2'-1ao kOe.

When Hirstaé énalyzes the hyperfine fields in terﬁs of the 3d§ con-
2 symmetry ground state, he finds it necessary to assume
that k is less than 0.4 and the best fit value is k = 0. By his own admis-

sion such a great orbital angular momentum reduction is too much to eiplain

‘as being due to the usual admixture of neighboring atomic wave functions. He

postuiates that a dynamic Jahn-Teller effect is present4which has the effect

. of reduéing the effective orbital angular momentum. Whilé.such an éxplanation.

is possible, we find it more satisfying to assume that the ground state has

its orbi;él angular momentum quenched by the crystal fieid}
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5. CONCLUSIONS

The observation of temperature independent contributions to the bulk
magnetic susceptibility and NMR satellite data require.the‘inclusion of

non-degenerate orbital states in the model used for explaining the nature

. of the isolated Cr impurities in dilute CuCr alloys; further, the tempera-

ture independeﬁ; contribution to the NMR sateliite splittings, which are
proportional to fhe spin susceptibility, requires that there bé spin—orbi;
coupling present. The only model of 3d impurities in:nonmagnetic metallic
hosts which has been worked out in sufficient detail to include such fine
stru&ture is the~ioﬁic model proposed b& Hirst. Our data éupport his model,
though the details are somewhat different. Attempting to understand the ex-

periméntal evidence on CuCr, CuMn and CuFe in terms of the ground state con-

figurations prqpoSediby Hirst, we are forced to conclude that his. assignments

are incorrect. By choosing the sign of the crystal field'present at the im-
purity sites opposife of that proposed by Hirst, we find good agreement be-
s 5

tween the model énd‘the experimental evidence when we aSsign the 3d4, 3d” and

3d7'configurationS*to Cr, Mn and Fe respectively. These-configurations agree

'withthoseproposed;b& Hirst except for Fe which he considefs to be 3d6.

Hirstlo expects,sucﬁfa jump in the regular progressionof:&dn ground state
configurations éince'he believes Cu to be 3d10, but héAfeeis the jump occurs
at Ni.. Cohen49 alsqlfindé this jump when he fits NMR's;teliite data to a bo—
tential<scattefing ﬁodel..~He finds 4.3, 5.0 and 6.9 d electrons for Cf, Mn
and Fe respectiveiy} The apparent integral jump in the ﬁuﬁber of d electrons
on the impurity is additional evidence that the ground stété levei.widths are

much smaller than:ﬁhe virtual bound state widths calculated in a Friedel scat-

tering model or a Hartree-Fock approximation to the Anderson model and thus



further confirms Hirst's model.

In Table:5;1 we summarize the configurations and model parameters

which we have'detérmined or estimated for the three alloys.

| We would:like to suggeét three possible directions for fﬁture efforts
to increase the understanding of these glloys: (1)-fur§her‘experiméntal
study of‘the low'témperature (less than 10 K) state .of CuCr, (2) a theéreti—
cal investigation of the Kondo effect using the impurity electroﬁ—cdnduction
electroﬁ mixing interaction suggested by Hirst (Eq. 2.3), and (3)‘a‘theoreti—
cal calchlation'of‘tﬁe spatial dependence of the NMR satellite sélittings
ffombén idniéAmodei. |

it is unﬁoftﬁnate that we were unable to extend our NMR satellité
measurements beloﬁ 8 K in view of the anomoly in the bulk»suscepfibility.;,lt
iSlpOSSible that_phé very nature of the low temperature:gfound state pre- '
vented us from bb;éining data at lower temperatures; howevgr it might be pos-
sible to-extendtthe measurements to lower tempefatures‘wiﬁh a pulsed NMR tech-
nique. The Erééd iines present at'low temperatures can’offen be mdré'easiiy
observed with ; éulséd method. The NMR of the Cr impufity itself should yieid
further informétiéﬁ about the nature of the' impurity sige in the host metal if
the resonance can:be detected; however rapid relaxation méy prevent its ob-
servation.
| The nature of the Kondo effect for impurities which possess non-de-

generate orbital degrees of freedom has not been investiéated. It is uncer~
#ain whether the orbital degrees of freedom and spin degree;'of freedom have
thé same Kondo temperature; 1t may be possible that the low temperature be:
havior of CuCr is'due to different Kondo temperature scaies for the various'
degreeé of freedom., A renormalization group calcUlatién would be ideal; how-

ever even a perturbation treatment should prove enlightening.



TABLE 5.1

Summafy of Model Configurations and Parameters '

Config~’ Ground - = Xtal - . Spin- . . Orbital. H

éllgy .. uration L state - field . “orbit .. - ."reduc. .. Eg(kOe) - ET(kOe) 4 (ef§ pJ

4 Co T osymm: - Alem™}) Aem V) k ' Hp
CuCr W 2 2 T, - 48(32)  0.84(19) - 402 2253 3.4(4) - 0.11
CuMn 3d° 0 s/2 A — - - - 56 — 4.8 - 0.33
CuFe 3 372 A, 370P -95°¢ 0.8¢ -39 533 3.6 - 0.31

éSpeculation only.  See Section 4.1.4.
bCalculated from assumed values of A and k. .

[ . o . )
Estimated at 80% of free ion values.

8L
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<

The ionic:ﬁbdel appears to be quite successful in treating effects”
wﬁich are prim;rilf due to intra-atomic structure such és the high temperia-
ture magnetic suéceptibility; however the somewhat fdrbidding nature of the
propérly symmegrized irreducible tensor form of the impﬁrity electron—con;
duct;oﬁ electrﬁn Qixiﬁg interaction makeé calculation of the spatial de- |
pendence of the‘ééhductiqn electron polarization'difﬁicﬁlt. McMillah?O has
suggested a COmpand nuéieus model in which ﬁhe impurity;electron—conductioh
eleétron mixidg,interaction is treated as a scattering pfoblem,Aallowiﬁg for
.Athe péssibility“df»excited impurity states. This model holds promise of
beiﬁg'a workablg'éémpfomise. It removes the Hartree-Fock treatment of the
d electrons during the time it is bound at the impurity éite while retaining
the H-F simplicity when it is not bound, thus removing the reasons for objed—

tion to a H-F treatment of the magnetic impurities.
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APPENDIX 1: . TEMPERATURE DEPENDENCE OF NMR SATELLITES

In this éppéndix we show that the temperature depéndence of the NMR
"satellite splittinés,_AK, is essentially determined by the spin suécepti-

bility of the impurity, i.e.,
Eog@dxm @
where g(;) is determined by the spatial dependence of the conduction electron
polarization and is not a function of temperature. We consider only the part
of AK due to the‘polarization of the conduction electronsithfough the Fermi
contact inferaction, which in the magnetic alloys is nearly all of AKX for the

magnetic field strengths commonly used in NMR.

We use the general form of the mixing interactibh:27
. Moty 4 I ; %no®m'o' k'm0 Ckmo S ,(Al'Z)
kmo ,
k'm'c' '

. where the operator alo.creates an impurity electron with z-component of angu-
lar momentum m and spin ¢ and the operator Cimo creates a conduction electron
with wave vector magnitude k, z-component of angular momentum m, and spin &.

The Fermi contact interaction between the conduction electrons and a-host

nucleus which 1s‘a'neighbor of the impurity is given by.

. _ 8m
‘ Hen T3 Yéhuz

1] M'Z
¥
¥

- B S y (A:1.3) |

i=1

where Ye is theAelectron-gyrqmagnetic ratio, u, is the z-component of the
N > ’ N
nuclear magnetic moment, R is the position of the nucleus, and the sum over

.1 is a sum over thé N conduction electrons specified by positions r In

i

second x qdantizationAnotation Eq. Al.3 may be written



Sf

g % > + - ’ \
= = y Hy Y v* Ry, (R)aS__,c c . (Al1.4)
en- 3 Te Tz g5 R R 00" Rrgr Eo

> .
klo-' ) ) - . . \

(For a disgussioh of a siﬁilar calculation which clarifies many of the

details of this calculation, see Ref. 51, p. 102 ff.) . To simplify the

‘2

calculation we treat the conduction electrons in a spherical approximation,
i.e;, we assume they are states of definite m about the impurity position.

Eq. Al.4 then becomes

4_ 8w

e . .. ) | |
H = Yy ) Yo (RY, (RYE, (R)E, (R)OS » (AL.5)

1-
en . 3 .- o'Fk'm'o'ckmo
k'm'O' o

where we Have antiéipated thgt the impurity moment couples only to d elec-

tfoné ahd havelfestricted.the iﬁteraction in Eq. A1.5'£6jthe d electrons

since tﬁey aione will couple the impurity moment to the neighboring nucleus.
Le;‘|a> Be £he exact states of the impurity moﬁéné'in the'aﬁseﬁcerf

H let |B> be the exact many-éled;ron states of the conduction electrons

mix’
| in the absence of_Hen. The energy of interaction between the impurity
1 moment and the neighboring nucleus is

\} ’>< L 1 >
<a8|Hmix|a B'><a'B |Hen|a8

AE , =) +c.c. © (AL.6)

Substituting Eqs. Al.2 and Al.5 into Eq. Al.6 and simpiifying we have
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. _ 8_?T : s S
:AEQB K IYehuz kz <a|amoa 1ol B'Ck m'o kmoIB g . o =
. mo
.klmva‘ '
. * A A
x,fe'lYZm,(R)Y (R)fk,(R)f (R)0ckm0 ' |B> + c.c.

L s
= l§—~ly hu_ ) <on|aJr a_ Ia Y ,(R)Y L(R)o
3 4 ' mo :
: mm O
/
1 . ) N .
<Bleh, , e “|8'><B"|el ¢, 1o |B>E  (RVE, (R) 3
x Z k'm'o kmo — kmo “k'm k . k- - (AL.7)
B'kk" . 8 B' N
I J cala SR, ®)  (AL.8)
Y mo?n'o 2 ! : S R
mm'c . A
is second quantization notation for
n N T .
I ) s, 8. -R) . ] (AL.9)
i=1

where the sum is over the n impurity d electrons with pOsitidn specified by
N .
ri. (The radlal dependence of the delta function is contained in the in-

tegral represented by I.) We approximate that the conduction electron

' states are the same as in the absence of a magnetic field; then

<g|ct g'>=0 » , (A1.10)

“k'm'c kmo

unless |B> contains an electron with quantum numbers k'm'o end |8'> con-
tains an electron with quantum numbers kmo, in which case it equals 1. Let

Py be the probabillty that |a> is occupied and Py be the probabil1ty that




the conduction eiectron state with wave vector magnitude k is occupied.

The thermal average of Eq. Al.7 becomes:

n : -
16T . © Ny ey
AEg> = T3 Iy Ry, ) ! <als,8(r} - R |a>p
b a i=1 .
p, (1-p, ) ,(R)f, (R) -
x k Ek - ‘E k (Al.11)
Kk~ k!

kk'.

If we designate the z-component of the total spin of the impurity moment

3
by. 2’

<a|szi|a>pa ‘ ;A - . (A1.12)

e~z

i=1

thus Eq..Al.ll shows that the energy of inperactioh bétweén ghe impgrity
moment and‘the ngighboring nucleus.is proportional to a sum like Eq. Al.12
:excep; Ehat it‘ié.Qeighted by an aﬁgular distribution-fuﬁction, 6(?;.—-ﬁ)5
There afé:tﬁree ﬁossible sources of temperaturg dependence in Eq.
Al.1l1: (l).phé.change in pppulation of the impurity eleétron states in
the presence of a“magnétié field whichAié expressed by Eq. Al;lZ; (2) the
angular distributioﬁ function, and (3) the sum over thé:conduction e;ectroﬁ
states. Theisumlovér the conduction elegtron'states in?oives mainly states"
at the Fermi sﬁrface.and thus isvm;inly temperature indeﬁépdent with a tem-.
perature dépendéht‘cerm of order T/TF which can be negieéted aF the tempera-:
tures accéssible.e%perimentally. The angular'distributibnlfunctibn éodld'
weight impuri;y étates differently than the ground staté'éﬁd thus produce a
temperature aepeﬁdence; however all three satellifes obégrved in CuCr have
the -same tempergture debendence within the experimental qﬁéertainties;z The

 same is true for the satellites observed in CuMn and CuFe. We conclude that
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any temperature dépendence of the angular distributién is negligisle. For
practical purposé#_the temperature dependence of the interaction described A
by Eq. Al.11 is~given'sole1y by thé temperature dependenée of the ‘impurity
spin'polarizatibni since

ZUBN

S ’ ' \ .
X> =~ <s > , | (A1.13)

we conclude tha£~the temperature dependence of the enérgy of infé;éction
between the impurity moment and the neighboring nucléus,'and hence the
satellite splifting AK, is essentially determined by the spin suscepti-
bility-of the impurity moment . | | |

The treatment we have given is a perturbation tréafment, and thus
it ﬁight be expectéd-thaf it would break down near the Kondo témperature.
The K;nd6'efféé£ yodifies'Eq. Al.11 in two ways. Firét, ﬁhe states |a>
becémé significéﬁtly-differentAfrom the states in thé absence of the:mixj
ing; thever_thiéumefeiy means that the spin susceptibiiigy departs from 
'theAhigh tempe;étdfe form. éecond, the 5um.6ver.the ébﬁduétibn élegérons
is changed somewhat;jhbwever since this sum is primariiy temperature in-
dependent the'Konderffec; has only a small effect on itf‘ Thus Eq. Al.1l
should be essentially correct for all temperatures; providgd we use the

spin susceptibility corrected to include the Kondo effect.



 APPENDIX 2: SUSCEPTIBILITY CALCULATIONS

‘In this éppéndix we describe the calculation of the magnetic suscép—
tibility from the ionic model for the various configurations and give thé
fpfmulas for'ﬁﬁe spin susceptibility and the total susceptibility. For
those configurafiods of particular interest for this study, we give the
calculation of the reduction of the efféétive magnetic ‘moment due to the
impu;ity electron—tpnduction'eiectron mixing interaction. The first two
sectiong deécribe‘the calculations in general terms; the remaining sections

give the specific cases.

A2.1 Triplet Grbund State

If the crystalhfield ground state is a triplet,‘the»orbital angular
-momentum is Qn&uénched and the crystal field ground state'degenérécy will
be furfhe; splig;by the spin-orbit coupling. We calculgte the suséeptibil—
ity>of the cfysfalAfield ground stéte'only, ignoring the eXCitgd gryétali
field states which probably lie several thousaﬁd degrees abOQe tﬁe gréﬁnd

state. Within the triplet ground state we write
H=H +H , . (A2.1)

where

. . —-* _+ °
H f aALsS Hz = PBH(kLz,+ 282) ‘, (A?.Z)

where k is an orbital reduction parameter which represents a reduction of
the orbital angular:momenfum from that of the free ion due ‘to the crystal
environment (see Ref. 27). We have made use of the cubié.cymﬁetry and as-

. . o
sumed that H lies along the z-axis. Let

> = > . K
HSOIFM Ep|FM . - | (A2.3)
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" To create states which are nearly eigenstates of ‘H, we treat Hz as a per-

turbation on H

SO:
. . | N <F'M|H_|FM> ‘ . : '
so thét
H|FM) X EFIFMS +H P> L o (A2.5)

To calcﬁlate the thermél average of Sz wé evaluate the trace éf Sz~times
the densi;y,bperagor. As discussed in Secé¢tion 2.4, singe the'exci#ed
crySﬁal fiéld stateé are faf above the. ground state, the Boitzman factor
makesfthe EOntribdtion from these states small and we igﬁofé their_éoﬁ-.'A
'tribution, appfoximating the trace by a trace over the gfoundicrystal_field

state only:

L BH , 1 BH
s> = R Z_Z (PMfs_e " [FM)

M

N

TrS e

33
N =

;s |me PEF[L - gerM|H_|PM>]
M 2 z

o

1 L ‘
z FZM [.(FMIS_ZIFM) - B(FM|s_|PM)

x <FM|[H, |FM>]e'BEF

e [ g ‘ <PM|H_|F'M'><F'M'|S |m>' ‘
s > % |] (2F+1)e ™ °F|  x 7 |2 ) T

- g<muls, |r><mu|H_|F>|e PEF - (a2.6)



From Eq. Aé.6‘we;see tﬁat within the spin-orbit grounﬁ state the sﬁin
polarization haS*Hoth a temperature dependgnt and a iéméérature independent
term. The for@uia“for the_thermal average of L, is gbtéinéd completely
analogpusly tO'Eq. A2.6band is identical to it with L, substituted for'SZ

everywhere id the expression. The susceptibility is,obtéined from

. 2u_N . . . . .
x5 -8B «ws - - (A2.7)
H z o . |
. A ‘ u N R . N
Jtot _ B
x‘,‘ = - [ak<Lz> + 2<Sz>], o (A2.8)

We find it convenient to use a matrix transformation to obtain the

matrix elements required to compute Eq. A2.6. Designate

Mij-fi<iJHso|j> with ‘|1> = g sM> L R (A2.9)

We define a‘matrix‘V:

M' = VM , o (A2.10)

such that M' is diégonal. Since HSo simply couples the fictitious angular_
o 5 N ‘ - N

_ mementum L with the spin S to form a total fictitious momentum F, V is

simplytcomposed Qf Clebsch-Gordan coefficients and can be written down

immediately. We defipe

oS ite e . Lt e o ~
ziy = <ils > 5 zgy =l e - (A2.11)
, _ ' ) -
S =vilz v ; 2 = vzl .

F S

The last two matfices are the matrices required for Eq. A2;6 and the.

analogous equation for L,.
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A2.2 Doublet or Singlet Ground State

: If'the crystal field ground state is a doublet or a siﬁglet,-the
orbital ahgular mbﬁgntum is quenched wighin the grouna state. Some orbi-
tal suééeptibilityvand éome temperature independent spiﬁ,sus;eptibility
reéult from a mi#ing‘df the excited crystal field states iﬁto the ground-
state.by.the aﬁplied magngtic field. We treat both the spin-orbit and
Zeeman interactions as peéturbatibns on the crystal field; From group
theory we know';hét the perturbing Hamiltonian, givgn bf'Eqs.‘AZfl,andlAZ.Z
with a = 1 since we‘grg now using states of real angﬁlar momenfum, connects

an A, ground state only to the T,  excited érystal field states of an F state.

2
(Refer to Fig. 2,1}) It also connects the E grodnd stafe to the excited T2

2

states of a D state. We therefore treat both cases simultaneously. .We

Adesignate én unberturbed ground stafe by |ims> (i4fefers‘to Azior éné-of_the

E orbital states) and calculate the corrections to the éfound‘states to

Second‘ofdef:f
| g <FH[H|inm_>
Clim) = im >+ ] ———
ST T By B

o>

<F'M'|H|Fu><FM1H|1mS>
(Ey - Eg) (B, - Ep)

+ Z |F'M'> ’ . o ' (A2.12)_
F'M'

i

We have written fhe‘T2

splitting within the ;ripiet state. We calculate the thermal.ayerage of

excited states as |FM> because of fhe-épin-b?bit

Lz, again approximating with a trace over the ground crysféi field state

only:

. 1 —gH n 1
> = — —
<Lz 7 TrLze SNy z

A [(imSILzlims).— B(imlezHlims)]A co _’(42;13),
< S .
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(The expansion of the exponential is legitimate since Hso enters only to-

order A/(Ei —'Eé).) To second order in H:

(1) A (2) ‘
1 ‘Z. L 5 <imSle|FM><FM‘|H|imS.>'
<L > == i<im |L_|im > + 2 -
2 Z s' 2z s .E, - E
imsv ™ i F
C (3) . _ ¥
; '<imS|H|FM >< FMILZIF'M'><F'M'|H|imS>‘
+ (A2.14)
M (By - Ep)(Ey - Epy) ,
FIM' .
(4) ,
<im_|L_|F'M'><F'M'|H|FM><FM|H|im >
+ 2 Z . ] ZA _ S .
F'M'
- (6)
(3) <imS|LzH|FM><FM|H|imS>
- B|<img [LH[in > + 2 FZM E, - B,

Eq. A2.14 appears.rather formidable, but with an approkximation and a few
tricks it is eaéily evaluated. Since the spin-orbit sblittings are:much
smaller than the crystal field splittings, we ignore the differences in the

energies of the excited state and let E, - E_, = E, - E

1 F 1 f, = A. Since the

4excited states éfe'composed of orbital states which are orthogénal to the

ground state, Sz does.not connect the grohﬁd andAexcitedvstatés. Conéider

the terms of Eq.‘AZ.Idf

(l).= 0 since Léivaﬁishes in the'gr0und ;tate. - k :l' ; (A2.15)A,
Since the sum in term (2) extends over all of the IFM> states;~a chéﬁge,of

basis to IMLMS> éﬁa;es is possible. Although the ]MLMS> basis includes states -

in the ground state, and also states in the Tl excited state for the crystal-

field-split F states, the matrix elements of Lz between the:ground state and
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these states vanish. Thus

7

) <imS|Lz|MLMS><MLMS[H|ims> . '. o * (Az;iﬁ)

oo

(2) = -
im .

s .

g

With the.lMLMS> basis states the orbital and spin subspaces are separated

"and the operators LZ and'Sz'mdst appear in the trace to even powers:or the

\

trace vanishes.‘ This allows immediate elimination of the'majority of

"terms. Thus

| g
(2 = - —5— 1 l<uim>? 1
. N Mg
2(ZS+1)UBHk2
(2) = - — - , (A2:17)
where we‘haVe defined:
L= 1 leilrzm>|? . ‘ R ‘ . (A2.18)
(3) =0, ‘ A o (A2.19)

since after a change of basis to the IMLMS> states, it is impossible to form
the Lz and SZ opérators both to even powers (remember Sz'ddes not connect

the ground state to the excited states).

_ 4uBHA E N L
(4) = —r— 1& a<ijLz|ML>fms|SzIMS><ML|L|1>°<ms|S|§é>’
S .
Mo
4ugHt : . : 4 L
(4) = Dz TrS; . : - 4 o ; "(A2.20) 5
(5) = 0 . (A2.21)
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GuHAB - . : A
© = a 15‘ <i|Lz‘ML><mslSzlms><ML|LZ|i><mSISZ}m$>
. s
o "L
- A'UBH)\,B‘X . ) . .

Collecting terms:

. 2u HI S o
_ B k  2S(S+1)X _ 2S5(S+1)A8 . : . .
CE7 T ny [; S 3A ’ : . (A2.2%
where_ni is the orbital degenefaéy'of the ground state.
upNk . L : '
& =B aqas . . ' s (A2.24)
H- z : ‘ . ' .
. 2 - _ o A
XL - 4upNk e - 2S(S+1)A _ 25(S+1)A ST _ (A2.25)
L. nA : 3A , 3K, T ‘ . .\
i B
We obtain the spin susceptibility in the same manner. The result
s - .~ 4uINS(S+1) o | |
' ' . h 3 KT niA2 K .

Combining the spiﬁland orbital susceptibilities:

xtot _ ‘m;N S(S+1) l:l _ 2Xkk

3KBT n A

i
_4S(SHD)) . (A2.27)
34 : o

+-—'5-K K
ny

L.

In the following sections we give the susceptibilities of the

specific'configufétiqns.



A2.3 3d4(T2)§ 3d6(T2)

This 1is the coﬁfiguratibn we have assigned to Cf, It is élsé the
configuration thchvﬂirst assigns to Fe. | |

Within tﬁé trip1e£ ground state the fictitiousvéngular.momehtum
couples. to the S.=‘2 spin to give states of totalvfictitious_angular mo-
menthm.of magnitude’l, 2 and 3'(a =.1). For Cr the.F = 3:§tate lies
lowest because tﬁe spin-orbit coupling is positive; for Fe the F =.1 state
is.lowest due tO'the negative sbin-orbit coupiing. Cpé formula sufficeé
for the susceptibiiities of bbth. We give the susceétibiiities in the
: forﬁ_most cpnvenieqt for computing the suscepfibilities of.Cr.‘ For aCCUall
computation of ihe'Fe susceptibilities, it'is convenient (and in faét
neceésary.fdr mosf‘éomputing devices) to multiply the numératog and de-
nominator of the expressions given by exp(5)B). | |

For, the spih.susceptibility we find:

3A8 + 3e_5AB] x uZN

S -
X" = [7‘+ ?e B

| 7x“§g 6(4-k) , 2+k

+
(27 KT - A
: -3\B|25||3(10-k) | 2+k
e 27| | KT 3
{fBT x| , | .
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The total susceptibility is given by:
y A - /\ ) -
Xtot =:{7 + Se 3 6-+-3e 5>‘B] X'u;N
. ‘gg 3(4-k)? | (24k)°
‘?27 KT X
c Ly 2 ) 2
+ .e—BAB S5 113Q0-k) + 5(2+k)~A
54 K T A '
B .
IR 2 2 )
+ e 5AB1 1 j[(6+k)° 3(2+k) (A2.29)
2 KT A ‘
| B
From the éxpressidn for the total susceptibility we derive the iow
temperature effectivé-magnetic moment .
For Cr the low temperature moment is:
2 = 4 (4-k)2pu2 . | (A2.30)
eff 3 e} , e :
.From the fit tO'ﬁhe‘NMR satellite data we have k = 0.84 *0.19, Hence
‘“eff = 3.6 0.3 pﬁ.: We calculate the moment reduction with Eqs. 2.18 and
2.20. Using the fit frdm the satellite data, the Curie-Weiss temperature
"is 2.9 %1.0 K; henée the Kondo temperature as defined by‘Eq. 2.18 is
1.45 0.5 K. From Eq. 2.18 we find p|j| = 0.102. Using Table 1 of Ref.
32 we insert into Eq. 2.20:
]| = 5(0.102) x 2 x 8:63 f% =0.108 . (A2.31)

17.3  '3.54
Then

n2 =1+ oJ =0.892 o (A2.32)
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and

- = = 1/2 - N
- Uexp nueff (0.892) (3.6) 3.4 Mpe. A (A2.33)

‘We increase the uncertainty since the moment reduction is only an esti-
’ V = +
‘mate and conclgde uexp 3.4 £0.4 Hg*

For Fe we have:

2 _1 2.2 '
Megs = 2(6H) 1y S - (AZ.38)

ueff ranges from 4.2 to 4.9 UB depending on the value of k. The moment
reduction calchlation proceeds the same as that for Cr. onI = 0.131 (the
Kondo temperat@re is 14 X) and p|j| = 0.060. n? = 0.92; Uexp should range

from 4.1 to A.BIUB'depending on the value of k.

A2.4 3d%(E); 3d° (E)

This is the conflguration Hirst assigns to Cr.
We have the.susceptibilities directly from Eqs.1A2.26'aﬁd A2.27.
From Fig. 2.l(a)}we-éee that the split;ing‘between the E and T2 states is

just A. Z is evaluated from Eq. A2.18 and found to beAequai to 2. n, = 2

since the E state-is a doublet. S = 2. The susceptibilities are thus

given by{

XS' 8u N[: T %;%] : v-f'A” : (A2.35) -

tot ‘ 2k A
X = QU N )3KBT E_ - —5—]

[ - 8%]( . . 4(A2.3.6)' :

Dlr
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We are ébie,to conclude that this configuration does not describe
Cr because the spin susceptibility has a negative temperature independent
. ~y
contribution, contrary to the evidence from the NMR satellite data.

To test this configuration as a possible assignment for Fe, we

calculate the‘effective magnetic moment. From Eq. A2.36

2 24[1 - 31‘—*]112 . (A2.37)

From Eq. 2.18 with'T = 14 K we obtain p|j| = 0.1307. Using Eq. 2.19 we

K
find p|J| = 0.219; thus n? = 0.782. The second term of Eq. A2.37 comes
from the orbital susceptibility (see Eq. A2.25) and thus is not reduced

by the impurity electron-conduction electron mixing interaction (Eq. 2.15).

Thus
2 = 2 ; 2kX| » L A : \
uexp 24 [n _Z—JUB . : B ‘A2.38)
To estimate the'size of the second term we choose k = 0.8 and A = =95 cm™!

(80% of the free .ion value) because the orbital momentum and spin-orbit
coupling were both found to be reduced about this much in Cr. For the

l, the value we deduce for

'crystél.field splitting, A, we chose 1850 cm~
Fe from the 3d7(A2) configuration. (Note that the A used in Eq. A2.36 is
the crystal field splitting and is 5 times the A given in Fig. 2.1(b).)

We find Uexp = 4.6 uB.

A2.5 3d5(Al)
This is the cbnfiguration assigned to Mn.

The total1y symmetric ground state has the orbital‘éngular-momentum

" quenched. The crystal field does not split the L-S ground state; the first

excited state lies higher in energy by the L-S splitting, which is expected




" From Fig. 2.1(b) we see that the crystal field éplitting_isASA; we replace .
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to be on the order of 10,000 K. We ignore mixing to the excited L-S

states. The suécebtibility is thus spin susceptibility only; since

S =15/2
- 35u2N .
s _ ,tot _ B L
X" =X = 3T (A2.39)
B
To calcuiaté fhe moment reduction we use T. = 5 mK and obtain from

K

‘ Eq.A2.18 plj| = 0.0656. Because the L-S ground state is not split by

the crystal field, plJ| = 5 x p|j| = 0.328. n? = 0.672; Hoyp = 48 Hg-

a2.6  34'(a); 34°(a)
' This is the configuration we assign to Fe.

The suscéptibilitiés come directly from Eqs. A2.26 and A2.27.:

the 4 in Eq. A2.26 and A2.27 with 54 to express the susceptibilities in.
terms of the crystal field parameter. From Eq. A2.18 we find z = 2.

n, = 1 because the-gfound state is a singlet. S = 3/2. Therefore:

i
X = Su2N Eif - é%%% ; (A2.§0)
E X§°t = 4ulN k;;;;) 1 - ﬁ;ﬁ + %% k - %- : g _1 | ,(A2.415
- Ffdp:Eq. AZ.éi wglhave%
o | | - 15[1 ) %%%]ug o :»~; :,.4 : (A2.4zj

From Eq. 2.18 with T, = 14 K we obtain p|j| = 0.1307. Using Eq. 2.19 we

find p|J| ='0.309; thus n? = 0.691. The second term of Eq. A2.37 comes



from the orbital susceptibility (see Eq. A2.25) and thus is not reduced

by the impurity electron-conduction electron mixing interaction (Eq. 2.15).:

, Thus . o
. - k 2 - 2 4k 2 - . v
. . o uexp 15 [n A ]UB . S (A2.43)
To eétimate the'size of the second term we choose k = 0.8,and'k = =95 cm ¥

as explained in Section A2.4. 1In Section 4.3.1 we estimated 4 = 370 cm .

We obtain uexp'% 3.6 UB"

a2.7 3d’ (13 387 (1

‘Within the triplet ground state the fictitious angular momentuh

1

couples to the S = 3/2 spin to give states of total fictitious angular mo-

mentum of magnitude 1/2, 3/2 and 5/2 (o = =3/2). If this configuration a

‘‘were the configuration of Fe, the F = 1/2 state would lie lowest because..

4the‘spin-orbit coupling is negative. We find for the SUsdeptiBilities:

.
X = [1+2 B

x,.§ 5 |9(1043k)  16(4+3k)

-(162 KT )
B
L OB/ | 22 ||45(11-3K) |, 16(443K)
h 2025| | KT X
6x| 1 | [315(2-k) | 16(4+3Kk) | :
Yoo lsol|TrT T % ‘ ;

(A2.44) .
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xtot -1+ 2e9AB/4 . 3e6)‘8]-1 'x u;N

X

-‘ 1 |9(10+3k)?  40(4%+3k)?
)

;(324 KT \
(A2.45)
g IMB/G |2 | |45(11-3K)% | 44 (443k) P
N 2025) | KT ) A
6A8|_1 ||315(2-k)? | 8(4+3k)? ? -
100| | KT ) ‘ ’
From Eq. A2.45 we have:
o 2 .
2 e (10+3k) 2 (A2.46)

Hef =7 12 "B
¢ A' ' .
Hirst hés not éaiéuiated the Born approximations to the résis;ivity '
necessary for Eq; 2{20; we'do‘not calculate‘thé momenf'féductioﬁ, ﬂeff -
ranges from 2.9"§o;3;8 uB.dé?gpding on the Qalue of k."Thé effective
moment -is ;hus cohsistent with the Fe experimental mémeﬂt; however as
pointed out in Sec;ién 4.3.1 the spin susceptibiiity hés-a temperature

independent contribption which is much too large to be consistent with the

NMR satellite data.:
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‘APPENDIX 3: MODULATION CONTROLLER

The practicél limitation on sensitivity in broédAline NMR is fre- "
quently spurious effects on the baseline rather than tﬁe ﬁasking of thé ot
" signal By thermal ndise- In this appendix we describe a simple circuit
we have used to redqce spurious baseline effects by a. factor of three
hundred. Specifiéélly,.this circuit réduceglbaseline effeétsAthéh re-
sult wﬁen the amplitude of the modulating magnetic‘fiéld is not constant
tﬁroughouf the figld'sweep. |

.The moduiation coils on the loy—field, iron corg'mégnet épectrb¥
meter are wound‘difectly én thg pole faces'of the magheﬁ. If the modula-
'tion coils are merely driven with constant power, as the:magnetié field
is’swept‘the sa;ﬁfation‘of the iron core of the magﬁet ch;ﬁgés ;nd there-
‘forevthe_modulatioﬁ1amp11tude changes. When the magnetic field is swept
sevétai hgndfed Oefétgd in order to'ébserve a broad NMR.line, especially
near the high field end of the magnet Wﬁere mést NMR éiperiments are déne,
‘the éaturétidn Qf}the iron core Eﬁangés'significéntly and fhe modulation
éﬁplitude véries]abbut43% per 100 Oe. swepﬁ.

Despite careful experimental des;gn, there' is usualiy‘a spﬁrious
signal whose ampiifude»is proportional to the médulatipn.amﬁlitude; ﬁfesent
at the input to the: lock-in amplifier. The most commonﬁsoufce of spcﬁ-a
signal is-vibraﬁions‘caused~by the modqlation field which-moaalate the im-
pedance of the bridge arm ét the driving modulation fredueﬁéy and hénce
. produCé a'gpuriousbsignal. If the modulatioﬁ;amplitude.isvconstant, the
constant spurious.signal can be offset at the lock-in (pquiding it is not
foo large), and thé baseline remains nearly flat; hbweVér if the moaﬁlation

amplitude changes, the amplitude of the spurious signal tracks the changing
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. -':},'

modulation: amplitude and_a cbapging baseline results. Since the saturation
of the iron coré_ié by no means linear with the magnetic fiéld_strength,
the modulation amplitude changes non-lineérly as the field is swépt and a
curving béseliﬁe ;eéults. The curvature of the baseline can be sufficient
that it limits'ﬁhé detection of the NMR signél befare theﬂlimits of the
thermai noise a?e reached. | |

The feedback circuit we used reduées the modula;ion,amplitude varigr
tioﬁ to less than 0.1%; it thus reduces the change in the-mddplation.ampli—
tude by a faégor'of 300 over a field sweep df 1 kOe. With‘the‘modulation'
amplifude contrdlled to this'precision othef experiméntél"éffects-becomeff
the limiting facfo;s in the baseline curvature.

An added ﬁéngfi: of the control ciréuit is that it signifiéantly_te_
duceé‘baseliné'dfift, i.e., slow changés in the loék—ih 6fféet VOltége caused
by gradual changes in the modulation ampiitude produced by ‘such effeéts as
thermal drifts in the audio power amplifiers. |

Figure A3.1 is a schematic of the circuit. The CA3028 iﬁéegrated cir-
cuit is u;ed aé én automatic gain control inserted betﬁeen the lock4ip reﬁef—
“ence voltage output apd the input to the power ampiifiers; The gain is ad-
justed by ﬁhe feedback loop consisting of ‘a pickup coil (with 5 nonmagnetic:
core to avoid introduction of a field distortioﬁ) and an operational ampli-
fier comparatqf_to”maintain the modulation amplitude cqhstant. The modula-
tion amplitude is édjusted by changing the bias on the Aon-iqvertiﬁglinpug
to the oﬁerational'amplifiér, | |

The .gain 6f'the'integrated circuit is é very nonlinear function of the
voltage applied to pin 7. We have found 2 to 6 V., fo be a,usablé'ope;ating

range. When setting thévdesired modulation, the modulation amplifude




-
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adjustment is first set to zero and the lock-in reference voltage is set

~ higher than is expected to be hecessary. The modulation amplitude desired.:

1s selected by ihcfeasipg the modulation amplitude adjustﬁent.wﬁile moni-
tpfihg the test point with the,switch in the "mod"‘position. The test ﬁgiﬁt
ié then switchédito the‘“gain" poéitioh an& the lock-in.reference'Qoltagé is
reduced until the gain voltage just reachés 6 V. at. its maximum during a
field sweep. At fhe highest modulation amplitudes we have used (50 Oe.

p-p) in large field sweeps (1 kOe.) we have found it necessary to increase

the lock-in referéhce voltage to the point that the output of the IC is

cdmpletely clipped and furnishes the power amplifiei with a square Qave;
however since the modulation coils are tuned to the desired modulation fre- .
quenéy in.order‘to'deliver maximum modulation power, the field modulation

has less than li,s¢¢ond harmonic and less than 4% third harmonic distprtioﬁ.

Because lock4in detect1on at the modulation frequency is used, the distor-

tion results in no perceptible distortion of the signal or increase in the

noise.
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1Fig'uf.e A3.1: Schematic of the modulation amplitude cont}rollller.A
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<APPENDIX 4: EFFECT OF LOCK-IN TIME CONSTANT

ON OBSERVED SIGNAL

In this éppendix we diséﬁss the effect which é,low¥pass.filter'hds.
on a siénai. _Wé giQe the results of'alnumetigal compﬁtétign‘of‘the effeét;
‘ of the -12 db/octave fiiter,of a.lock—iﬁ émplifiér on~£hé:derivafives of
Gaussién and Lorentzian line‘shapés, two line éhapes éommonly eﬁcountéreﬂ
in magﬁetic resqnance'experiments.A We show the relative signalﬁté—nOiSe_
‘  ratioé and distortion df each line éhapé-as a‘function'of.thg filter time
qonstant;_ We empiricall& ébserve that & universal funétion ;an be Qsed'to
compute the amount by which the filter shifts the éerO'crossing of both
line‘shapeé,'ana'héﬁce have a technique for detérmining thetttuéiresoﬁaﬁt“ o |
field frpm theiobsérved signal. - .

':A A simplé'RC-low;péss:filter isAé -6 db/octave filter’wﬁose effect on -

a.signalAcaﬁ be deéqribed by:
V() = r de'g(r,e)V (e, PNV VI

© where Vi(t).islthe sigﬂél at the input of the filter, Vé(t) is the sighal

at the outpﬁt'of the filter, and the Green's fuhétion i§ givénfby:

o 0 ' for t < t' .
ge,t') =1 .,
ﬁ%-e (t t»)[RC for t 2 t' - - (A4.2)

The -12 ab/dctQVe filterfinAé lock-in amplifier conéistquf twé;RC ipwé
pass filters in se:ies;'héwever‘the first filter is in fhe‘feedbéékvci;—‘
cuit of an operétional amplifier to prevent the éecond filter fpo¢ ioading
thé‘first.‘bThé effect of tbis type of -12 db/octave filter oﬁ aAsignal is

" described by:
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Vékt) = Ié'dt'g(t,t')' J: dt"g(E,t")vi(tﬁ) —_— (A4'3)i

‘=00 Qo

Upon substitution of Eq. A4.2 into Eq. A4.3 and integretion by perts we

obtain:
. t " .
Voft?}= ?géyf J_mdt v, (£ (e-t")e (t e /Re. N G

This equation forms the basis for the rest of thepanaiysisvdiscuesed,in

" this- appendix.

Two line shapes - frequently encountered in magnetic resonance ex-~

periments are the Lorentzian and the Gaussian With Small amplitude modu-

lation and lock in detection, the signal observed is nearly proportional

to the‘derivative of the unmodulated signal. We limit- this analysis to the

derivetiveerffthe Lorentzian and Gaussian absorption line shape:_

-t2/2

~Gaussian': - "Vi(c) = - -t . L L S (A4.5)
_ L oo =3 CL O iaa
Lorentzianf‘ co v (e = ;127;333- C. - ' (Aé.6)

Using these two functions as input signals we have computed the output‘
signals from Eq;-A&:4 numerically, and analyzed how the output varies as
a function of RC.

Three factors are of primary interest to us for application to

. experiment: 1) theﬂsignal-to4noise ratio, (2) the amount of line shape .

distortion, and (3) the shift in the apparent resonant position.- We define

~ the signal as ‘the peak-to-peak amplitude of V (t) We define the resonant

position by the zero-crossing of Vo(t), The quantification of line shape

distortion is somewhat more arbitrary than the first two definitions; we




106

have chQSen to define¥
vl |
Distortion = 1 - —-9)—“'1—“ . (e
o’max ‘

In Fig. A4.1 we have plotted the signal-to-noise:rétio andtdiétortion
for‘bbthAline shapgs. ‘Note thét the maxiﬁum signal—to;noise ratio is obf |
tained4wheq thé time constant ié adjusted such that'3 to 4<time coﬁstants
are Spent'sweeping>through the linewidth (we define'the-liqevidth tozbe-the
width betﬁeen thé péaks.of the derivative); however whenlthe.éignal—to;noiée
ratio is_ma¥imizéa the éignal shape suffers about 15%'di§tortipn. AIf dis—‘
tortion is to be held below 5%, approximately 7,giﬁe'constantS'ber-line;
wid;h are requiréd; a 17 distortion tolerance requires about 14 time con-
stants pér linéWidtH} Since'the‘amount of averaging §1ﬁe=required is
' inverséi§ proporﬁibnai to the sqﬁare ofAthé éignai-tofhoise fatio; the loés
of‘sighal;to—noisé required‘to keeﬁ-signal distortion to a minimum can fesult
in}alsigﬁificanp increase‘in the réquiréd'aVeraging time. One way to kéép
diétortion to a minimum aﬁd”ébmpghéaté for'thé reduced éignal—to—noise ratio
is to usé'a larger‘mOdulation amplitude and use a,technique‘such:as that
described in Ref7.39 to correct for the distortion produced by'a large modu-
: _iationlamplitude;A‘ | -

When analyziﬁé experimental data the most readilyfavailable measure of
' ;he'resonance linéwidth is not the true linewidth ﬁut rather thémlineWidﬁh of'
the 6S§erved signal; therefore fo facilitate data analysis we have qalculatea
;hg amount by»whiéh'the zero-crossing of the résonance is‘éhifted by the fil-
ter in terms ofla fr;ction'of‘the observed linéwidth.- The resuits'fdf:the |
GaUSSian'iine shape are given in Table A4.1; the results for tﬁe Lo;entéiéﬂ

A. line shapeAaré given in Table A4.2. In Fig. A4.2 we héve‘plofted both sets of




Figure A4.1:

The‘signél—to-noise ratio and distortion are plotted

. veérsus the number of time cénstants‘per'linewidth for

the Lorentzian (éolid curves) and.Gaussian (dashed
curvéé) lihe shapes. The signal-té-noise ratio is

in arbitrary units.
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TABLE A4.1

' ‘Zero-crossing Shift of Gaussian Line Shape

The zero-crossing shift produced by the loék—in -12 db/ ‘;»
octave filter is given in terms of a fraction of the
observed linewidth for a Gaussian line shape.

O

. time constants : : »‘ zero shift
‘obs. width o obs. width
©2.768 0.5350
- 3.672 0.4465
4,604 0.3775
5.545 - 0.3251
6.495 - 0.2845
7.455 0.2521
8.416 0.2220
10.355 - 0.1864.
20.220 0.0979.

TABLE A4.2

Zero=crossing Shift of Lorentzian.Line Shape

The zefé-crossing shift produced by the lock-in -12 db/
_octave filter is given in terms of a fraction of the
observed linewidth for a Lorentzian line shape.

‘time. constants , o zero shift..

obs. width - . obs. width
3.351 0.4637-
4,212 .0.3967
5.098 .0.3433 .
© 6.000 0.3004 -
“ 6.924 0.2660
. 7.850 0.2381
'10.685 0.1800
' 20.430 0

20969 -
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Figure A4.2: The data given in Tables A4.1 and A4.2“are,plotted on ,
: thelSAme cutve (solid curve). The dashed curve re- ,H

presents’ a zero;crOSSihg shift of two time constants,
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calculations on the same graph; we find empirically that both.sets of data

fall on.tﬁe samélsmooth curve. 'Also plotted in the same figur@tié_the -
'Acurve which rep;eséﬁtsva zeré—crbésing shift of two time constants. Note
that for a'large;number of time constants in the linewidth the.zerofcrossiﬁg
is just'shifted‘two time constants; for fewer time constants per linewidtﬁ!
tﬁe zefo—crossiﬁg is shifted 1ess>thgn fwo time constants. |

Qe.have‘not'Qetermined tﬁé cause of the fact that the zero-shift for
both(liﬁe shapes can be described by the same function when exp;essed'in.
terms:of the obsefved linewidth. The same relationship dées ndt obtain if
£H¢ zero—crossingIShift is éxpressed in terms of the trué.linewidth. The
fact that the Lofeﬁtzian line shape is broadened moreAthan 20% more than the
Gaussian line shépé for the longest time constants used ieads‘gs to beiieye .
théf:tﬁg‘%efo-gﬁéssing shift must scéie propéréionai toAthé'iine bfoadenipg
for a wide variétQ.of line shapes. We ﬂavg fested the fﬁnction-pibtted in
Fig. A4.2 against the Cu63 resonance'in dilute alloys §f iron éroup impﬁr—
ties in Cu. The:line shapés{invghese alloys vary with'cqncentration and type
~ of impurity; théy‘éfe neither Lorentzian or Caussian and in fact for the more
concentrated aliqys they are assymetrical. We have,variéd tﬁe'time cdnstan;
by over two 6rdersAof magnitude. The observed resonanée shifté all agreed
with the plotted fpnction t§ within the experimental resolu;ioh;:

We have used the functioﬁ plotted in Fig;,A4.2_to correct the ob-
served zero—croésings iﬁ our NMR satellite dafa. BeEAuse we wére'inﬁerested '
only in the resonant position of the satellite resonances -and not tﬁeir de-=
tailed line shape, we were able to use about 4 ﬁime conéﬁa;ts per 11newid£h
in order to méximizé the signal-to-noise ratio and obt;id the true. zero-

crossing from Fig..A&.Z.
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