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1. TASK 2 - INTRODUCTION AND OVERVIEW

1.1 OVERVIEW OF TASK 2

■Task 2 of the advanced automatic generation control project 

has been concerned with two principal areas of investigation: (1) the 

formulation of quantitative criteria which can be used for measuring 

AGC performance, and (2) the development of prototype AGC algorithms.

The Project Management Plan, drawn up in August, 1977 identi­

fied four specific work topics (subtask) within Task 2; they were:

1. Performance Criteria: Quantitative criteria were to

be formulated for measuring AGC performance. Recommenda­

tions were to be made regarding the application of the 

performance measures in comparing alternative AGC logics — 

in both simulation studies and on-line studies on the 

Wisconsin Electric Power Company system.

2. Load Prediction Algorithm: A prototype load prediction 

algorithm was to be developed for the purpose of provid­

ing "look ahead" capability for an economic dispatch that

<- is subject to unit rate limits and which may include the

dispatch of valve-point loaded units.

3. Dynamic Optimal Dispatch Algorithm: A prototype algorithm 

was to be developed for the purpose of economically dis­

patching generation to the predicted load during the up­

coming time horizon. The convergence characteristics and 

computational efficiency of the algorithm were to be investi­

gated. The algorithm was to include the capability for 

valve point loading.



4. Load Tracking Algorichm: A prototype load frequency al­

gorithm was to be developed and evaluated for: close 

control of interchange; minimization of unnecessary 

control action; robustness for model errors, deadband, 

non-linearities; changes to unit configuration; and poor 

unit response. The performance of the prototype control 

algorithm was to be compared with proportional plus 

integral control of ACE.

As the Task 2 work developed, these four subcasks of the 

Management Plan expanded into a number of specific activities that are 

identified (along with their place on the project time-line) in Figure 1.1. 

These activities are described in detail in Chapters 2 through 6 of this 

Report. Brief summaries of these Task 2 activities follow:

1. Performance Measures Selected: An analysis was made of 

several candidate quantitative measures of the comparative 

performance of alternative AGC schemes. Specific measures 

were selected for evaluating the quality of control, the 

control effort, and the production costs of the AGC.

2. Need for Dynamic Dispatch Identified: A preliminary analysis 

was made of WEPCO load data, unit commitment data and 

economic dispatch data to see whether there are situations

in which static, equal incremental cost, economic dispatch 

requires unit movement that conflicts with unit rata limits. 

The equal incremental cost dispatch did require some units 

to increase output faster than their rate limits in one morn­

ing pickup period analyzed. This indicated at least a need 

to explicitly recognize rata limits in the dispatch, if not 

to dispatch dynamically instead of statically.



SCHEDULE 

PROGRESS:

1. PERFORMANCE MEASURES 
SELECTED

2. NEED FOR DYNAMIC DISPATCH 
IDENTIFIED

3. SHORT-TERM LOAD FORECASTER 
DEVELOPED

A. LOAD FORECASTER STATIONARITY
TESTING AND WEPCO IMPLEMENTATION

5. DYNAMIC PROGRAMMING SUCCESSIVE 
APPROXIMATIONS METHOD FORMULATED 
FOR DYNAMIC DISPATCH

6. DEVELOP AND TEST FORTRAN CODE 
FOR DYNAMIC DISPATCH

7. LFC COORDINATING CONTROLLER AND 
UNIT CONTROLLER FORMULATED

8. LQG CONTROLLER DESIGN PACKAGE 
INSTALLED

9. LQG CONTROLLER DESIGN PACKAGE BEING 
USED TO DESIGN LFC
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Shorc-Tara Load Forecaster Developed: Hourly and 5-oiinuca 

load prediccor algorithms were derived empirically from 

samples of WEPCO load daca. The algorithms were based on 

models of load behavior developed using Box-Jenkins time 

series analysis methods.

Load Forecaster Stationarity Testing and WEPCO Implementation

The structure and parameter values of the load predictor 

models were re-estimated on several new WEPCO load data 

sets. The purpose of these tests was to determine whether 

or not the models were stationary. The initially estimated 

models showed considerable variability — and eventually 

new models evolved that were very robust.

The (initial) hourly and 5-minute predictors were also 

implemented and tested on-line on the WEPCO Cyber computer.

Dynamic Programming Successive Approximations Method
Formulated for Dynamic Dispatch: An algorithm was devised

for the economic dispatch of generation to load over a 

prediction horizon, subject to unit rata limits, and allow­

ing for valve-point loading of units. The algorithm was 

based on successive approximations dynamic programming.

Develop and Test FORTRAN Code for Dynamic Dispatch: The 

successive approximations dynamic programming method for 

dynamic economic dispatch was coded and tested for its 

computational efficiency and convergence properties.

LFC Coordinating Controller and Unit Controller Formulated:

A design approach was taken for the LFC that coordinated 

the two objectives of (1) having total area generation track 

area load plus schedule, and (2) having unit gerreration



track its desired economic trajectory. Suboptimal re­

gulator design techniques have been applied to develop 

two coordinating controller structures. Both are robust 

designs that provide reset on area control error. Analyses 

of gain and phase margins of the controllers demonstrated 

their robustness.

Linear optimal control design methods have been used to 

develop a feedback controller design for the units, enabling 

each unit to track its desired generation.

8. LQG Controller Design Package Installed: A Linear- 

Quadratic-Gaussian (LQG) controller design software package 

used in past SCI project work was installed on the Univac 

1108 computer for use in designing the coordinating controller 

and the unit controller.

9. LQG Controller Design Package Used to Design LFC: As mentioned 

previously, the LQG design package was used to design the 

coordinating controller and unit controller.

1.2 INTERACTION OF TASK 2 WITH OTHER PROJECT TASKS

Task 2 has been conducted in parallel to Task 1, "Modeling 

and Analysis of WE System". One interaction of these two tasks has been 

that Task 1 has resulted in the collection of data on the WEPCO system 

generating units, load and existing AGC. These data have been necessary 

to conduct analyses of the prototype AGC algorithms developed in Task 2. 

The other principal interaction of the two Tasks involves the develop­

ment, in Task 1, of an AGC simulation package. The performance 

measures developed in Task 2 have been embodied in the simulation.

Also, the coordinating controller and unit controller algorithms have



been embodied in Che simulation. The load prediction cannot be imple­

mented in the simulation — since it would involve modeling the WEPCO 

daily load and the WEPCO 24-hour load forecasting method — clearly 

beyond the scope of our effort. The dynamic economic dispatch algorithm 

will be run off-line from the simulation program itself on the predicted 

loads for the various load scenarios treated in the on-line simulation 

(allows the analyst wants to investigate the effect of the coordinating 

controller).

Task 2 also interacts with Task 3, "Development of New AGC 

Software". Task 3 starts in October 1978 (at the same time that Task 2 

ends); it involves the specification, coding, and testing (both simula­

tion testing and on-line testing at WEPCO) of the new AGC schemes. 

Accordingly, the prototype algorithms developed in Task 2 will be con­

verted into operational programs in Task 3.

1.3 AGC ALGORITHMS DEVELOPED AND THEIR INTERRELATIONSHIPS

Chapters 3-6 of this Report discuss the advanced prototype 

AGC algorithms that have been developed, to date, in this project.

The purpose of the present section is to summarize the functioning 

of the various algorithms and their interactions.

Figure 1.2 identifies the separate AGC algorithms that have 

been developed and depicts, graphically, their interactions. Brief 

functional descriptions and analytical/aigorithmic bases of the AGC 

algorithms identified in Figure 1.2 are:

Hourly (Integrated) Load Predictor

Predicts integrated hourly load for at least three hours into 

the future. It is run once per hour so that the prediction can be updated 

using the value of the actual hourly integrated load of the most recently 

completed hour. The predictions provide the basic information that is 

eventually used in the Dynamic Economic Dispatch algorithm.
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The predictor is based on an auto-regressive time-series 

model of the errors between actual hourly integrated load and the fore­

casted 24-hour hourly integrated loads.

Spline Interpolation Program

Interpolates the (discrete) hourly load predictions made by the 

Hourly Load Predictor. It is run once per hour, immediately after the Hourly 

Load Predictor has been run. It interpolates the hourly predictions and 

produces predicted instantaneous load at 5-minute intervals throughout the 

prediction horizon of the Hourly Load Predictor. It therefore generates, 

each hour, a revised future nominal load shape extending at least two 

hours into the future. This can be used to run a new multi-hour dynamic 

economic dispatch, each hour.

A spline-function interpolation procedure is the basis of this

algorithm.

5-Minute Load Predictor

Predicts instantaneous area load at each 5-minute interval 

in the future, for at least one hour into the future. It therefore 

provides, as an hour progresses, update/corrections to the load values 

produced by the Spline Interpolation Program. These load prediction cor­

rections apply to at least one full-hour beyond the current 5-rainute point 

in the current hour. These load corrections can be used by the Dynamic 

Economic Dispatch, if it is re-run each 5 minutes, to adjust the dispatch 

of units for the load corrections.

The predictor is based on an auto-regressive time-series 

model of the errors (at 5-minute intervals) between actual instantaneous 

load and the load values produced by the Spline Interpolation Program.



Dynamic Economic Dispacch

Once each hour this economic dispatch program is executed 

to provide economic trajectories for the units on AGC. These trajec­

tories extend out over the interpolation horizon of the Spline Inter­

polation Program (i.e., at least two hours into the future).

Once'each 5-minutes during each hour this program is used 

(generally on a subset of all units on AGC) to develop an update of 

the economic unit trajectories.

The purpose of dispatching units over a load prediction 

horizon that can include many 5-minute dispatch intervals is to provide 

"look ahead" information to the economic dispatch so that potential 

problems caused by unit rate limits and/or valve-point loading of 

certain units can be considered.

The Dynamic Economic Dispatch algorithm is based on the combined 

use of a minimum marginal cost method and a dynamic programming succes­

sive approximations method.

Coordinating Controller

Produces, each AGC cycle, the generation demand (unit desired 

generation) for each unit on AGC. In doing so it "coordinates" the two 

tracking objectives: (a) total area generation tracks area load plus 

schedule, and (b) unit generation tracks a desired economic trajectory.

At the same time, it prevents the AGC from interfering with the area 

primary response (governor/frequency loop).

The coordinating controller design is based upon state - 

space robust controller design techniques.

1-9



Unit Controller

Produces control input to each unit that will cause that unit 

to match generation output to generation demand (unit desired generation). 

The controller is of a feedback design (rather than a model-referenced, 

open-loop design — which is common in the state-of-the-art) in which 

throttle pressure and turbine power conditions (internal unit conditions) 

are estimated and used in the feedback control.

The controller design is based on the application of Kalman 

filtering and LQG Controller Design methods.

Three technical papers that discuss the coordinating and 

unit controllers, load predictor, and the dynamic economic dispatch 

respectively are included as Appendices A, B and C.
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2. PERFORMANCE MEASURES

2.1 INTRODUCTION

Early in the project, four fundamental aspects of' AGC performance 

measurement were identified: (1) AGC "economics" or production costs of 

the generation; (2) the "quality of control" provided by AGC, which 

indicates how well a control area is meeting its responsibilities as 

part of an interconnection; (3) the "control effort" of the AGC, which 

indicates how much control variation is being applied to the generation 

units; and, (4) "operator interactions" measures, which indicate the ease 

of use and the amount of operator attention to or intervention with the 

AGC.

It was decided, in the course of the project work, that the first 

three aspects of AGC performance measurement were amenable to quantitative 

assessment, but that the operator interactions was more qualitative in 

nature — being dependent upon operator attitudes and possibly varying 

considerably among the system operators. Accordingly, work has concentrated 

on defining quantitative performance measures for the first three aspects 

of AGC; no formal performance evaluation approach is planned in regard to 

operator interactions. However, when actual tests of the advanced AGC 

software are conducted, significant operator actions and comments will be 

reported.

The performance measures will be used to provide quantitative 

indications of the differences between the advanced AGC being developed 

in this project and existing, state-of-the-art, AGC logics. The performance 

measures will be used in both simulation tests and on-line tests on the 

WEPCO system.



Section 2.2 - 2.4 below discuss the performance measures that 

have been selected, as well as the analyses made in support of the 

selected measures.

2.2 QUALITY OF CONTROL

2.2.1 Meaning of Quality of Control

The objective in defining quality of control performance measure(s) 

is to provide a systematic procedure for assessing how well a control area 

is meeting its responsibilities as part of an interconnection. These 

responsibilities have been defined as performing three functions which 

are described below.

A. An area should absorb its own local load changes (referred 

to 60 Hz). This is an obligation function.

3. An area should share in control of frequency. This is also 

an obligation function.

C. An area's AGC should coordinate with governing response 

to remote load changes. This is a contribution function.

It is implicit that if the first two functions are performed satisfactorily 

then the area will minimize the amount of assistance which it receives 

from the interconnection.

2.2.2 Candidate Measures of Quality of Control

At the outset of the project, several possible quality of 

control measures were postulated. First, area control error (ACE), as 

conventionally defined:

ACE = M - S + lOBAf (2.1)
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where M = Metered interchange

S = Scheduled interchange

B = Bias factor

Af = Frequency deviation

was identified as a possible measure. Several different operations could 

be performed on ACE to define the quality of control measure. For example, 

rms ACE, the time-integral of ACE, and the spectral power of ACE were 

all proposed.

Another candidate measure that was initially proposed was 

inadvertent accumulation:

inadvertent = / (M - S) dt (2.2)

Associated with inadvertent was the notion of developing a performance 

measure that was based on the interchange error, M - S.

Another concept that was considered [2-1] was that the 

interchange error, M - S, was a measure of a control area’s mismatch 

between its own generation and load-plus-schedule (unreferenced to 

frequency) — and that the bias term, lOBAf, in Equation (2.1) was 

associated with the control area's assistance to the interconnection for 

frequency control. Accordingly, a system's operation corresponds to 

motion in the two-dimensions, M - S and 10 BAf. Based on an argument that 

area load changes should be predominately uncorrelated with system frequency 

deviations, it was argued that if the interchange error were separated 

into two components — one uncorrelated with Af (say, 2Eq) and one 

correlated with Af (say, IE^) — then:

• IE should be a measure of the quality of the control 
in regard to matching area generation to area load

• IE.£ + lOBAf should be a measure of the quality of the 
control in regard to providing assistance to the inter­
connection for frequency regulation.

(Note that IEo + + lOBAf = ACE)

2-3



Of these various initial ideas for measuring quality of control, 

it was finally decided to use ACE in defining a quality of control performance 

measure. This use of ACE is described in the next subsection.

Inadvertent (Equation 2.2) was judged inappropriate as a per­

formance measure because it could be zero at any system frequency and 

therefore it did not reflect the control areas' responsibility to share in 

the control of frequency or to coordinate its AGC with governing responses 

to remote load changes.

The notion of measuring the quality of control via the quantities

IE and IE,,. + lOBAf was also discarded. This was discarded because one o Af
of the tacit assumptions that had been made was the IE.,, the component of 

interchange error chat is correlated with system frequency deviation, was 

due to the load/generation mismatches for the external area. In fact, 

it was later shown [2-2] that was NOT generally dominated by load/

generation imbalances for the external area. Actually, the control area's 

load/generation imbalance itself could have nearly the same contribution 

to the as the external area load/generation imbalance. This meant that

IE^f was NOT generally a good measure of how well che area was assisting 

the interconnection. Conversely, IEq was NOT a good measure of the area's 

load/generation imbalance.

2.2.3 Selection of rms ACE as Quality of Control Performance Measure

2
Qualitative Appeal of ACE as a Performance Measure

To gain an understanding of the significance of ACE in measur­

ing control performance, consider Figure 2.1. Figure 2.1 is a pictorial 

representation of ACE as a function of metered interchange and frequency 

deviation. The horizontal axis represents the deviation between metered 

and scheduled interchange with export, or over-generation being positive.

The vertical axis represents the bias factor times frequency deviation with 

deviations above scheduled value being positive. The line B—B represents

2-4
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A.

Che locus along which ACE is zero. The locus A-A" represents che natural 

governing characceriscic of the area in concern. The locus C-C^ represents 

the governing characteristics for the rest of the interconnection. The 

performance of the system can be portrayed by a time varying trajectory 

in this plane. If the frequency deviation is initially zero and the area's 

metered interchange matches schedule then the trajectory lies at che origin. 

If a load change occurs internal to the area and no supplementary control 

action is taken, then the trajectory will move along the locus C-C'. On 

the other hand, if an external load change occurs and no supplementary 

control action is taken then the trajectory will move along che locus A-A".

The four quadrants of the diagram can be divided into two 

categories. In the first and third quadrants the area is contributing 

to the frequency error of the interconnection and may be viewed as receiving 

assistance from che interconnection. In the second and fourth quadrants, 

the area is contributing to the control of the frequency error and may be 

viewed as providing assistance to thd interconnection. The actual amount 

of assistance which it is providing is determined by the horizontal 

distance from the Y axis as shown by the line X-X^. The ACE for any point 

in the plane is given by the horizontal distance between the point and the 

locus B-B^. From simple geometry, it follows chat the minimum distance of 

any point in the plane from the B-B'" line is equal to 1//2 x ACE. Minimi- 

zation of ACE can therefore be thought of as minimizing a quadradic penalty 

function which is 0 centered about the line B-B^. The weighting of this 

penalty function could be less when the frequency deviations are larger; 

the reasoning for this is that larger frequency deviations are most likely 

due to large load changes or loss-of-generation in the rest of the inter­

connection and should be largely unrelated to how well load changes are 

being met. However, under normal operating conditions the variations 

in BAf tend to be smaller chan the variations in metered minus schedule 

and so such frequency dependent scaling would have little effect anyway. 

Consideration could be given to measuring the amount of assistance received 

from the interconnection as the percentage of time which was spent in the

2-6



I

I

I

i.

[

l

(■l-

t.*

first and third quadrants with some small allowable deadband region about 

the origin. However a quadradic penalty on ACE will automatically penalize 

receiving assistance from the interconnection and therefore the percentage 

of time spent in the first and third quadrants is considered to be of 

interest but not critical for performance evaluation.

To summarize, the pictorial representation of ACE provides 

insight into how this measure simultaneously assesses an area's performance 

in four respects:

A. Matching its own changes by tracking deviations in metered 

interchange.

B. Contributing to control of frequency by lying in the 

second or fourth quadrant.

C. Providing assistance to the interconnection through primary 

governing response by staying close to the ACE = 0 line.

D. By performing the above three functions then the area 

automatically minimizes its assistance from the inter­

connection.

2
Accordingly, a performance measure defined in terms of ACE has considerable 

appeal.

Applicability of ACE to Dynamic Performance Measurement

Analyses were conducted [2-3] that showed that the M - S term 

in ACE provides an accurate enough representation of the mismatch between 

an area's mechanical power generated and load. The equation for the metered 

interchange of Area 1 is as follows:

M1 " HT (PM1 ~ PL1) " Ht (?M2 " PL2} (2.3)
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The above equation is based upon a coherent system wide model and is a 

good representation for frequencies below .1 Hz since synchronizing 

oscillations tend to be in the .3 to 2 Hz range. For oscillations in the 

range of .1 Hz to 1 cpm the changes in the mechanical power term become 

more significant and the accelerating power term becomes less significant 

as the frequency of oscillation decreases. For oscillations below 1 cpm 

the changes in mechanical power can be based upon the steady state response 

of governors and the accelerating power term is insignificant. Appendix A 

of Reference [2-3] provides an analysis which shows that the governors 

can follow a 1 cpm load change with very little error between total 

mechanical power and total load power. The analysis in Appendix B of 

Reference [2-3] shows that the accelerating power term for a 3000 MW system 

can be expected to be less than 1/2 MW for frequencies less than 1 cpm.

The impact of the foregoing observations is that the definition 

of ACE on the basis of a steady state relationship between metered inter­

change and various generation/load changes as well as a steady state re­

lationship between turbine output and frequency changes is not as severe 

as one might initially expect. In fact, it is believed that these relation­

ships are reasonably valid for all dynamic conditions which can be represented 

by frequencies below 1 cpm. Further, since there is little possibility 

of using the supplementary control loop to control load changes which are I

faster than 1 cpm, the foregoing assumptions do not appear to be restrictive '

at all. An additional note is that even if the turbine response signifi­

cantly lags a frequency change, then the temporary effect on ACE is such 

that additional assistance to the interconnection is provided through 

supplementary control.

Measurement of Quality of Control Using ACE

The previous discussions (based on the analyses of Reference 1.2-3]) 

have shown that:

2• ACE , simultaneously measures an area's performance in
regard to (a) matching its own load changes, (b) contribut­
ing to control of frequency by lying in the second or fourth 
quadrants of Figure 2-1, (c) providing assistance to the
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to the interconnection through primary governor response, 
and (d) minimizing its assistance from the interconnection.

*• ACE is a reasonably valid measure of control area load/ 
generation mismatch for all dynamic conditions which can 
be represented by frequencies below 1 cpm. Here, ACE is 
assumed to be defined according to the NAPSIC guidelines 
[2-4].

On the basis of these conclusions, it has been decided to use 

the rms value of the component of the ACE signal which has spectral 

frequencies below 1 cpm as the quality of control performance measure.

Three alternative procedures have been formulated for evaluating 

quality of control performance using rms ACE. The procedures consist of:

• A time domain procedure

• A frequency domain procedure

• A graphical procedure

When used for the purpose of comparing algorithms, the evaluation pro­

cedure should be applied to a recording of ACE which is obtained under 

normal conditions when the system frequency deviates from scheduled value 

by less than .05 Hz. The time domain procedure consists of the following 

steps:

• Record n samples of area control error at intervals T.
Let the sample be A(k) ,

• Filter samples using Butterworth digital filter with cut­
off frequency at 1 cpm. Call the filtered signal A'(k)

• Calculate the rms value using

R = ^ Zk A^(k)2 (2-4>

Time periods in the range of 30 minutes to 1 hour will be used. A gross 

measure of overall performance will be obtained by evaluating the mean value 

of R over all the observation periods with the new and old control algorithms 

respectively.
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The frequency domain procedure utilizes Parceval's Theorem which can 

be used to show that the rms value of A may be alternatively expressed 

in the form:

C 2 IS (s)|2 (2.5)

where A(s) is the discrete Fourier transform of A(k). It follows that 
A^(k) can be obtained by integrating the power spectral density function

of A(k) only over those frequencies which exceed the cut off value.

The frequency domain procedure can be performed as follows:

A. Take 1024 samples of ACE at 4 second intervals for a period 

of 68.26 minutes.

B. Process the signal with a single or double Hanning function 

to remove the leakage effects due to time domain translation. 

The single Hanning function is

,,11 27Tt „ ,
X(C) = I ' I C0S “Tc" °''i:<T-

C. Take the Fast Fourier transform of the signal produced 

in Step 2.

D. Calculate the power spectral density of the signal in 

Step 3.

E. Calculate the area under the power spectral density 

function of Step 4 up to the cut off frequency.

At various times when field tests are being performed or when 

the operation of the system is being casually observed it will be handy
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to have a simple procedure for obtaining a rough measure of the system 

performance which can be obtained graphically as follows:

• Take the ACE chart

• Sketch through the average value of ACE to smooth out 
the "hash"

• Graphically integrate the rms value of ACE by counting 
squares under the ACE curve for each 10 MW band, assigning 
weights to the squares in each band and totaling the 
weighted values as follows (the weights are approximately 
for computing the rms valuel;

MW band Weight
No. Weight x
Squares No. Squares

0 - 10 1
10 - 20 3
20 - 30 5
30 - 40 7
40 - 50 9
60 - 70 11

This procedure may appear to be so

V

Total

simple minded as to be unworthy of

consideration by sophisticates. However, it should give results which

agree quite closely with the other procedures and will be useful for 

initial appraisals.

2.3 CONTROL EFFORT

2.3.1 Meaning of Control Effort

"Control effort" is taken to be some quantitative measure of 

amount of regulation or control variation being applied to a generation 

unit. There are two primary reasons for introducing control effort measures 

into the AGC analysis. First, while the dollar costs of plant control 

variations are (at this time) uncertain, it is often implied that control 

variations do have associated fuel and maintenance costs. Secondly, 

establishing a measure of control effort provides a means of assessing



how well a particular control logic is keeping plant operation within "soft" 

constraints. One example of such a "soft" constraint is the desirable 

aim of keeping boiler stored energy fluctuations small so as to not stress 

the thermal system greatly. Kwatny, et.al. [2-5] have shown that the power 

spectrum of boiler output peaks in a certain frequency range. Reflecting, 

"control effort" in the control design may, for example, be a way of 

reflecting the desire to keep boiler stored energy fluctuations small.

2.3.2 Candidate Measures of Control Effort

The amount of control variation applied to a generation unit 

could be measured in a number of ways. The control variation can 

evidence itself in any of three principal generation unit quantities: 

pulses applied to the unit speedchanger motor; the output of the speed- 

changer, or the unit desired generation; the electrical power output of 

the unit.

Early in the project,candidate control effort measures based 

upon each of the three principal unit quantities were proposed. These 

wer e:

• Amount of unit pulsing (which could be measured in a number 
of ways — e.g., sum of absolute values, sum of pulse- 
squared values, — etc. over a period of time)

• Power spectrum of unit desired generation (with, say, some 
scheme for weighting the various frequency components in 
the spectrum)

• Power spectrum of unit output

We quickly rejected the variation in unit output; it is not a 

useful measure of control effort because it includes the governor response 

which is outside the AGC control loop.
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The choice of unit pulsing or unit desired generation as a 

basis for a control effort measured is not distinct because the two 

quantitie’s are directly related; one is the input to the speedchanger motor 

and the other is its output. The analysis below yields a control effort 

measure that is computed in the time domain from unit pulses. This measure 

is motivated by some physical considerations involving frequency-domain 

analysis of unit desired generation.

2.3.3 Analysis Leading to Choice of Control Effort Measure

r

i .

As mentioned previously, Kwatny, et.al. [2-5] have shown that 

the power spectrum of boiler output peaks in a certain frequency range and 

for that reason it is desirable (in order to reduce boiler stress) to 

confine the control variation to a low frequency band below the "peaking" 

range of boiler output fluctuations. This partially motivates a control 

effort measure defined in the frequency domain. Let Suu((jo) be the power 

spectral density observed for the unit desired generation, UDG, over a 

given time period. Then, a plausible control effort measure is:

CD*

J = / (jo^S (oj) do) (2.6)
u y uu

0

where co* = half the Nyquist frequency associated with the AGC
control cycle ( = itT where T = AGC control cycle in 
seconds).

In Equation (2.6), the weighting of the spectrum Suu(<jj) by the 
square of the frequency, oj2 , arises from weighting the frequency components 

of UDG(t) linearly with frequency. This linear weighting of the frequency 

components of UDG is, in turn, motivated by the increase, with frequency, 

of the amplitude of boiler stored energy fluctuations. As frequency 

increases, these fluctuations increase and can cause boiler stress.

t; s

This



weighting is therefore consistent with the objectives of (1) providing 

a measure of control-variation, and (2) providing a measure of how well 

the control keeps the plant operation within "soft" constraints.

The control effort measure given by Equation (2.6) can also

be expressed as:

(2.7)Ju
0

where (oj) is the power spectral density of the input to
the speedchanger motor

H(j(iO) is the transfer function for the speedchanger motor

since H(joj) = K/jw , it is seen that

OJ*

(2.8)

0

That is, the control effort measure is also proportional to Che

power in the input (within the frequency range [O.oj*]). Through Parceval's 

theorem, it follows that the control effort measure is also related to the 

rms value of the speedchanger input. To carry this time-domain interpre­

tation farther, consider a string of raise/lower pulses chat form the 

input to the speedchanger. Let the pulse areas be a^, a^, a0, ...; the 

pulses occur at intervals of T seconds, where T is the WEPCO control cycle 

(presently 4 sec.). The Fourier transform of this pulse sequence is:
OO

In the frequency range [o,ui*] (which is approximately the range [0,0.79] 

rad/sec) sin (cut/2) / (arr/2)= 1. If the sequence of complex exponentials 

in Equation (2.9) is truncated at some value N, then it can be shown that:



| |F(j«j)|2
V“> ’z £0ak2 +2 cos “t i0 w+i (2.10)

N-2
+ 2 cos 2qjT okak+2 +-------

k=0

+ 2 cos NaiT (a0aN)

Thus Equation (2.9) has the form:

F(jaj)| = Aq + 2A^ cos coT + 2A2 cos 2ojT (2.11)

f
L
u.

+-----+ 2A^ cos kuT + — + 2Ay cos NgjT

Therefore:

oj* tt/T

^ y |F(joj) |2 dw = i / |F(ju)|2 dw= ^ y AC (2.12)

From Equations (2.8) and (2.12) it is seen that the control effort 

measure is proportional to Aq/N. And, since Aq is the sum of the squares 

of the raise/lower pulse areas, it follows that:

J (2.13)

Accordingly, we have selected the control effort measure defined 

in relation (2.13) for use in evaluating different control logics. It is 

the mean squared-amplitude (area) of the unit raise/lower pulses. The 

averaging period, NT, should be long enough to capture the frequency

a
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components of the control variation; an averaging period of at least 30 

minutes, and possibly as long as 1 hour is planned.

2.3.4 A Note On A Generalization of the Control Effort Measure

The basic unit variable or quantity used to define a measure 

of control effort is the output of the governor speedchanger motor, which 

will be referred to as the unit desired generation (UDG). A conceptually 

useful and practical vehicle for defining a measure of control effort is 

the power spectral density of -unit desired generation, S^Coo) . If control 

effort "costs" can be determined as a function of frequency, either theo­

retically or experimentally, then a weighting function W(oj) can be 

constructed and an associated measure of control effort is the integral

Ju / W(u) S (oj)uu dui (2.14)

where is half the Nyquist frequency associated with the AGC control

cycle.

We remark that, given W(oj) , (2.14) can be very efficiently 

evaluated (in real-time if desired) using fast Fourier Transform techniques. 

The problem of course is determining what the costs of control are, i.e., 

determining the weighting function W(w). Presumably if a unit is regulated 

about a base point with a period in the order of a few minutes (so that 

thermal equilibrium is not maintained) then some losses are incurred, for 

example. Although this is an active research area [2-6], we are not 

aware of any significant, currently available data or analytical results 

which indicate what those costs are.



2.3.5 Summary

In summary, Che control effort measure that has been selected is 

the average of the squared areas of the unit raise/lower pulses as given 

by relation (2.13). The AGC system operation would be observed over 

time periods of about 30-60 minutes in duration, and the control effort 

measure would be computed from this observation record. Total system 

AGC control effort is simply the sum of the unit control efforts.



2.4 ECONOMICS OR PRODUCTION COST

2.4.1 Approaches to Measuring Production Costs

Direct Analysis of Production Costs — Difficulties

The obvious measure of economic performance is the total pro­

duction cost of the electric energy generated. This production cost con­

sists of two primary components: the total fuel costs and the total 

maintenance costs.

The simple-minded means of measuring the production cost associated

with the operation of a particular AGC system is to rely upon actual fuel- 

usage and maintenance records. This, however, would not be a-satisfactory 

approach due to the many departures of the various elements of each 

generating unit from "average" conditions. There are, for example, a 

variety of factors affecting fuel consumption of each unit: deposits 

in the heat exchangers, slag deposits in boilers, evaporator condition, 

wet coal (or BTU content of fuel), pulverizer condition, and water inlet 

temperature. In short, direct performance measurement of economics is apt 

to be clouded by variations of different factors from average conditions.

Thus, to develop an economic comparison of one AGC system with

another, it is more appropriate to use average conditions as a reference 

In particular, average performance characteristics — such as embodied 

in heat rate curves — can be used for developing comparative production 

costs. This is discussed in succeeding sections.

Estimating Fuel Costs From Average Unit Heat Rate Data

Unit heat rate data together with average fuel cost can be 

used to estimate fuel costs. The relationship is:

Fuel Cost Rate 
($/HR) (2.15)



where:

F. * (Seasonal) performance factor for the i unit;
1 used to adjust the incremental heat curve.

= Fuel cost for the i^ unit ($/MBTU) 

fL( )= Thermal energy input rate (MBTU/HR)

= Net generation (MW)

Equation (2.15) is a valid approximation to the fuel cost under the con­

dition of thermal equilibrium for the unit boiler system. That is, the 

average heat rate data are developed from tests on the unit in which the 

unit is placed at one load point at a time and held there for about 1-1/2 

hours to insure stable readings [2-7]. This means that the heat rate 

data are not valid for evaluating the costs of dynamical variations in 

unit output that do not approximate thermal equilibrium. Accordingly, 

it would be inappropriate to insert the actual unit output, P.(t), into 

Equation (2.15) to estimate production costs. Only the costs associated 

with the low frequency components of P^(t) are validly approximated by

Equation (2.15). Apparently thermal equilibrium conditions, for which 

the average heat rate data are valid, pertain to low frequency components 

of Pi(t) that have periods that are many minutes in duration — perhaps

20 minutes or longer.

Including Maintenance Costs and Transmission Losses

Besides the fuel costs, the other major cost categories to 

be included in the production cost evaluations are maintenance costs and 

transmission losses. Some utilities (including WEPCO) perform economic 

dispatch using unit incremental cost curves that incorporate both heat 

rate data and maintenance data. Letting ^(1?^) be the maintenance cost

rate ($/HR) associated with generation level P^, Equation (2.15) can be

augmented to include the maintenance costs:
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Total Production Cost 
Rate ($/HR) F.C.H.(P.) + M.(P.) i i i i i i (2.16)

Additionally, a transmission loss penalty factor can be applied to the 

generation. Letting this penalty factor be designated T^CP^), we have:

Total Production 
Cost Rate, Including 
Losses ($/HR)

Valve Point Representation and Plant Test Data Needed

The heat rate curves, H.(P.) discussed above will — in the
i i

evaluation of -production costs (as well as in the new dynamic economic 

dispatch) — differ from the conventional smooth-curve representation. 

Instead, valve-point unit inefficiences will be represented. Two types 

of data collection efforts are expected to supply sufficient information 

to represent the valve-point inefficiencies. These two data collection 

efforts are: (1) detailed heat runs on one or more units; and (2) unit 

efficiency monitoring on all units during normal on-line operation.

The heat runs on one or two units would serve to identify, via 

controlled experiment how the valve operation is related to plant variables 

(pressures, temperatures, etc.) that can be measured. The heat rims and 

the measurements recorded during the runs would be analyzed to determine 

an approximate representation of unit heat rates as a function of the 

measurable plant variables. For instance, one relation that has already 

been suggested [2-8] is that the unit heat rate is mainly a function of 

the MW output of the unit and throttle pressure.
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It would be too costly, in time and effort, to conduct such 

heat runs on all WEPCO units within the scope of this project. Accord­

ingly, the knowledge gained on unit valve-point operation on one or two 

WEPCO units needs to be extrapolated to other units. Unit efficiency 

monitoring on all units, during normal on-line operation can aid in this 

extrapolation of the limited heat run experience. Unit efficiency data 

at different MW outputs can be used to infer valve point regions of all 

units, and the "shape" of the heat rate curve in the vicinity of valve 

points.

The net result of the heat runs and the efficiency calculations 

will be the representation of unit heat rate "curves", H^(P^) —

including valve-point effects. It is expected that these new heat rate 

curves will have sharp rates of increase in heat rate at valve-openings. 

This contrasts with the smooth heat rate curves currently used in WEPCO 

economic dispatch, as shown below in Figure 2.2 (note that Figure 2.2 

depicts heat rates, rather than incremental heat rates).

MBTU/HR A valve representing valve
point inefficiencies

HEAT
RATE existing WEPCO 

heat rate curve

Unit Net Output Power

SIMPLIFIED DEPICTION OF UNIT HEAT RATE CURVES



Lov-Pass Filtering of Unit Outputs

As briefly discussed above, the heat rate curves, are

valid for unit outputs P^(t) that are slowly varying. Since Equations 

(2.15) - (2.17) are valid only for low frequency components of P^(t), it 

is proposed that production costs be evaluated by filtering recorded values 

of unit output, P^(t), and then using Equation (2.17) to estimate produc­

tion costs using only the low frequency "trend" components of P^t).

2.4.2 Economic Performance Measurement, Using Simulations As An Aid

A procedure, aided by computer simulation, is outlined in this 

Section that enables a comparison of production costs arising from (1) the 

operation of the existing WEPCO AGC system, and (2) the operation of the 

new AGC logic. A fundamental problem, that simulation helps resolve, is 

that since the old and new AGC logic will be operating on different days — 

no direct comparison of the two logics operating on identical loads is 

possible. However, simulated operation of the two logics for identical 

loads _i£ possible, and this fact is used in structuring an evaluation 

procedure that combines both actual and simulated production cost data.

Difficulties in Measuring Production Cost Differences from

Actual Unit Cutouts

Total production costs for a day (or a sub-period of a day) can 

be determined via (integrating) Equation (2.17) over the time period of 

interest (assuming that filtered P^t) values are used). Thus if, say,

tests are scheduled in which two weeks of the existing WEPCO AGC operation 

are observed, followed by two weeks' operation under the new AGC software — 

then a systematic means exists (Equation (2.17) to calculate the production 

costs ($/MWH) during the operation of each AGC system. Unfortunately, the 

calculations of the production costs of the two different AGC systems are 

based upon different loads and possible differences in unit committment 

(or at least slight differences in the times at which given units are on­

line or are being regulated). Of course, the experiment design for the
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production cost comparisons should have roughly comparable loads and unit 

committments in the data sets for the two AGC system observations; never­

theless, replication of the load and unit committment conditions will not 

be possible in actual operation.

One can view the production cost comparisons as the test of the 

effects of two AGC systems upon specific load/unit committment situations 

or scenarios drawn from a population of all scenarios. The various random 

factors affecting load and unit committment cause the scenarios in the 

population to have a probabilistic distribution. This probability distri­

bution, in turn induces probability distributions for the production costs 

incurred by each of the two AGC schemes.

The distributions of production costs incurred in the operations 

of the two AGC schemes might appear as depicted in Figure 2.3.

Probability 
Density of 
Production 
Costs

mean = y.
mean

new AGC
old AGC

Production
Costs

FIGURE 2.3 HYPOTHETICAL DISTRIBUTION OF PRODUCTION COSTS



Without having the ability to fix the load to the same value for 

both AGC schemes, the observer of test results has no way of pairing test 

results to "remove" the effect of the extraneous factor — the load. 

Accordingly, the best that one can do is to consider each of the two sets 

of production costs to be distributed in some manner, and then to perform 

statistical tests on how the two distributions differ. One such test woul 

be on the differences between the means of the two production costs 

differences (i.e., the difference between the and values depicted in

Figure 2).

To get an idea of what one would be able to conclude about the 

differences in the mean production costs of the two AGC schemes from two 

weeks' operation on the WEPCO system with each scheme, a simple analysis 

was conducted. The incremental cost curves of the WEPCO units were re­

viewed to get a rough idea of how production costs would vary when load 

varied. The mean production cost would seem to be about $20/MWH and its 

standard deviation about $5/MWH. Assume that the production costs for 

the two AGC schemes are normally distributed (a^ = ^ = $5/MWH) but have

different means (i.e., ^ ^l^‘ Assume chat ten days of tests

(N^ = = 10) are performed on each AGC scheme. In this case, the

statistic (see Ref [2-9], page 271):

U1 “ U2
___________________ (2.18)

a / 2/N

can be used to test the hypothesis that the mean production costs differ 

by a specified amount. From Table A-12b of [2-9], in order for a sample 

size N=10 to be sufficient to detect, with 90% probability, a significant 

difference in means at the 95% confidence level — there would have to be 

an observed difference of at least about 9% in the means. That is:

U1 ' U2

N M 
1 2



(2.19)U1 “ U2 - (P/100)

u + u

a,
with P = 9. Since the true difference in mean production costs is likely 

to be very small — on the order of 1% or less, much less than 9% — the 

conclusion is that a sample size of N=10 would be inadequate. In fact, 

(again using (2.18) and Table 12-b of [2-9]) in order to be able to detect, 

with 90% probability, a 1% difference in mean production costs at the 

95% confidence level — one would need over 700 samples of production 

costs with each AGC scheme!

Thus, it is seen that under plausible assumptions (cr^ = a2 = 

a = $5/MWH, and (y^ + U2)/2 = $20/MWH) — an inordinately large sample 

size would be needed of production costs for each AGC scheme!

Augmenting Actual Operating Data With Simulation Results

As the discussion above has revealed, an evaluation of the 

production cost differences of the two AGC schemes based solely on 

actual system operation will require very large samples. The key 

reason for this is that since both AGC schemes cannot be tested on 

identical load data, the load variability remains a significant extraneous 

factor that masks differences in the AGC schemes.

Simulation has an advantage over tests of actual operation. 

Namely, it is possible to fix the load to be the same for a pair of 

simulations — one in which the old AGC scheme is in effect, and one in 

which the new AGC scheme is in effect. Under these conditions, the load

is no longer an extraneous factor. One can then pair the production

and are

1, 2, ..., N)

costs — so that if N load scenarios are simulated and and X^ are

the simulated production costs for the nC^ scenario (n 

one obtains the N pairs of observations:
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3y pairing observations and removing the extraneous factor of load, one 

gains information for comparison of the differences:

The AGC simulation model developed in Task 1 can be used to test the 

old and new AGC schemes.

With the simulation, actual production cost data can be augmented with 

simulated production costs. For each day of actual tests of the AGC 

schemes, one obtains either the data triple , X?, or X^, X?, .

Here the indices have the meaning: 1 = old AGC logic, 2 = new AGC logic. 

The X's are simulated production costs, and the Y's are actual production 

costs (i.e., calculated from actual unit outputs). The X^, Y^ values

obtained on days in which the old AGC logic is in operation on the WEPCO 

system can be regressed to obtain Y^ as a function of X^. That is, the

actual production costs, Y^, can be functionally related to the simulated

production costs, X , obtained under the same load conditions. Similarly,

X^ and Y? can be functionally related through a regression relation. These
A A

regressions allow estimates of actual production costs, Y^ and Y^, to be 

made, where:

A

Y
1

Estimated (from regression of Y^ on X^ and the 

computed X^ value) actual production cost for 

a day in which actual Y^ data was obtained.

A

Y 2 Estimated (from regression of Y? on X? and the 

computed X^ value) for a day in which actual 

Y^ data was obtained.



jhe differences in actual production costs can then be estimated from
A A

the sample values of the sets of regression differences, 

obtained for the same load conditions.

2.4.3 Recommended Procedure for Evaluating Production Cost Performance

An analysis has been conducted (see Table 3 in [2-10]) that 

indicates that a sample size (No. of load period over which actual WEPCO 

system operation is to be observed) somewhere in the range of N=40 to 

N=80 may be needed in order to detect 1% differences in the production 

costs (with competing AGC logics) at a 90% confidence level. The N load 

period can be accommodated within say, a two week CIO observation days) 

by subdividing each day into a number of load periods, each of several 

hours duration.

Once an initial testing program (selected days and N load periods 

from these days) has been devised, the flow chart that is presented below 

gives the recommended steps in the evaluation of production costs.



STAHT

Schedule On-Line cescs for N Observa­
tions each of the on-line operation 
of the old WEPCO AGC logic and the 
new logic.

In each test, filter unit outputs so 
that production costs are attached to 
only the slow varying components of 
unit outputs.

Use Equation (2.17) to compute produc­
tion cost. If old control is m 
operation, record the result as a Y, 
observation; if new control is in 
operation, record it as Y7.

--------------------------- '
▼

Conduct On-Line 
unit outputs as 
committment, etc

tests, recording 
well as load, unit

r

Increase the 
sample size 
and run more 
tes ts

After each on-line test, use the re­
corded load, schedules, frequency 
schedule, etc. as input data for two 
simulations. One will estimate the 
production costs, X,, for a simula­
tion of the old WEPCO AGC logic; the 
other — the costs, X2, for a simula­
tion of the new AGC logic.
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Apply che c-stacistic Co each value of 
d co decermine ics significance. Thus, 
conclusion of Che experiemenc will be 
in Che form: "for M ouC of N load 
scenarios; Che difference in produc- 
cion coses is greacer chan

Sacisfied
wi ch

May need larger 
sample size Co 
make more conclu­
sive inferences. 
Increase sample 
size.

variance:
produccion cose difference and iCs

Compute, for each pair of simulated

When all on-line tests have been 
compleced, regress Y-^ againsc and 
Y~ againsc X_ to obtain the relations:

Use che regressions to generate Che 
2N estimates of the differences in 
actual production costs for the same 
loads:

i.e. generate the set of
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3. LOAD PREDICTION ALGORITHM

3.1 INTRODUCTION

Accurate information about future system disturbances or demands 

can, and should, be used to improve the quality of control. With such 

information the deleterious effects of system delays or large time constants 

effectively can be reduced. Moreover, any tracking functions that a 

system must fulfill will be greatly enhanced by a controller provided with 

advanced knowledge. Thus it is advantageous to exploit any information 

available which is useful in describing the future environment.

Automatic Generation Control (AGC) is a prime example of a 

control problem where future information is vital to successful control. 

Obviously, a power generating system must fulfill a tracking function; 

and the inertia associated with the various generating machinery leads 

to large time constants. Anticipatory control is essential, and forecasts 

of future loads must be computed. Construction of these forecasts, in 

general, is a challenging problem since electrical load is affected by 

many factors including weather — an exogenous disturbance which man 

still has only marginal success in predicting. There is, however, a 

wealth of statistical information available in. the form of system load 

time series. Whether compiled on a minute-by-minute or hourly basis, 

sufficiently long sequences of data are available which pemit a thorough 

time series analysis treatment. Thus, even with the uncertainty present 

in weather induced load changes, it is possible to extract enough infor­

mation to provide an accurate load forecast which greatly enhances the 

performance of an AGC system.
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The remainder of chis chapter describes che specification, 

estimation, and implementation of two short-term load predictors: one 

using an hourly time scale, and another using a 5-minute period. Both 

will provide inputs to the dynamic economic dispatch, which will be dis­

cussed later in Chapter 4. A diagram of the relationship between fore­

casting models can be found in Figure 3.1. Further, the evolution of an 

appropriate hourly predictor model is delineated herein in order to give 

the reader some appreciation for the mixture of science and art necessary 

to identify a time series model. The methodology employed in the statis­

tical analyses is a derivation of that popularized by Box and Jenkins [3-1]. 

The estimation algorithm employed to obtain an optimal set of predictor 

coefficients is maximum likelihood.

3.2 MODEL SPECIFICATIONS AND EMPIRICAL DETERMINATION

3.2.1 General Model for Time Behavior of Load

AGC requires an accurate predictor of future electrical load, 

both on an hourly basis and on a 5-minute sampled basis. The predictor 

follows from the structure of the model used to represent the actual load 

evolution over time, and, in general, is given by a nonlinear function.

., t t ,yt = f( y , x » t,£t)

where

(3.1)

7 t

t
7

t

actual system load in megawatts (expressed as inte­
grated hourly load in the case of the hourly predictor; 
and as instantaneous 5-minute load in the case of the 
5-minute predictor).

{Xr;-co < T £ t-l}, i.e., all past observed exogenous

variables

time index

additive random disturbances representing all 
unobserved effects on the system load
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Attempting to develop a precise representation for f(‘) can 

be very costly, and although a very accurate predictor would result, 

it is an open question whether the improvement in accuracy over a more 

simple representation would justify the extra modeling effort. It may 

be possible to obtain sufficient accuracy with a quite simple represen­

tation. Therefore, it is advisable to begin with a simplified form for fC' 

and elaborate upon it only as required in order to meet performance 

requirements. Such an approach leads one to the trivial representation:

y = Y + e t At t
(3.2)

where xc i-s now a scalar variable representing the value of the load at

t as predicted by a regression of the load on all observed exogenous 

factors. The new additive random (unobserved) error, e,,, now represents

both the truly random disturbances and the modeling errors inherent 

in replacing f(') with xt* F°r the purposes of AGC and the chosen test 

site (WEPCO) of this project, xt i-s taken as the WEPCO hourly integrated 

load forecast and is computed as an aggregate of all causal effects, 

including weather.

The optimal predictor for can be obtained by formally 

taking conditional expectations across Equation (3.2).

yt+k|t-l = Xt+k + at+k|t-l (3.3)

where y , i , denotes t+k t-l
(y , il1" and I1" symbolizes all the 

t+k1

information available at time t-l. Likewise for e ,, i .. The condi-t+k|t-l

tional expectation on xt+^ reduces to itself since it is assumed

that this value is always known into the future. From (2) it is seen 

that the structure, imposed by (1) reduces the development of the optimal 

predictor to the development of an optimal predictor for e^.
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[

k

Similar argumencs may be applied to the 5-minute predictor.

The only difference being in the time scale and forecast horizon;

i.e., replace t by T to indicate time in units of 5-minutes instead of 

hours, and k=l since we are only interested in one-step-ahead forecasts. 

The resulting predictor is then given by:

Vl|T ' Vl +eT+l IT i C3-4)

where

y' * actual instantaneous system load at time T

X' = some forecast of actual instantaneous load at time T
(derived from x )

The primes are employed merely to differentiate the 5-minute sampled 

instantaneous load variables from the hourly integrated load variables.

All the known structure, representing all a priori information 

concerning observed cause-and-effect relationships is captured in the 

Xt and variables. All the unknown structure, representing all the

additional information which may be extracted from empirical data, is 

contained in the e^ and e' variables. If systematic (serial correlation,

for example) variation exists in these error terms then it can be employed 

to devise additional structure which will yield a more accurate forecast. 

The examination of et is a problem in statistical time series analysis

and is discussed below in Section 3.2. A discussion of modeling a' can 

be found in Section 3.3.

x
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3.2.2 Emoirical ScrucCure Decarmination

The analysis of the error term in equation (3.2) and the esti­

mation of a model for prediction of the error terms consitutes a problem 

in statistical time series analysis. The details of the methodology 

employed here are given in [3-1] and will not be presented. Only a sum­

mary of the relevant steps comprising the methodology is given to facili­

tate and understanding of the rationale behind the predictors selected 

for implementation in the AGO system.

In short, the Box-Jenkins methodology is an iterative procedure 

by which a model is constructed. The process proceeds from the most 

simple structure, with the least number of parameters, to as complex 

a structure as is required to obtain an "adequate" model — "adequate" 

in the sense of yielding white residuals. This process of building 

increasingly complex models embodies their own philosophy of parsimony: 

"include only as many parameters as you really need." A schematic of 

the procedure is given in Figure 3.2. The first step is an identification 

of structure and employs sample autocorrelation patterns. After a 

structure has been chosen the next step involves an estimation of the 

coefficients inherent in the structure description. Next the optimal 

parameter estimates are inserted into the model to generate its esti­

mated residuals. These are then subjected to diagnostic procedures 

to determine if they are indeed "white". If not, their sample correlogram 

is used to hypothesize a new structure and the cycle is begun anew. If 

the model satisfies all diagnostic tests it may then be implemented for 

on line testing. The benefits of such a methodology are many, but pri­

marily one will always be assured of a model which has the fewest possible 

parameters while still explaining all the systematic variation in the 

random errors.
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The particular fora for e^ and e' assumed by the Box-Jenkins 

methodology is the rational form:

- C(L) n 
t d(L) nt

where

c(L) = 1 + c,L + .. + d Lq
1 q

d(L) = 1 + d^ + . . + d LP

(3.5)

(3.6)

(3.7)

where L is a shift (or lag) operator, i.e., L xt = Xc ^> and is a 

white noise process with the same normal distribution for every value 

of t. Thus by structure identification we mean specification of the 

integers p and q. In the econometric terminology (3.5) represents an 

autoregressive/moving-average ARMA(p,q) model. By examining the auto­

correlation function for e^ it is possible to gain information regarding 

the values of p and q. This is the first step in the procedure.

Estimation of a set of coefficients is effected with

the aid of maximum likelihood estimation algorithm described in [3-2].

3.3 THE HOURLY LOAD PREDICTOR: EVOLUTION OF THE TIME SERIES MODEL

3.3.1 Specification I of the Hourly Predictor

In April of 1978, generation of the e,. series was carried out by 

simply differencing actual observed system hourly integrated load and the 

adjusted (by dispatcher) WEPCO predicted hourly integrated load. Two series 

were examined at that time, five consecutive days in January 1978 (1/10- 

1/14) and three consecutive days in March(3/7-3Z9).*

*
These data sets were supplied to SCI by Robert Bischke of WEPCO, from 
WEPCO data files of past system operation.
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The estimated autocorrelation functions for the January series 

is presented in Figure 3.3. It seems clear that a periodic error existed 

with a 24 hour component, and that there was at least a first order serial 

correlation. Two options were open: First, the e_ series could be 

differenced according to

et " et * et-24

and a new structure search initiated on 5^. Second, we could fit a 

first order ARMA(1,B) model to er and apply the diagnostic tests. Both

approaches were used and both indicated chat the 24-hour period must be
r h ~removed by 24 order differencing. The autocorrelation for e^ is pre­

sented in Figure 3.4. Fitting a first order autoregressive model to 

e^ - e__9, appeared highly advisable. Such a fit was carried out, 

producing a model with the residual autocorrelation function of Figure 3.5. 

This model yielded a residual series with non-zero autocorrelations that 

were well within the bounds of acceptable sample error. Thus, the model 

was deemed adequate.

Almost identical results were obtained for the hourly errors 

compiled with the March 1978 data. Both estimates were performed with 

"mean" subtraction represented by the letter m, and are presented here 

for comparison:

e^. - m 1
1 - 0.762L 't 

(+.059)

(3.8)

.th n - N(0,702.6) and m = -6.74 for January 10-14, 1978; and

(
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FIGURE 3.4 SAMPLE AUTOCORRELATION FUNCTION FOR et - ^t_2U

FIGURE 3.5
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1
(3.9)

'•S

e t m 1 - 0.663L nt

with nt - N(0,946.3) and m = -2.667 for March 7-9, 1978. Both co-
2efficients and both estimated a and n(; are well within the 95% con­

fidence intervals of each other. This was the first of several sub­

sequent specifications in the analysis of WEPCO hourly loads. Hence, 

we shall refer to it as Specification I throughout the remainder of this 

section.

3.3.2 Specification II of the Hourly Predictor

What appeared to be an attractive specification for January and

March data, failed to satisfy two requirements. First, application of 
t hthe 24 order differencing to later data sets from June and August 1978

weekdays* exhibited non-stationary properties in the sample autocorrela-
t bition functions. This indicated either that 24 order differencing might 

be appropriate for some but not all data sets, or' that an alternative 

specification was required. Second, estimation of the AR(1) model on 
the 24t'1 order differences exhibited parameter estimates for the auto­

regressive coefficient which were significantly different from the 

estimates made on January and March data (see left-most portion of 

Table 3.2 later in this subsection). In August of 1978, more detailed 

experimentation was performed on the WEPCO data sets for January (four 

consecutive weekdays), March (three consecutive weekdays), June (two sets 

of five consecutive weekdays) and August (two sets of five consecutive 

weekdays).

As an alternative to 24 ‘ order differencing, first order 

differencing of consecutive observations of et was performed on each of 

the six data sets. The motivation to examine an alternative order of 

differencing was purely experimental. That is to say, it was not clear

* As before, these data sets were supplied to SCI by Robert Bischke of 
WEPCO, from WEPCO data files of past system operation.



upon examination of the raw data that first order differencing would 

yield stationary sample autocorrelation functions. However, it was found 

that in each data set first order differencing exhibit autocorrelations 

which "spiked" (i.e., has a value significantly different from zero) at 

lags one and twenty-four, and all the intermediate correlations were small 

and followed a random pattern. An example of this using the January data 

set can be found on Figure 3.6. Further, a comparison of the residual 
standard error for the one-step-ahead forecasts between 24C order differ­

ences and first order differences can be found on Table 3.1. Although a 

comparison of residual standard errors between different dependent 

variables (i.e., et vs - ec_24 vs ec “ et-l^ is noc sCatiscicaHy 

correct, the numbers on Table 3.1 tend to support the notion that first 
order differencing has less residual variation than 24C'1 order differencing. 

The increase in residual variation in the differenced data, both first 
order and 24t^1 order, relative to the raw data in both June data sets 

should not be interpreted as favoring a time series model of the raw data. 

The point of comparing residual variation is to help indicate between 

competing specifications which form of the dependent variable is more 

likely to exhibit stationary characteristics.

Based on the sample autocorrelation of the first order differences 

for each data set, an alternative specification (Specification II) was 
suggested. Specification II is a 24^ order autoregressive (without any 

autoregressive terms for lags 1 through 23), first order moving average 

(MA) model of the first order consecutive differences of e^. Expressed 

in the notation established above, we have

et _ et-l = dlL24 (et ' et-l) + (1 + cil1) nt (3.10)

Where Ln is a lag operator of order n such that Lnec = at._n> and nt 

is a random disturbance term. The two specifications imitate each other 
to a degree. Specification I assumes a 24Cd order autoregressive (AR)
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TABLE 3.1

COMPARISON OF RESIDUAL STANDARD ERRORS (MW)

DATA
SET

RAW
DATA

FIRST ORDER 
DIFFERENCING

24TH ORDER 
DIFFERENCING

(et'et-24)

January 38.0 29.1 36.9

March 36.5 33.8 40.8

June 5-9 62.1 66.6 76.2

June 12-16 63.2 67.3 81.7

August 7-10 83.8 48.8 107.8

August 14-17 100.8 58.2 81.7
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cerm which for a stationary time series model must be in the range -1.0 

to 1.0. The results on Table 3.2 show that the estimates for the six 
data sets considered ranged from .04 to .66.^ Alternatively, Specifica­

tion II assumes an AR(1) parameter value of -1.0 due to first order differ­

encing. Specification I calls for estimates of the AR(1) parameter which 

based on the results seen in Table 3.2 are significantly less, in absolute 

value, then unity. A maximum likelihood estimator is used to derive the 

results seen on Table 3.2. Both specifications exhibited widely varying 

parameter values for their respective autoregressive term. Specification 

II showed a range of values for ranging from -.79 to .07. This implied 

that for some data the model might be ARMA(24,1) (e.g., January), AR(24) 

(e.g., August 14-17), or MA(1) (e.g., June 12-16).

3.3.3 Specification III of the Hourly Predictor

At this point in the analysis, it was decided that due to the 

dismal results of Specifications I and II a closer look at the raw data 

might reveal some of the inherent problems and' suggest possible solutions. 

Casual inspection of the data often reveals sources of inconsistency 

or non-stationarity. It was noted upon re-examination that in the WEPCO 

data, the system load dispatcher infrequently adjusts the 24 hour predicted 

hourly load. For example, in the January data set, the first 24 hourly 

predictions were adjusted by the dispatcher, but every subsequent hour 

remained unadjusted. For other data sets, the adjustments, if made at 

all, were at various times of the day. It was believed that infrequent 

insertion of extraneous information changed the nature of the time series.

1 If the AR term were placed on the left hand side of Specification II, 
the parameters would take on negative values. Hence, Specification II 
could be rewritten as follows:

ec - dl V24 et-l " dlat-25 + (1+C1LX) (3.11)
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TABLE 3.2

FULL INFORMATION MAXIMUM LIKELIHOOD ESTIMATION OF 
TWO TIME SERIES SPECIFICATIONS ON WEPCO HOURLY LOADS

Sped Elea Lion I Specification II

CO

rf*

1 et - et i = diL24 (et - e^) + (1+c^L*) n
t t-24 1 + diL nt

/\ 2 ✓N S\ S\ ^
Data
Set

No. of d. ad. a R d ad. c. ac a R
Ohs. 1 1 n 1 1 1 1 n

January 96 -. 76 .06 26.51 48.34 .54 .10 -.28 .13 24.01 31.92

March 72 -.66 .09 30.76 43.16 .39 .12 -.35 .16 31.16 15.07

June 5-9 120 -.32 .09 72.52 21.21 . 16 .10 -.79 .07 59.12 21.20

June 12-16 120 -.40 .09 75.47 14.67 .04 .10 -.73 .09 58.45 24.57

August 7-10 96 -.87 .05 53.80 75.09 .23 . 12 -.29 .10 49.02 0.0

August 14-17 95 -.85 .05 42.73 72.65 .66 . 10 .07 .10 48.70 29.98

NOTES: is an autoreggressive parameter

Cj is a moving average parameter 

8 is the estimated standard error
Ln is a polynomial lag operator of order n such that I.ne^ = e^ ^.
R^ is the percent of variation in the dependent variable explained by the model.



Several solutions to the problem were proposed. One idea was to 

note when the 24 hour predictor was adjusted by the Load Dispatcher using 

an indicator variable that would assume either a value of zero if there 

was no adjustment, or unity otherwise. This idea was rejected because 

an indicator variable could only absorb the effect of a different mean 

value of e^ with and without load dispatcher adjustment to the 24 hour 

forecast.

Next, it was proposed that the adjustments made by the Load 

Dispatcher should be ignored and the time series e^ should represent 

the error in the WEPCO 24 hour load predictor. The raw data, then, was 

altered to ignore the effect of load dispatcher adjustments on January, 

June and August data sets. The sample autocorrelation function of these 

data showed a consistent pattern such as the one shown on Figure 3.7 

for the August 7-10 data set. The pattern of the sample autocorrelations 

suggested that a simple AR(1) model might be a satisfactory candidate.

The results of maximum likelihood estimation on the third 

specification (Specification III) can be found on Table 3.3. Casual 

observation of the results indicate that Specification III is more 

robust across different data sets then the other two specifications.

It should be noted that the sample autocorrelations of the noise process, 

nt, indicated that greater complexity could be added to the AR(1) model. 

However, experimentation with more complex models never reduced the 

residual standard error by more than 5%, thus, the AR(1) model was 

selected to represent the hourly load predictor error process. In order 

to confirm the conclusion presented above, one additional data set for 

August 17-22 was subject to all three specifications. This data set 

was slightly different in that the third and fourth days were a Saturday 

and Sunday; respectively. All other data sets only considered weekdays.
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TABLE 3.3

FULL INFORMATION MAXIMUM LIKELIHOOD ESTIMATION 
OF AR(1) MODEL ON WEPCO HOURLY LOADS

DATA SET
l

"t 1 + (

dl
1

d
n

R2

January -.78 .05 ro V
C 89.91

June 5-9 -.78 .06 40.20 60.75

June 12-16 -.82 .05 41.79 66.42

August 7-10 -.86 .05 41.33 11.til

August 14-17 -.76 .07 63.37 55.89
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TABLli 3.4

ESTIMATION OF THREE COMPETING SPECIFICATIONS ON WEPCO 
UNADJUSTED HOURLY LOAD ERROR: AUGUST 17-22

u>

dl C1 0
n

SPECIFICATION I:

6,1 V2'' 1+djL' "t -.92 .03 — — 42.99

SPECIFICATION II:

24
et " et-l = dl L ^et“et-P + ^1+CiL ^nt .49

1

COo

.19 .09 40.38

SPECIFICATION III:

1
et “ . nt

1 + d:L
-.87 .04 — — 44.51

«r e tNote: represents the error in the unadjusted 24 hour load predictor



The results which can be found on Table 3.4 already indicate that the 

AR(1) model's parameter estimates are similar to the processes estimated 

for the other five data sets. Specification I had an estimated AR para­

meter value of -.92, significantly larger than any previous estimate. 

Specification II estimation shows a significant (at roughly a 95% confi­

dence interval). AR(24) parameter value of .49, but the MA parameter is 

barely significant with 95% confidence for the August 17-22 data set.

As discussed earlier, estimation of Specification II on different WEPCO 

data sets supported different structural forms; AR(24), MA(1) or ARMA(24,1).

It is our contention that an AR(1) model of the unadjusted 

hourly load error data is a simple and fruitful model to help predict 

hourly loads on the WEPCO system. The strength of the AR(1) model is 

the consistency of its parameter estimates for different types of days 

(e.g., weekdays vs. weekend) over different times of the year, and the 

model's ease in implementation.

3.3.4 Summary of Prediction Error Statistics

From Table 3.4 it is seen that the predicted standard error,

3^, of the Specification III load prediction for one-step-ahead (one 

hour) is:

3 = 44.51 MW
n

• Since the predictor model is a Ist-order autoregressive error 

model, the prediction error variance asymptotically approaches (as the 

number of time—steps ahead increases) a limit — whose standard error 

is 3n(l/Cl-d1)) , or:

a = 342.4 MW 
00

The size of the "error-envelope” of the predictor, as a 

function of the number of hours ahead is given in Table 3.5.



TABLE 3.5

ESTIMATED STANDARD ERRORS OF HOURLY LOAD PREDICTOR

NO. OF HOURS AHEAD
STANDARD ERROR

OF PREDICTED LOAD (MW)

1 44.5

2 83.2

3 116.9

4 ' 146.2

5 171.7
•
•

•
<

CO 342.4

Thus the predictor accuracy deteriorates with increasing 

prediction time; the prediction error envelope is centered about the 

24-hour load forecast adjusted upward or downward by the mean error of 

the predictor.

3.3.5 WEPCO Implementation of the Hourly Predictor

As discussed in Section 3.2.1 - 3.2.3, the Hourly Load Predictor 

has evolved, through a series of model estimation studies on several 

sets of WEPCO load data, into the design of Specification III.

The elements of an implementation at WEPCO of the (Specification 

III) Hourly Predictor are:

1. Actual integrated hourly load must be computed and stored 

for the most recently completed hour. At the end of one



hour and che start of another, let this actual integrated 

hourly load be designated as ^. Let the corresponding 

WEPCO system load forecast (from the WEPCO unadjusted SLF 

data file) for that same hour be xt •

Compute the residual, as:

e t-1 yt-l ~ Xt-1 (3.12)

Update a running-average of the mean of past values of ec. 

A simple exponential averaging method is proposed:

m = ae^ ^ + (l-a)m (3.13)

where a is a smoothing constant in the range 0 < a < 1.

Subtract the mean m from et ^ to obtain the zero-mean 

variable to which the Specification III autoregressive 

model applies:

't-1 et-l - 111 (3.14)

Use the AR(1), Specification III autoregressive model 

to predict values of ec+lc future hours (i.e. , for 

k = 0,1,2,—K) via (see Table 3.3):

X+l ~
et+k|t-l3dl et-l (3.15)

(From Table 3.3, it is seen that the mean value of d1 found 

from our model estimations was d^ = 0.81).
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6. Add che mean m back Co Che predicCed values of e i
C+kIc-1

Co obcain che predicCed differences, e , . becweenC+k|c-l
accual incegraced hourly load and che WEPCO 24-hour load 

forecasC:

ec+k|c-1 = ec+k|c-l + m (3-16)
S’

for k = 0,1,2,---,k.

7. Use che general model of Equacion (3.3) Co predicC Che 

sysCem incegraced hourly load:

yc+k|c-1 Xc+k + ec+k|c-1

for k = 0,1,2,-----,k. Where:

(3.17)

YC+k|C-1 

xc+k

predicCed hourly incegraced load for hour 

c+k, in megawaccs.

che WEPCO (unadjusCed) hourly incegraced 

load forecasc for hour C+k, in megawaccs

e , i . = predicCed error becween accual and forecascedc+k|c-1 K
hourly incegraced load — given observacions 

of accual load chrough hour c-1.

Equacions (3.12) - (3.17) are che essenCial elemencs of Che 

implemencacion of che Hourly PredicCor. To dace, only Specificacion I 

(see Seccion 3.2.1) has been implemenced and cesced on che WEPCO Cyber 

compuCer syscem. However, as has already been discussed in Seccions 3.2.1 

chrough 3.2.3, Specificacions I and II happened Co be disappoincing in 

regard co scacionaricy of predicCor model scrucCure and paramecers. The
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disappointing predictor model estimation results were somewhat bourne 

out by the online results obtained at WEPCO with the implementation of 

Specification I.

In the early stages of Task 3, we will revise the WEPCO 

implementation of the Hourly Predictor so that it conforms to Specifica­

tion III, and online tests will again be conducted. We can then experi­

ment with the predictor implementation to obtain the best prediction 

performance with the model structure of the Specification III model.

This experimentation could include trials made that examine the manner 

by which the residual mean, m, is updated (Equation 3.13 is one possible 

implementation). Also, even though the model estimation work already 

done on the Specification III Hourly Predictor has shown fairly strong 

stationarity of the AR(1) parameter, the time-invariance assumption 

could be tested further. If deemed necessary, the Specification III 

predictor could be appended with an estimator of its (possibly time- 

varying) parameters; an approach based on Kalman Filtering was outlined 

during our Task 2 work [3-3].

3.3.6 Use of the Hourly Load Predictor

The purpose of the Hourly Load Predictor (as well as of the 

5-Minute Predictor, which will be discussed in Section 3.3 below) is to 

provide a short-term forecast of the load — so that the dynamic economic 

dispatch of che generation units can (1) reconcile anticipated upcoming 

load changes with the rate limits on dispatched units, and (2) plan the 

movement, from valve-point to valve-point, of any valve-point loaded 

units.
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The process by which che Hourly Load Predictor is used is con­

struct a short-term load prediction is described by the following three 

steps:

1. First-Order Autoregressive Error Model

Recall that a first-order autoregressive time series 

model has been constructed of the error, et, between 

the actual integrated hourly load and WEPCO's forecasted 

integrated hourly load. This is the Specification III 

model discussed earlier.

This time series model for et is then used to predict 

the integrated hourly load via:

7t+kIt-1 Xt+k + 't+k t-1 (3.18)

where ^ c^e Pre<iiction of integrated hourly load

for time t+k, given the observations on actual integrated 

hourly loads through time t-1; Xt+k che WEFCO hourly 

load forecast (which, incidentally considers temperature, 

season, cloud cover,-----); and £_]_ ^-s t^e erTor Pre­

dicted from the error time series model.

2. Ascribe Value of Integrated Hourly Load to Mid-Point of
Each Hour and Interpolate Among These Points

The dynamic dispatch requires a load forecast that is de­

fined for each dispatch interval (every 3-5 minutes) of 

the several-hour future time-horizon. This is achieved 

by (1) ascribing the predicted integrated hourly load 

to the mid-point (half-hour) of each hour, and then (2) in­

terpolating among these points. The process is sketched 

in Figure 3.8, below:
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LOAD LOAD

PREDICTION

HORIZON

actual
load

HALF-HOUR
POINTS

> HOURS

t-2 t-1 t t+i t+2

PREDICTION

HORIZON

WEPCO
FORECAST

PREDICT VIA
TIKE-SERIES

ACTUAL MODEL

HOURS. . .t-2

(a) Prediction of Integrated (b) Ascribe Value to Kid-Point
Hourly Load of Each Hour

LOAD

PREDICTION

HORIZON

INTERPOLATION

HOURS

t t+1 t+2. . .t-1

(c) Interpolate Among Ascribed Load Points

FIGURE 3.S HOURLY LOAD PREDICTION PROCEDURE FOR
DYNAMIC DISPATCH
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The interpolation among the predicted load points is done 

via spline interpolation techniques. A standard spline 

interpolation method has been adapted to this application 

[3-4]. The load values, obtained by evaluating the 

spline interpolation at 5-minute intervals, would be the 

predicted load inputs to the dynamic dispatch algorithm.

Update The Prediction Each Hour — "Moving Window" Prediction

Since a new observation of actual integrated hourly load 

becomes available once each hour, the prediction procedure 

outlined in steps 1 and 2 above is repeated each hour and 

an update to the dynamic dispatch is then made.

Thus the prediction (obtained via the first-order auto­

regressive model and the spline interpolation) would be 

updated each hour, as depicted in Figure 3.9.

LOAD
FORECAST

: update 2 hours later

X: update one hour later 
start of a prediction

FIGURE 3.9 MOVING-WINDOW LOAD PREDICTION FOR 
DYNAMIC DISPATCH



3.4 THE 5-MINUTE PREDICTOR: ITS EVOLUTION

3.4.1 Specification of the 5-Minuce Predictor

The formulation of a general model for a 5-Minute Predictor 

follows basically the same arguments as those for the Hourly Predictor 

(see Section 3.1.1). The only difference being in the time scale and 

forecast horizon; i.e., replace t by T to indicate time in units of 
5-minutes instead of hours. The resulting predictor is then given by:

yT+kIT XT+k + eT+kIT

where

(3.19)

y

X
T

T

eT

actual instantaneous system load at time T
some forecast of actual instantaneous load at time T 
(derived from X ); ^ particular, the spline inter­
polation deriveS from the Hourly Predictor Execution.

error between actual load and forecasted load

All the known structure, representing all a priori information 

concerning observed cause-and-effect relationships is captured in the 

X' variable. All.the unknown structure, representing all the additional 

information which may be extracted from empirical data, is contained 

in the e^ variable. If systematic (serial correlation, for example) 

variation exists in these error terms then it can be employed to devise 

additional structure which will yield a more accurate forecast. The 

examination of e' is a problem in statistical time series analysis and is 

discussed below.
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Generation of the e' series was carried out in a manner consistent

with the' way in which the predictor would actually be implemented. First 

X' was computed by sampling a cubic spline interpolation on the predictions 

of hourly integrated load when they were fixed at the half-hour of each hour, 

(see Figure 3.8 and accompanying discussion). Next the actual instantaneous 

minute-by-minute load was passed through a simple filter to compensate 

for any aliasing which might arise due to the 5-minute sampling process [3-5]. 

Finally these two sampled series were differenced to obtain e'.

The sample autocorrelation for e' using data for December 7,

1977 appears in Figure 3.10. There is significant serial correlation 

and at least first-order autoregression appears likely. In fact, higher 

orders are called for, but an ARMA(1,0) was initially fit to illustrate 

the use of the autocorrelation diagnostic. Upon estimation the ARMA(1,0) 

model produced the autocorrelation diagnostic. Upon estimation the ARMA(1,0) 

model produced the autocorrelation function of Figure 3.11. There still 

appeared to be significant autocorrelation in the residuals, so an 

ARMA(2,0) model was estimated. Its residuals produced the sample auto­

correlation function of Figure 3.12. The second order model is all that 

is necessary to adequately describe all of the systematic variation in e_.

Similar results were obtained for data taken over March 7, 1978 

and March 8, 1978. The three models are presented below:

1 - 1.537L + 0.5791^ r,t 
(+.057) (+.057)

(3.20)

with m = -8.45 and nc - N(0.22.2) for the December 7, 1977 data.

1 n (3.21)e - m =T 1 - 1.537L + 0.564L2 

C+.058) C+-057)

t

with m = 0.510 and - N(0,14.92) for the March 7, 1978 data. *
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FIGURE 3.10 SAMPLE AUTOCORRELATION FOR 3-MINUTE DATA

FIGURE 3.11 SAMPLE AUTOCORRELATION FOR ARMA(1,0) MODEL of a.
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I I

FIGURE 3.12 SAMPLE AUTOCORRELATION FUNCTION FOR 
AEMA(2,0) MODEL OF e'

i



1
(3.22)- n = -------------------------------------7 nc

1 - 1.474L + 0.551L

with m = 2.34 and H^ ~ N(0,16.86) for the March 1978 data.

3.4.2 Revisions That May be Needed In The Predictor Specifications

As mentioned in subsection 3.3.1, the estimation procedure for

the 5-Minute Predictor started with the generation of the e^ series. This

series was generated by passing 1-minute raw samples of load through a

low pass filter (cutoff frequency at one cycle each 10 minutes or lower

[3-5]) and then subtracting the corresponding spline interpolation values

(of the hourly load predictions) at each 5-minute interval — thus obtaining

the e' series (values each 5-minutes).T

One can see that, by definition of the construction of the ej 

series, the resulting predictor is only capable of predicting the tiltered 

load at 5—minute intervals. But the filtered load will have large tcme 

lag (on the order of 10 minutes) relative to actual load. We became aware 

of this problem during the later stages of the model estimation work on 

the Hourly Predictor and have not addressed the problem yet because 

we only recently completed the Hourly Predictor specification.

The problem can be resolved, so that actual (not lagged) 

load is predicted, as follows:

1. First, the smoothed actual load should be generated

by low-pass filtering the raw 1-minute samples of load 
first forward in time, and then filtering Che forward- 
pass filter outputs backwards in time.
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The net effect of the two filtering operations will be 

to smooth the load, yet without introducing any time lag.

2. Next, the difference between the smoothed time series 

of actual load (time-lag now eliminated) and the spline 

interpolation (from Hourly Predictor) is computed, each 

5-minutes, to generate the e^ time series.

3. The 5-minute predictor is re-estimated using the new 

e^ time series.

4. When the 5-minute predictor is implemented, it will be 

necessary to filter actual load but then to compensate 

the filter output for the filter time lag. A simple 

linear or polynomial extrapolation of past filter outputs 

should suffice to place enough prediction on the filter 

output to compensate for the lag of the filter.

The above revisions to the 5-Minute Predictor estimation pro­

cedure and its implementation are assumed for the WEPCO Implementation 

which is discussed later in Section 3.3.4.

3.4.3 Prediction Error Statistics

As seen from the discussion of the estimation results (Equations 

(3.20) - (3.22)), the estimated prediction error, defined as + one 

standard error for one 5-minute interval is worst-case value found in the 

model estimations):

O = 4.71 MW
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The estimaced forecast error for intervals beyond one step 

ahead requires solution of a second order difference equation [3-5]. 

The prediction error as a function of number of 5-minute steps into 

the future is given in Table 3.6

TABLE 3.6

• ESTIMATED STANDARD ERRORS OF 5-MINUTE LOAD PREDICTOR

NO. OF 5-MINUTE 
INTERVALS AHEAD

STANDARD ERROR
OF PREDICTED LOAD (MW)

1 4.71

2 11.9

3 20.4

4 29.1

5 37.6

(30 min) 6 45.7

7 53.1

8 60.0

9 66.1

10 71.5

11 76.4

Cl hour) 12 80.7 |

Table 3.6 shows the degree to which tne predictor accuracy 

deteriorates with increasing prediction time; the prediction error 

envelope is centered about the spline interpolation curve which has 

been fit to the hourly load predictions — adjusted upward or downward 

by the mean error of the 5-minute predictor.
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3.4.4 WEPCO Implementacion of the 5-Minute Predictor

As discussed in Section 3.3.2, there may be some revisions 

needed to the 5-Minute Load Predictor. As currently estimated, the 

elements of the WEPCO implementation* of the 5-Minute Predictor are:

1. Each minute, a new sample load (at WEPCO this is 

called "1-minute snapshot load") is obtained and 

input to a digital Butterworth filter. The filter 

prevents aliasing when the load data is used to develop 

the 5-minute load predictions. SCI has developed a 

program for Butterworth filter designs that is useful 

here [3-6].

2. Each minute, after the 1-minute load has been filtered, 

the filter output is passed through a simple predictor 

that compensates for the filter lag (see previous dis­

cussion in Section 3.3.2).

3. Every 5th minute (or at whatever interval the dynamic 

economic dispatch is to be updated — but the model 

estimated by SCI is for 5-minute intervals), the residual, 

e^, is computed as:

S = 7t “ XT (3.23)

where

y = current output of the filtered and lag-
compensated actual load

y = the (pre-computed) value of load, at the
present time, as estimated by the spline 
interpolation to the hourly load predictions.

* Robert Bischke imolemented this predictor on the WEPCO Cyber computer 
system in July-August, 1978.



Update a running-average of the mean of the past values 

of e^. A simple exponential averaging method can be used:

m = cte' + (1-a) m (3.24)

where a is a smoothing constant in the range 0 < a < 1.

Subtract the mean, m, from e' to obtain the zero-meanT
variable to which the autoregressive predictor model 

applies:

- m (3.25)

Obtain the zero-mean residual of 5-minutes (one time 

step) ago, e ., and recursively predict values of
l -L

e ,, for an hour of future 5-minute intervals (i.e., T+k
for k = 1,2,3,-----12), using:

eT+k " dleT+k-l + d2aT+k-2 (3.26)

(From Equations (3.20) - (3.22) it is seen that dn 3 1.52 

and d^ = 0.565 are the average parameter values found from 

the model estimation work).

Add the mean, m, back to the predicted values °f aT+k|T 

between actual WEPCO load and the spline interpolation 

values at each of the twelve 5—minute intervals of the next 

hour:

"T+k T = e .. + m T+k

for k = 1,2,3,-----12

(3.27)



8. Use the general model of Equation (3.19) to predict 

the system load at the 5-minute intervals:

(3.28)

for k = 1,2,3,----- 12

where:

predicted secular load at time T+k, in 
megawatts
the spline interpolation (at time T+k) 
of the hourly load predictions
predicted error between actual load and 
the spline interpolation of the hourly 
load predictions

Equations (3.23) - (3.28) are the essential elements of the

implementation of the 5-Minute Predictor. This predictor model had 

already been implemented at WEPCO before we realized that it was essential 

to compensate for the lag introduced by the filtering of the 1-minute 

load "snapshots". Some further work may be necessary to revise the 

estimated model and its implementation, as has been outlined in Section 3.3.2. 

Once these revisions have been made online tests will be conducted at 

WEPCO. We can then experiment with the predictor implementation to obtain 

the best .performance within the estimated model structure. This experi­

mentation could include trials made that examine the manner by which 

the residual mean, m is updated. Also, even though the initial model 

estimation work has shown fairly strong stationerity in the AR(2) parameters 

(.see Equations (3.20) - (3.22)) the time-invariance assumption could be 

tested further. If necessary the 5-Minute Predictor could be appended 

with an estimator of its (possibility time-varying) parameters; the approach 

in [3-3] could be used.
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3.4.5 Use of the 5-Minuta Predictor

The principal use, within the advanced AGC logic, of the 

5-Minute Predictor is to provide frequent updates of the short-tern 

load predictions throughout each hour. These 5-minute updates to the 

short-term load prediction can, in turn, be used to produce updates 

to the dynamic economic dispatch of the generation units. The Hourly 

Load Predictor is updated only once per hour — so that within any given 

hour information on departures of actual load from the (spline inter­

polation of) hourly load prediction cannot affect the control of the 

units unless updates of the load prediction are made throughout the 

hour.

The use of the 5-Minute Predictor is best understood by 

considering the way in which it is planned to implement the dynamic 

economic dispatch. Consider Figure 3.13, which depicts the use of the 

load predictions. The spline interpolation of the hourly load predictions 

provides a nominal load prediction through the current hour, the next 

hour, and possibly for hours beyond the first two. (The spline inter­

polation to the hourly load predictions must, for reasons explained 

later, be defined throughout the current hour and the next). At each 

5-minute time-point within the hour, the 5-Minute Predictor program is 

to be run to produce a refined prediction of the load beyond that 5-minute 

time-point. For instance. Figure 3.13 shows a refinement in the load 

prediction being made at 5-minute time-point A, followed 5 minutes later 

by another refinement at point B. As the figure shows, both load pre­

diction refinements will converge to within m MWs of the spline inter­

polation, where m is the mean error.between actual load and the spline 

interpolation.



The load prediction refinements that are made at 5-minute inter­

vals will be carried forward only 1 hour — as depicted in Figure 3.13.

One reason for not carrying them forward for more than one hour is that 

at the start of the next hour, the Hourly Predictor will be re-run so 

Chat the spline interpolation or nominal load prediction curve will then 

be changed for the next hour and for hours beyond that. Since the spline 

interpolation is an exogenous input to the 5-Minute Predictor, the 5-M.inute 

predictor results for the next hour and beyond will be affected. The 

predictions, made each 5 minutes for a one hour horizon, will "slide" 

along, as the current hour progresses, until the prediction made at the 

55th minute of the current hour spans the entire next hour. The 1-hour 

"sliding" horizon for the 5-Minute Predictor is therefore consistent 

with the minimum two-hour horizon proposed for the spline interpolation 

of the hourly predictions.

It is planned that the load predictions made, each 5-minutes, 

for a 1-hour horizon will be used in an execution (also each 5-minutes) 

of the dynamic economic diaptach program (see Chapter 4). These exe­

cutions, each 5-minutes, of the dynamic economic dispatch will be partial 

in that they will involve a subset of all dispatchable units (possibly 

operator-selected), and will serve to partially update the economic 

dispatch. At the start of each new hour, a full dynamic economic dispatch 

will be performed — among all dispatchable units, and for a time horizon 

that goes at least two hours into the future (corresponding to the 

nominal two-hour spline interpolation of hourly load predictions).

The continuous curves depicted in Figure 3.13 are not actually 

so; they are discrete load values predicted for each 5-minute time—point. 

Accordingly once these discrete load predictions are available from the 

5-Minute Predictor, and the dynamic economic dispatch has been run to 

produce the 5-minute dispatch targets for each input, — an interpola­

tion scheme has to be applied to provide each unit's economic target, in 

real-time. This interpolation process is depicted in Figure 3.14.
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FIGURE 3.13 RELATION BETWEEN HOURLY LOAD PREDICTION
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Unit
Economic

Dynamic Dispatch Values 
Derived from 5-Minute Load 

i Predictor

Interpolation (e.g., linear) 
used to provide unit 
economic target

Time
t+10

FIGURE 3.14 INTERPOLATION BETWEEN DISPATCH VALUES DERIVED FROM 
5-MINUTE LOAD PREDICTIONS

One final point that has been only briefly touched upon above, 

is that special logic must be invoked at the start of each new hour. This 

is due to the fact that the Hourly Predictor is re-run at the start of each 

new hour — thereby creating a new spline interpolation curve that fits 

future hourly load predictions. As depicted in Figure 3.15, this can 

cause the spline interpolation to be discontinuous at the hour boundary.

This continuity requires that the 5-Minute Predictor be reinitialized at 

the start of each hour. That is, the initial error states, e(__1 and It_2 

of the AR(2) 5-Minute Predictor would both be reset to zero. If the mean 

error between actual load and the spline interpolation curve had the 

value m prior to the reinitialization, and if the discontinuity in the 

spline interpolation was AL megawatts (see Figure 3.15), then the mean 

error, m, should be reset to:

m = m - AL (3.29)

Chapter 4 will discuss the interface between the load predictors 

and the dynamic economic dispatch further.
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> TIME

FIGURE 3. 15 SPLINE UPDATE AT EACH NEW HOUR
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DYNAMIC ECONOMIC DISPATCH

4.1 INTRODUCTION

The basic purpose of the economic dispatch function is to schedule 

the outputs of the on-line power generators serving a particular area so 

as to meet the net area load at least cost. The state-of-the-art in 

methods for economic dispatch is that "static" optimization techniques, 

such as the equal-incremental-cost method, are used to solve the economic 

load allocation problem. These techniques are "static" in that they do 

not use, as input load data, anything more than the estimated current 

load. They do not "look ahead" over the future time horizon, using 

predicted load trends (.say, of 1-2 hours ahead) to determine the economic 

allocation of generation to the load. Such predictive or "look ahead" 

capability on the economic dispatch would be beneficial for several 

reasons: •

• The use of predicted load in the economic dispatch would 
compensate some of the lag that occurs in the generation 
response with state-of-the-art economic dispatch. Much of 
this lag is due to the fact that a static dispatch, having 
no "look ahead" capability, cannot foresee that the present 
loading of units can affect the total generation rate-of- 
response capability at a future time. In order to fully 
utilize the sustained response capability of units, manual 
prescheduling of units is necessary. A "dynamic" economic 
dispatch, which determines the economic allocation of 
generation with knowledge of both the present and future 
load could lessen these problems.

• The potential benefits of valve-point loading cannot be 
obtained without having load prediction capability, and 
using it to dynamically dispatch generation (some units 
being dispatched to valve-points). As discussed in [4-1], 
one basic requirement for successful implementation of valve- 
point loading is that the amount of regulating capacity 
necessary to take up the difference between block-loaded 
generation and actual load is a function, among other 
things, of the amount of time required to pick up or drop
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one or more blocks of generation. Furthermore, some minimum 
amount of time, say 10 minutes, must be provided during 
which a unit remains at a given valve position without a 
reversal of load, otherwise the economic benefit of the 
valve-point loading will not be achieved. These considera­
tions mean that successful valve point loading requires 
foreknowledge of the load trend.

The first area of potential benefit (elimination of lag) discussed 

above was analyzed earlier in the project for some WEPCO load situations 

[4-2], [4-3]. In [4-2] it was concluded that in periods of rapid load 

change and large load magnitude, the static WEPCO automatic dispatch 

logic tends to load most units to maximum output — leaving insufficient 

rate-of-response among the remaining units to follow load in a statically- 

optimum economic sense. Additionally, it was postulated that, in actual 

WEPCO operation, better (than by static dispatch) load following results 

would probably be obtained via manual dispatch actions. It was postula­

ted that the dispatcher probably manually ramp units so that they reach 

future target values and follow the load ramping. Reference [4-2] never 

did analyze actual dispatcher actions. Accordingly, that study was updated 

by [4-3] to show how the dispatcher actually handled an a.m. pickup scenario. 

These analyses, although they were limited in scope, gave credence to the 

usefulness of a dynamic economic dispatch. The succeeding sections of this 

chapter discuss a dynamic economic dispatch algorithm that has been develop­

ed and tested in the project.

4.2 DYNAMIC ECONOMIC DISPATCH ALGORITHM

4.2.1 Previous Work On Optimal Dynamic Dispatch

The subject of optimal dynamic dispatch of thermal units has not 

previously received a significant amount of attention. More attention has 

been devoted to the related problem of combined scheduling of hydro and
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Chennai units. Some of che cechniques which have been applied to this 

lacter problem are also applicable to opcimal dynamic dispacch of chermal 

unics. The opcimal dynamic dispacch of chermal units was originally 

described in Reference [4-4] which is one of che few available on chis 

subject. In chis reference, economic load allocation and supplementary 

control action were combined into a single dynamic optimal control 

problem. An optimal feedback controller was designed using Pontryagin's 

Maximum Principle. The procedure was limited to a two-generator system 

due to computational problems in storing complex switching surfaces for 

greater numbers.

A multi-pass dynamic programming approach to the dynamic economic 

dispatch problem was taken in Reference [4-5], Optimal trajectories were 

generated for up to five dispatched units. Valve-point loading was 

considered. Basically, the approach employed "coarse-grid, fine-grid" 

methods to reduce the dimensionality problems usually associated with 

dynamic programming.

4.2.2 Mathematical Statement of the Problem

The optimal dynamic dispatch problem is that of allocating 

generation from n "dispatchable" units so that operating constraints are 

satisfied and the production costs are minimized. It is assumed that a 

load prediction is available over the entire dispatch horizon (of two or 

more hours). Furthermore it is assumed that the predicted load is 

specified at uniform discrete time intervals (say, of 5 minutes) indexed 

as t = 0,1,2,...T. Since (a) not all units will be on AGC and, (b) the 

area generation requirement must be adjusted for the net scheduled inter 

change — it is assumed that the load prediction, the manually operated 

generation's output, and planned tie schedules have been combined to 

obtain the net generation requirement for all units on AGC over the time 

horizon t = 0,1,2,...,T. With these preliminaries, a statement of the 

optimal dynamic dispatch problem is contained in the discussiort below.
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The net generation requirement is to he met at each time instant 

by the sum of the outputs of the generators being scheduled. Formally,

n
£ x,(t) = NETG(t) (4.1)
i-l

t = 0,1,...,T

where

x^(t) = output of ith generator at time t

n = number of generating units scheduled

T = number of time intervals in scheduling intervals

The output of each generator can be changed directly. Formally,

x.(t+l) = x.(t) + u.(t) (4.2)i i i

where

u^(t) = change in output of ith generator over time interval t.

These changes are bounded through the equations

ULi <_ ui(t) <_ RUi (4.3)

where

RU. = maximum increase in output of generator i over one
time interval

RL. = maximum decrease in output of generator i over one
time interval



Finally, the cost of operating each generator over the scheduling 

interval can be expressed as

T
J1 = E MMO) (4.4)

c=l

where

J• = total cost of operating generator i over the scheduling
interval

fiOCiCt)) = cost of operating generator i at output x.(t) over 
time interval t

The problem can then be written as follows: given a set of 

generators with initial outputs x^(0), find a set of changes to output 

u^(t). t = 0,1,...,T-l such chat total cost J, where

n n T
j - Z j- = Z £ f,(x.(c)) (4.5)

i=l i=l t-l

is minimized, subject to the system dynamic equation 

xi(t+l) = xi(t) + ui(c),

and the constraint on change in generator outputs (4.3) and the constraint 

than the net system load must be met at each time instant

n
£ x (t) = NETG(t) 
i=l

As previously discussed in Section 3.3.5 of this report, it is 

planned to perform a dynamic dispatch each 5 minutes. The first dynamic 

dispatch of each hour will involve all dispatchable units and the time 

horizon for this dispatch will be at least two hours into the future.

At intermediate 5-minute points between the starts of successive hours, 

the dynamic economic dispatch will be "partial" in that it will_ involve 

a subset of all dispatchable units — and over a 1-hour horizon. The 
partial dispatch serves to partially update the dynamic economic dispatch 

throughout an hour.
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Besides being executed, in full (i.e., all dispatchable units), 

at the start of each hour, the dynamic economic dispatch will also be 

executed, in full, with any change in the availability of or operating 

limits of a dispatchable unit. Such changes include loss of a unit, change 

in the (sustained) rate limit(s) of a unit, or (unplanned) change in status 

of a unit (say from automatic to manual mode of operation).

4.2.3 Successive Approximations Dynamic Programming Algorithm

An algorithm for dispatching generation to (predicted) load 

over a given time-horizon has been developed that uses the dynamic pro­

gramming successive approximation technique [4-6]. Normally, this 

technique involves solving a sequence of dynamic programming problems, 

each having one state variable. For the reasons given below, the 

usual approach has been modified to entail solving a sequence of dynamic 

programming problems, each having two state variables.

If load must be met exactly at each time in the dispatch horizon 

then it is not possible to allow independent variation of the output of 

a single generator. One means of overcoming this difficulty would be to 

vary one unit's output while all the remaining units are constrained to 

move at equal incremental cost within an allowable band constructed 

about their current trajectories. Yet another, and simpler approach, is 

to allow one unit's output to be varied while a second unit's output is 

simultaneously adjusted so that the load constraint is satisfied. In the 

state space, this constrains the successive approximation searches to lie 

along the lines depicted in Figure 4.1.

In this pairing approach, various pairing schemes can be applied 

among the set of dispatchable units. These are discussed in later sections.
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k X,

X1 = Output of 1st unit 

X2 = Output of 2nd unit

i ch= Net generation requirement, < stage

FIGURE 4.1 PAIRING OF UNITS IN SUCCESSIVE APPROXIMATIONS 
DYNAMIC PROGRAMMING
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The basic idea of che successive approximations technique is to 

break the large problem of Equations (4.1) - (4.5) containing many 

control variables (the change in generation variables, u.(t)) into a 

number of subproblems that each contain only one control variable. By 

considering the generation units in pairs, each subproblem has only 

one control variable and only one state variable. Since the computational 

requirements of dynamic programming increase exponentially with the 

number of state variables, there is a large reduction in the computational 

difficulty. Accordingly, although dynamic programming would be infeasible, 

if applied straightforwardly to the dynamic economic dispatch problem — 

it becomes quite feasible if applied iteratively to one pair of units at 

a time.

The dynamic programming successive approximations (DPSA) algorithm 

that has been developed for problem (4.1) - (4.5) is characterized in 

three ways: (1) the iterations or successive approximations are based 

upon pairings of units (an "artificial unit" is included among the units, 

as discussed later), (2) each resulting one-dimensional dynamic program 

is solved by forward dynamic programming, and (3) the special structure 

of the cost function, Equation (4.5), and the dynamics. Equation (4.2), 

yield a simple solution procedure for applying Bellman's Principal of 

Optimality [4-7] at each time-stage of the dynamic program. Each of these 

characteristics is summarized next.

Pairings of Units

General successive approximations dynamic programming requires 

independent variation of each control variable. This cannot be done 

directly in the problem of Equations (4.1) - (4.5) for the reason that 

the net generation requirement is a given input to the problem which 

constrains the units; thus if the trajectories of N-l trajectories are 

fixed, the trajectory of the other unit is also fixed.

I
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However, if each successive approximations iteration considers 

the adjustment of two units' trajectories, with the N-2 other units' 

trajectories being held fixed for the iteration, then Equation (4.1) 

can be used to reduce the problem at each iteration to one with a single 

state variable.

Having experimented with a number of pairing schemes, we find that 

no particular scheme results in the best (with respect to convergence 

time) overall computational results. One scheme, that we call a "circular" 

pairing scheme, is described to illustrate how unit pairing is done. With 

this scheme, the units are indexed by i = 1,2,...,N with i = 1 corre­

sponding to the "cheapest" unit and i = N corresponding to the "most 

expensive" unit. The "cheapest" unit is the one whose incremental cost 

curve lies below all other units' incremental cost curves (within the 

MW range of this "cheapest" unit). The next cheapest unit is taken to 

be the one with the next lowest cost curve — and so on. The cirular 

pairing scheme then considers the units in the pairs: 1-2, 2-3, 3-4,..., 

(N-l), N-l — as depicted in Figure 4.2.

increasing
incremental

costs

FIGURE 4.2 CIRCULAR PAIRING SCHEME
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Prior to the application of successive approximations dynamic 

programming to the problem solution, it is necessary to initialize 

the output trajectories of the units over the entire dispatch horizon.

A static dispatch technique (namely, a minimum marginal cost algorithm 

which is discussed in Section 4.3) is used to initialize the unit outputs 

oyer the dispatch horizon. In order to guarantee that the static dispatch 

can initialize the units so that their initial trajectories are feasible 

(meet all constraints), an artifice is used. Namely, an additional fic­

ticious unit, called the "artificial" unit is used in the dispatch. This 

artificial unit has much higher production costs than the other (actual) 

units and has very high rate limits. It is loaded by the static dispatch 

algorithm at time-stages for which the other units cannot satisfy the net 

generation requirement. The articial unit therefore expands the total 

number of units from N to N*(=N+1).

The minimum marginal cost algorithm for initializing unit 

trajectories considers all units together; that is, there is no need for 

it to use successive approximations. Once, however, the initial unit 

trajectories are passed to the DPSA algorithm, the final dynamic dispatch 

is achieved by the successive approximations method with pairing of two units 

at each iteration. In effect, DPSA iteratively attempts to both: (a) un­

load the (expensive) artificial unit — shifting its generation to the 

(cheaper) actual units while obeying rate limits on the units, and (b) shift 

generation, for two units at a time, among the actual units to further 

reduce the total production costs.

The artificial unit is introduced into the pairing scheme (used 

in the DPSA computations) as follows. First, the artificial unit is 

paired with each actual unit in succession. Secondly, a set of "circular1 

pairings among all units is conducted. These two types of pairing schemes 

ogether comprise what we call a "single DPSA iteration". This iteration 

is depicted in Figure 4.3.
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Pairing of 
artificial 
unit with 
other units

Single DPSA 
Iteration

FIGURE 4.3
PAIRING SCHEME FOR A SINGLE DPSA ITERATION
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As the circular pairing portion (bottom of Figure 4.3) of each 

DPSA iteration is being conducted, an attempt is made to unload (at 

least some) of the artificial unit onto each pair of actual units. The 

trajectories (obtained by dynamic programming) of each pair of actual units 

and the trajectory of the artificial unit are examined, one time-stage 

at a time, and possible shifts of generation from the artificial unit 

to the two other units are identified. Such shifts must violate 

neither the rate limits nor the dispatch limits of the two units.

Figure 4.4 depicts a possible shift of 2 MW between the artificial 

unit and a pair of actual units.

TIME
STAGE

1

2

3

T-l

T

Rate Limits

R. = 6 
3

MW Loadings on pair 
(from DPSA)

i j
80 160

84 164

88 170

92 176

94 179

96 182

98 183

Disp.

30

40

Artificial
Unit

N*

0

0

0

0

0

0

tch Limits

< x. <110
— i —

< x. < 270
- 3 ~

FIGURE 4.4 EXAMPLE SHIFT OF GENERATION FROM ARTIFICIAL
UNIT TO PAIR OF OTHER UNITS



was

*1

The logic Co unload Che arCificial unic, as depicced in Figure 4.4, 

added co che simple pairing scheme depicced in Figure 4.3 because chac 

scheme ofcen lefc some residual loading on che arCificial unic of a 

few MW, and was blind Co opporcunicies Co maneuver che oucpucs of Cwo 

unics in such a way chac residual generacion on che arCificial unic 

could be absorbed.

A few final commencs concerning che use of che arCificial

unic are:

• Ic guaranCees a feasible solucion from DPSA, even when 
accual load race exceeds area generacion response 
capabilicy (e.g., during a schedule change). In such 
cases, Che amounC of residual generacion on Che 
arCificial unic corresponds co che drawing of power 
over che cie lines.

• Ic admics Che possibilicy of adjuscing che producCion 
coses on Che arCificial unic co obcain eicher rigid 
macching of generacion co load or an approximace 
macching of generacion co load chac perhaps caxes che 
race-of-response limics of che unics less.

Forward Dynamic Programming

As each pair of unics is encouncered in che pairing scheme 

depicced in Figure 4.3, a single scace-variable/single concrol variable 

dynamic program is solved co decermine che opcimum dynamic dispacch for 

che pair, wich che loadings on che ocher unics held fixed. Ac che cime 

chac che dynamic economic dispacch is compuced, che current ouCputs of 

Che unics are known. Accordingly, che dynamic programming proceeds for­

ward in Cime, scarcing from che currenC unic loadings. Thus che algorithm 

iteraces forward in time-scages, using Bellman's Principle of Optimality:

I(x,k) min
u(k-l) fi(x.(k)) + I(x-u, ^.k-l)

where I(x,k) is the minimum cost Co scace x at stage k.

(4.6)
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Equation (4.6) is particularly simple to solve because the unit 

production costs, f^( ), are not functions of the control — but are only 

functions of the unit outputs (more will be said about this below).

Special Structure of Cost Function — And Bellman's Principle of Optimality

At each time-stage, k, of the one state-variable forward dynamic 

program. Bellman's Principle of Optimality (4.6) must be applied to deter­

mine the optimum control (generation change) that will bring the unit to 

an output level, x. Equation (4.6) is solved for the minimizing control 

by fixing the output, x, of the unit at time-stage k. Then all controls 

u(k) that will yield output x at time k, starting from some feasible state 

x, . at the previous time-stage are found. The minimizing control is the 

one that solves Equation (4.6) for feasible

Due to the fact that the production cost functions, fi(x^(k)),

in Equation (4.6) do not depend explicitly on u(k-l) or x(k-l), and also because

x, - u, , = x, ,, Equation (4.6) reduces to: k k-1 £-1’ ^

I (x, k) = ^2 fi(x (k)) + min. Kx^^.k-l) (4.7)
i possible

prior

Vi

Therefore (4.6) and (4.7) is minimized by simply searching among 

the possible prior state levels for the one that has the minimum cost! This 

optimum previous state is saved and the new optimum cost through stage k is 

computed from (4.7).

Furthermore, the prior stage's feasible states, x, ^ that 

correspond to the given value of x^ are found directly from the unit rate 

limits, as depicted in Figure 4.5



"DOWN" RATE

POSSIBLE PRIOR
STATES, X, .k-I

STAGE k-1 STAGE k

GIVEN VALUE OF

" RATE

FIGURE 4.5 PRIOR STAGE FEASIBLE STATES FOUND BY APPLYING
KNOWLEDGE OF RATE LIMITS

In summary Chen, the special structure of che dynamic economic 

dispatch problem has been used to advantage in simplifying the dynamic 

program.

4.3 MINIMUM MARGINAL COST ALGORITHM

As discussed above in Section 4.2.2, che DPSA algorithm requires 

an initial set of low-cost feasible trajectories before che dynamic 

programming successive approximations iterations can proceed. The method 

that has been developed to produce the initial dynamic dispatch of unit 

output trajectories is a minimum marginal cost algorithm. This algorithm 

is a static economic dispatch method. That is, it allocates generation to
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the net generation requirement one time-stage at a time — with no "look 

ahead" to the requirement at future time-stages. Such a static dispatch 

would, in general, generate infeasible trajectories because lack of look 

ahead capability would cause the units' rate-of-response to be misallocated 

in favor of incremental economics. However, with the addition of an 

expensive, fast, artificial unit to the set of dispatchable units — this 

potential problem is resolved. The use of the artificial unit guarantees 

that feasible trajectories will be generated.

Figure 4.6 illustrates how the minimum marginal cost algorithm 

functions. The principal steps in the algorithm (executed once for each 

time-stage in the dynamic dispatch horizon) are:

1. The rate limits (in both up and down directions) on each 

unit determine the number of generation increments by 

which the unit output can be raised/lowered from its last 

output value. These become the candidate increments avail­

able on each unit. The candidate increments for the 

artificial unit are its entire output range.

2. Before determining which of the available generation 

increments will be used on each unit, the algoritnm assumes 

that each unit starts from the lowest output level within 

its current range of increments.

3. The candidate increments among all units are placed in 

a list called the "candidate list". 4

4. The increments on the candidate list are ranked by their 

cost into a ranking array.



GENERATION
REQUIREMENT

SOLUTION
LIST

RANKING
ARRAY

CANDIDATE
LIST UNIT It OF 

MOST
EXPENSIVE
INCREMENT

RANK

INCREMENTS
# INCREMENTS 
TAKEN ON 
EACH UNIT

UNIT /> OF
CHEAPEST
INCREMENT

COST OF EACH 
AVAILABLE INCREMENT

UNIT OUTPUT

DISPATCH
INTERVAL

CANDIDATE 
INCREMENTS 

EACH UNIT

RATE LIMITSLAST LOADING

FIGURE 4.6 MINIMUM MARGINAL COST ALGORITHM -

J
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5. The increments are chosen one-by-one until the total 

generation requirement for the time-stage is met. Incre­

ments are chosen in the order of increasing cost under the 

further condition that a new increment may not be allocated 

to a unit unless all other increments between the low

end of the available increments and the new increment 

have already been allocated. As increments are thus 

chosen from the ranking array, they are placed on a 

"solution list".

6. The solution list gives the new economic dispatch results 

for the units. The new unit loadings become the last 

output values considered again (in Step 1) at the next 

time-s tage.

7. Steps 1-6 are repeated successively for the later time- 

stages in the dispatch horizon.

4.4 VALVE POINT LOADING

Both the successive approximations dynamic programming algorithm 

(DPSA) and the minimum marginal cost algorithm (MINMAR) have been adapted 

to also handle valve point loading of units. The algorithms themselves 

needed no modification for this function; valve-point loading is accom­

plished via the representation of the valve points in both the unit 

incremental production cost functions (used by MINMAR) and the unit 

production cost functions (used by DPSA).

Recall that MINMAR serves to initialize the unit output 

trajectories for the DPSA executions. Accordingly, we felt that an 

approximate representation of the unit incremental cost functions that 

reflected the desirability of operating units at their valve points was 

justified even though the approximations could be quite crude. Figure

4.7 depicts the approximation made. This figure shows that a step
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INCREMENTAL
COST

ACTUAL

APPROXIMATION

VALVE POINTS

FIGURE 4.7 APPROXIMATION OF INCREMENTAL COST FUNCTION
FOR MINMAR VALVE-POINT LOADING

approximation is made to the actual incremental cost. The step approxi­

mation is equal to the (estimated) average incremental cost between each 

pair of valve points. The approximation tends to hold a unit at a valve 

point until the incremental cost of generation on ocher units (as they 

pick up additional load) becomes equal to the incremental cost of the 

valve-point-loaded unit at its next valve point. At that point, the 

valve-point-loaded unit will move toward its next valve-point (in a load- 

rise period). Obviously this is only a crude approximation — and the 

fact that the incremental cost representation does not have the sharp 

increases of the actual incremental cost curves may yield MINMAR solu­

tions chat have the unit away from valve-points for long periods. How­

ever, further DPSA iterations provide che mechanism for improving the 

solution.



When DPSA dispatches valve-point loaded units, it considers 

the unit.cost function to have incremental cost discontinuities, as 

depicted in Figure 4.8, at the valve points. This representation is 

consistent with that of the actual incremental cost (Figure 4.7).

PRODUCTION
COST

FIGURE 4.8 APPROXIMATION OF PRODUCTION COST FUNCTION
FOR DPSA VALVE-POINT LOADING

Preliminary computational results for valve-point loading 

with DPSA and MINMAR are presented in Section 4.5.3.
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KEY RESULTS4.5

Presented in this section are results of studies done with 

the batch mode program, DPSA, applied on WEPCO units assuming all WEPCO 

units are to be dispatched except the base generation units, such as 

Point Beach units, Lakeside units and hydro units. The first page of 

the batch mode program lists all these unit data. (See Figure 4.9.)

The contents of the figure are:

1st column Unit number

2nd column Rate limit in MW/MIN

3rd column A*

4 th column B*

5 th column C*

6 th column Upper economic limit

7th column Lower economic limit

8th column Initial generation "

* A, B, C are coefficients of the cost function, when it is
represented as a quadratic equation of unit generation, i.e.,

COST = A* (MW) 2 + B* (MW) -h C

There are 15 generating units and one artificial unit to be dispatched.

All 16 units are ordered in the order of their incremental costs. They are

Unit 1 0.C.6

Unit 2 0.C.5

Unit 3 0.C.3

Unit 4 0.C.7

Unit 5 0.C.3

Unit 6 0.C.2

Unit 7 0.C.4

Unit 8 0.C.1
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rul/MIH
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FIGURE A.9 PRINTOUT OF ALL UNIT DATA



Unit 9 P.W.5

Unit 10 P.W.3

Unit 11 P.W.4

Unit 12 P.W.l

Unit 13 P.W.2

Unit 14 V. 2

Unit 15 V.l

Unit 16 Artificial Unit

Before any results are presented, it is necessary to explain 

the output format of the program, because some results will be presented 

merely in the form of computer outputs in later sections. The output 

format for both MINMAR and DPSA are identical and shown in Figure 4.10. 

The contents of the figure are:

FIRST LINE

First Column

Second Column

Third through 
Twelfth Columns

Stage Number

Net Generation Requirement (MW)

Dispatched Generations for each unit. 
When there are more than ten units, 
more than one line may be used (MW)

SECOND LINE

First Column

Second Column

Third through 
Twelfth Column

Total Optimum Cost up to the 
corresponding stage (dollars)

Net Generation (MW)

Incremental cost of each unit at its 
dispatched output. When there are more 
than ten units, more than one line may 
be used. ($/MWH)

The first and second lines explained above will be repeated as many 

times as the number of stages.
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4.5.1 Demonstration of Look Ahead Ability of DPSA As Opposed to
Stage-Wise MINMAR Dispatch

In general, the most rapid change in load can be seen during 

the early morning pickup of a typical peak summer day. Also, because 

of the high peak load in the early afternoon period, a quite large 

schedule import often occurs. Throughout such a load scenario, the 

base generations, such as outputs from Point Beach units. Lakeside 

units and hydro units, remain unchanged. Case 1 of Figure 4.11 indicates 

the portion of load to be dispatched for such an early summer morning 

pickup which is obtained by subtracting the base generations from the load 

during the period. The summer morning load data used here was obtained 

by interpolating the actual hourly integrated WEPCO load for the peak 

1977 summer day. Also seen on the same figure is a case with a schedule 

change. A large schedule import was suggested by WEPCO to make the 

load scenario correspond to large changes in generation requirement 

that sometime occur at WEPCO. Hera, a 325 MW schedule is to be 

imported during the 10 minute interval between 5 minutes before and 

5 minutes after 7:00 a.m.

Figure 4.12 and 4.13 show optimal economic dispatching of 

generating units for Case 1 using MINMAR and DPSA respectively. Since 

there was no rate limit violation that occurred in the stage-wise MINMAR 

economic dispatching of actual units only, the two figures theoretically 

should look identical. The two figures exhibit slight differences in 

the overall trajectories of some units, however, the total costs of both 

methods are the same. For instance, in stage 4, i.e., four 5-minute 

intervals into the dispatch horizon, the MINMAR and DPSA results for 

units 2 and 4 differ by 1 MW. There are numerous such 1 MW differences 

throughout the dispatch horizon. Yet these differences lead to no 

cost differences between the MINMAR and DPSA solutions, neither at 

individual stages nor for the entire dispatch horizon.
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This fact indicates that depending on the discretization of both MW out­

puts and cost curves in the program, there may exist multiple optimum 

trajectories within the tolerance.

Figure 4.14 and 4.15 are optimal economic dispatching of 

generating units for Case 2 using MINMAR and DPSA respectively. Here, 

we notice that on Figure 4.14, the artificial unit is dispatched 

at 12th and 13th stage. The negative output dispatch of the artificial 

unit indicates that the load was decreasing at the higher rate than 

the stage-wise dispatch can handle. Even though the aggregate rate 

limit of actual units can follow the sudden schedule change, the 

stage-wise dispatching approach of MINMAR could not yield a dispatch 

without using the artificial unit. The reason for this is that Units 9 

through 15 had been operated at their lower economic limits during the 

previous stages and therefore could not contribute to meeting the sudden 

decrease in the load without the look ahead capability. However, using 

the trajectories given in Figure 4.14 as the initial trajectories, DPSA 

is able to remove the output of the artificial unit and reallocate it 

to the actual units (see Figure 4.15). Also to be noted on the same 

figure is that Units 9 and 10 generate more output at the 10th and 11th 

stages than in the stage-wise dispatch of MINMAR which is compensated for 

by slight drops in the outputs of Units 2, 3, 5-8. Even though the total 

units' output at these stages exactly meets the net generation require­

ment, the rate of response capability for later time stages has been 

increased by moving Units 9 and 10 up from their minimum outputs. This 

extra generation of Units 9 and 10 at Stages 10 and 11 is later used as 

"reserved" rate of response when there is a sudden decrease in the load. 

This is the look ahead capability of the DPSA method of economic dispatch 

which any stage-wise dispatching scheme does not have.
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4.5.2 Effect of Pairing Choices on the Convergence Behavior

As explained in previous section, in addition to the initial 

trajectories of units, DPSA also needs a specification of the pairings 

between units. Obviously, one way of pairing units for DPSA is to 

pair units in all possible combinations. Even though this pairing scheme 

will yield a true optimal dispatch of all generating units, it will 

require a large number of pairs, that is, n x (n-l)/2 pairs when n units 

are to be dispatched, and thus requires'very long computational time per 

iteration. Other than the all-possible-pairing scheme, we studied three 

simpler pairing schemes. For all schemes described below the units are 

numbered in the order of their incremental costs, i.e., the first unit 

being the cheapest and the n-th unit being the most expensive unit.

For all three schemes, the artificial unit will be introduced into the 

pairing scheme as follows. First, the artificial unit is paired 

with each actual unit in succession. This is done as the first attempt 

to unload the output of the artificial unit into actual units. Secondly, 

the actual units will be paired according to the pairing scheme chosen. 

These two steps together comprises what we call a "single DPSA iteration".

Scheme 1: Circular Pairing

In this scheme, a unit is paired with' the next cheapest unit.

In other words, Unit 1 is paired with Unit 2, then Unit 2 with Unit 3, 

and when nth unit is paired with Unit 1, it will complete a circle.

Using 15 units, an example of this pairing is shown in Figure 4.16.
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14
15 1

Pair 1 1 and 2 Pair 9 9 and 10
Pair 2 2 and 3 Pair 10 10 and 11
Pair 3 3 and 4 Pair 11 11 and 12
Pair 4 4 and 5 Pair 12 12 and 13
Pair 5 5 and 6 Pair 13 13 and 14
Pair 6 6 and 7 Pair 14 14 and 15
Pair 7 7 and 8 Pair 15 15 and 1
Pair 8 8 and 9

FIGURE 4.16 CIRCULAR PAIRING OF 15 UNITS



Scheme 2: Spiral Pairing

In this scheme, the cheapest unit will be paired with the 

most expensive unit, at first. Then the most expensive unit will be 

paired with the second cheapest unit, then, the second cheapest unit 

with the second most expensive unit, and so forth. Using 15 units, 

an example is shown in Figure 4.17.

Pair 1 1 and 15 Pair 9 5 and 11
Pair 2 15 and 2 Pair 10 11 and 6
Pair 3 2 and 14 Pair 11 6 and 10
Pair 4 14 and 3 Pair 12 10 and 7
Pair 5 3 and 13 Pair 13 7 and 9
Pair 6 13 and 4 Pair 14 9 and 8
Pair 7 4 and 12 Pair 15 8 and 1
Pair 8 12 and 5

FIGURE 4.17 SPIRAL PAIRING OF 15 UNITS
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Scheme 3:

fT

This scheme is about midway between the two schemes previously 

explained. Each pair contains two units which are very similar nor 

which are drastically different in cost. All pairs in this scheme 

contain approximately the same difference in cost between the paired 

units. See Figure 4.18

Pair 1 
Pair 2 
Pair 3 
Pair 4 
Pair 5 
Pair 6 
Pair 7 
Pair 8

1 and 9 Pair 9 5 and 13
9 and 2 Pair 10 13 and 6
2 and 10 Pair 11 6 and 14
10 and 3 Pair 12 14 and 7
3 and 11 Pair 13 7 and 15
11 and 4 Pair 14 15 -and 8
4 and 12 Pair 15 8 and 1
12 and 5

FIGURE 4.18 ILLUSTRATION OF PAIRING SCHEME 3
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- To study the convergence behavior of each pairing scheme, the 

initial trajectories of units should be consistent for all schemes.

This is done by dispatching units initially through the MINHAR method. 

Case 2 is used for the load to be dispatched in our study. Then, the 

all-possible-pairing scheme is first used to find the true optimal 

trajectories of units and the true optimal total cost. The true 

optimal cost becomes a reference against which the three pairing 

schemes are compared.

Each of the three different pairing schemes are used, one 

at a time, in conjunction with DPSA dispatch method. Figure 4.19 

through 4.23. are results from these runs. To see the convergence 

behavior more clearly, total cost versus CPU time for all pairing 

schemes are plotted together on Figure 4.24. The Pairing Scheme 1 

yielded the closest optimum cost of $15,239 versus $15,238 of all 

pairing schemes, and Scheme 3 yielded the fastest convergence. However, 

as shown in Figure 4.24, the differences between different pairing 

schemes are quite minimal. Having experimented with the above three 

pairing schemes, we concluded that no particular scheme results in the 

best overall computational results.
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4.5.3 Valve Point Loading

Figure 4.25 is a typical saw tooth incremental cost curve of 

a valve point loaded unit. Rather than a slight curvature, a straight 

line is assumed as an approximation for incremental costs between two 

valve points. Then as shown in the same figure, the step approxima­

tion is made to the incremental cost curve to be used in conjunction 

with the MINMAR algorithm. This approximation tends to hold the units' 

output at a valve point until the incremental cost of other units become 

greater than the incremental cost of the valve-point-loaded unit at its 

next valve point. At that point, the output of the valve point unit 

will move towards its next valve point. However, the DPSA scheme does 

not require any approximation. Figure 4.26 represents the cost curve 

which is obtained by integrating the saw tooth incremental cost curve 

of Figure 4.25

Unit No. 5, Oak Creek Unit 3, was assumed to be valve point 

loaded, with the valve points being at 30, 60, 90 and 114 MW. With 

these assumptions, both Case 1 and Case 2 were dispatched using both 

MINMAR and DPSA methods. Figure 4.27 through 4.30 are the results obtained 

In all figures, one thing in common can be noticed easily. That is, the 

output of Unit 5 generally remains at a valve point as long as possible, 

however, when it moves to the next valve point, it moves at its full 

rate limit. To show this effect. Figure 4.31 and Figure 4.32 is prepared 

using the DPSA result of both Case 1 and Case 2. These figures compare 

the dispatched output of the valve point loaded unit and the dispatched 

output of the same unit when it is not valve point loaded. The cost curve 

of the same unit for when it is not valve-point-loaded is shown in Figure 4 

Another thing to be noticed here is the difference and the similarity 

between Figure 4.27 and 4.28, which are the dispatch output of generating 

units for Case 1 from MINMAR and DPSA dispatch schemes respectively. These 

figures show quite different trajectories of Unit 5, and of other units 

correspondingly. However, the total costs from both schemes differ only 

by two dollars.
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4.6 COMPUTATIONAL REQUIREMENTS

From the computational experience of executing the batch 

mode program on UNIVAC 1108, the following chart is obtained. The 

computational requirements will vary according to the array sizes which 

are determined by the number of units to be dispatched, the time 

horizon and the dispatch interval, the upper and lower bounds of 

economic generating limits of all units and the discretization size 

of the generation. The chart is obtained for the following conditions:

• Number of Units 16

0.C.1 through 8, P.W.l through 5, and Valley 1 and 2

• Number of Stages 16

Time started 
Time ended 
Time interval

6:00 a.m. 
7:20 a.m. 
5 minutes

• Number of discretizations

Upper Bound of 
Economic Generation

Lower Bound of 
Economic Generation

Discretization size

Actual number of 
Discretizations needed

360

285 MW of 0.C.8

-50 MW of artificial unit

1 MW 

335

• Number of pairs 30

All three pairing schemes explained in the previous
section consist of 30 pairs





MINMAR DPSA COMBINED

CORE
REQUIREMENT 16.44 K 29.13 K 34.89 K

COMPUTATIONAL
TIME
REQUIREMENT

5.89
0.8

per pair per 
iteration

53.89*

* On average, it took two iterations to- converge within the cost 
tolerance of $1

FIGURE 4.33 COMPUTATIONAL REQUIREMENT CHART



4.7 IMPACT OF CYBER FAILURE

The short-term load prediction, DPSA and MINMAR algorithms will 

be executed on the WEPCO CYBER computer, which is the background processor 

to the CDC 1700 foreground processor. The CDC 1700 issues raise/lower 

pulses to the units and performs the real-time functions of the AGC.

Should the CYBER computer be subject to an outage, the AGC must continue 

to be performed by the CDC 1700. Accordingly, it is necessary to ensure 

that when the short-term load forecast and the dynamic economic dispatch 

cannot be done — that at least a static economic dispatch can be per­

formed on the CDC 1700. For these reasons, an abbreviated version of 

MINMAR will also be resident on the CDC 1700, for use when the CYBER is 

down. In this event, this version of MINMAR will be executed once each 

dispatch interval (tentatively each 5 minutes) to dispatch generation to 

the current estimate of the net generation requirement. This algorithm 

will be nearly identical to that discussed in Section 4.3; the principal 

difference will be that the data base will not provide for a multiple 

time-stages in the dispatch horizon and the program will not iterate over 

multiple time-steps. WEPCO has, in fact, recently coded such a minimum 

marginal cost algorithm. It is in use on the CDC 1700 for both economic 

dispatch computations and for power interchange buy-sell decisions.
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5. COORDINATING CONTROLLER

5.1 INTRODUCTION

The three major functions in the advanced AGC software package 

which is being developed are short-term load prediction, dynamic optimal 

dispatch and load-frequency control (LFC). In this chapter the LFC 

problem is defined and two major components of the prototype LFC structure 

are identified: the area coordinating controller and the individual 

unit controllers. The development and preliminary evaluation of the 

coordinating controller constitutes the major topic of this chapter 

while the unit controller design is reported in the succeeding chapter, 

6.0.

5.1.1 Conventional AGC Structure

Four basic objectives of power system operation during normal 

operating conditions can be associated with automatic generation control:

1. Matching total system generation to total system load

2. Regulating system electrical frequency error to zero

< 3. Distributing system generation amongst control areas so

that net area tie flows match net area tie flow schedules

4. Distributing area generation amongst area generation sources 

so that area operating costs are minimized

The first objective is conventionally associated with system 

primary or governor speed control; turbine speed governors respond pro­

portionally to local frequency deviations and normally bring the rate- 

of-change of frequency to zero within a time—frame of several seconds.
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The latter three objectives are accomplished by supplementary controls 

directed from area control cencers. The second and third AGC objectives 

are classically associated with the regulation function, or load-fre­

quency control, while the fourth objective is associated with the economic 

dispatch function of automatic generation control. The latter two 

functions typically operate in a time frame from several seconds to 

several minutes.

Introduced nearly 30 years ago, the tie-line bias control 

strategy [5.1] is utilized in most interconnected power systems to 

accomplish the regulation function of AGC. In this approach the second 

and third objectives are combined and each area attempts to regulate 

its area control error (ACE) to zero, where

ACE - M - S° + B (f - f°) (5.1)

and

M = net tie flow out of the control area 
S° = scheduled 'tie flow out of the control area

B = area frequency bias constant (positive real)

f = actual frequency
f° » scheduled frequency

A thorough discussion of the various aspects of tie-line bias 

control is provided in [5.1-5.2] and in other AGC literature. Very 

briefly, this strategy provides a steady-state target according to which 

each area meets its own load during normal conditions in the interconnection, 

contributes to frequency regulation and provides assistance to external 

areas when necessary. Although based on steady-state arguments, .the tie­

line bias control strategy has the important advantage that no inter-area 

communication is required, and it is on this basis that the decentralized 

automatic generation control of interconnected systems has been achieved.
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The performance of conventional AGC has often been unsatisfactory 

however [5.3]. While some significant reasons for poor performance cannot 

be directly attributed to the control structure per se, not enough 

generating units on control for example, others can arise from the nature 

of the basic control algorithms as well as from the diverse data pro­

cessing structures with which they are implemented. An important observa­

tion is that conventional AGC structures do not fully reflect the 

essential tracking nature of the problem. For example some are effec­

tively pure integral controllers whose overall loop gain must be rather 

low to maintain stability. As a result tracking performance is limited, 

particularly during sustained, rapid load changes such as the morning 

load pickup. At such times manual operator intervention is generally 

required in order to maintain ACE within acceptable limits. Evidence 

of sustained fluctuations in frequency caused by inappropriate control 

has been reported [5.4]. In addition, a lack of coordination between 

the AGC regulation and economic dispatch functions can result in con­

flicting requirements on generating units and inefficient control.

5.1.2 Load-Frequency Control

Over the last few years numerous researchers have explored certain 

aspects of the load-frequency control problem in the context of modem 

control theory. One of the earliest studies was that of Fosha and Elgerd 

[5.6]. In employing the linear quadratic regulator theory, they intro­

duced a significantly non-conventional approach which subsequently stimu­

lated both an interest in the dynamic aspects of LFC as well as a lively 

and contructive dialogue between various control theorists and industry 

practitioners. One difficulty in this and other early studies is that 

they emphasized controlling synchronizing oscillations, whereas it is 

generally recognized that they are too fast for supplementary control 

to be either effective or desired [5.4]. Another weakness was recognized 

by Calovic [5.7], who made a clear distinction between the transient and 

steady state response aspects of LFC. A basic operating policy of inter­

connected control areas is that each area should attempt to regulate 

ACE to zero. While' the relative gains applied to net interchange (M-S)
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and frequency deviation by area load-frequency controllers could perhaps 

be adjusted independently in order to obtain a desired transient response 

during normal operating conditions, the tie-line bias control strategy 

sets this relative gain equal to the frequency bias coefficient (B) for 

each area. This strategy thus achieves an implicit coordination between 

areas, which is very important during an abnormal operating condition, by 

essentially defining mutually determined and consistent steady state 

targets for all areas in the interconnection.

In the paper [5.8] the problem of distinguishing dynamic and 

steady state behavior was more fully explored and in addition a third 

major difficulty of earlier optimal regulator designs for LFC was address­

ed, namely the often dominating effect of prime mover energy source 

dynamics on. unit generation response capability. Load-frequency control 

is fundamentally a tracking problem, and in the frequency range of 

interest the response limitations imposed by thermal energy sources must 

be recognized in the LFC design.

Based on these considerations, four basic objectives of LFC 

will be used to define the control problem:

1. The total area generation should be controlled so as to 

track the area load plus schedule. This will be called 

the load tracking objective.

2. The individual unit generations should be controlled 

so as to track the desired unit economic trajectories.

This will be called the economic tracking objective.

3. Load-frequency control should allow the area primary 

response to occur naturally. 4

4. Individual unit response rate limitations must not be 

violated.
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- A natural parallel structure of LFC exists both in the mathe­

matical description of the physical processes involved and in these 

basic objectives, and this structure is exploited by designing in­

dependent controllers for each generating unit and a coordinating 

controller for the control area. The resulting hierarchical control 

structure has important practical (i.e. implementation) advantages, and 

this is one reason that it is generally utilized in conventional LFC 

designs. The centralized component (supremal) of the LFC design, the 

coordinating controller, is of course the subject of this chapter while 

the decentralized components (infimals), the unit controllers, are 

developed in the succeeding chapter. A technical paper was prepared 

for, and presented at, the Sixteenth Annual Allerton Conference on 

Communication, Control and Computing (Allerton House, University of 

Illinois at Urbana-Champaign, October 4-6, 1978) which summarizes the 

basic objectives and structure of both components of the LFC design. 

While it will be published in the Allerton Conference Proceedings, this 

paper is contained in Appendix A of this volume for the convenience 

of those who may find useful the overview which it provides.

5.1.3 Two Coordinating Controller Structures

While the latter two LFC objectives defined previously must 

be considered at the coordinating controller level, they are primarily 

achieved at the individual unit level and the main purpose of the 

coordinating controller is to provide megawatt reference inputs to the 

unit control loops such that the load and economic tracking objectives 

are achieved in a coordinated manner. Two basic design structures have 

been developed for the coordinating controller which correspond to two 

alternative methodologies for the design of robust linear regulators 

which have disturbance rejection properties.

These two categories of available controller synthesis pro­

cedures are roughly distinguished by the fact that one is based on the 

feedback of states of a dynamic system driven by the error vector, and
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the other is based on the feedback of estimates of (possibly artificial) 

disturbance states. The former category includes the robust servo- 

compensator design methodology developed by Davidson [5.10] while the 

latter category includes the methodology which has been developed 

by Kwatny [5.9]. There has been a considerable amount of development 

work in this general area of synthesis procedures for robust linear 

regulators and the above references are excellent examples taken from 

a rather large body of control literature.

In [5.17], Kwatny and Kalnitsky discuss the two major 

categories of the numerous methodologies which have been developed and 

make the interesting observation that the error augmentation and the 

disturbance estimation approaches lead to multivariable compensator

structures which are analogous to the two principal compensator con­

figurations of classical single-input single-output control theory.

The former approach results in a feedback compensation structure of the 

common minor within a major loop configuration while the latter one 

results in a series compensation structure. As a result of this struc­

tural difference, these two design methodologies can in general lead to 

substantially different closed loop response characteristics. Due 

primarily to this fact, two coordinating controllers have been developed, 

with more or less equal emphasis, in order to determine which structure 

is preferable for LFC.

The design which will be referred to as Coordinating Controller 

One (CC1) is based on the error augmentation approach and is developed 

in Section 5.2. Coordinating Controller Two (CC2) is based on the 

disturbance estimation approach and is developed in Section 5.3. In the 

remainder of this section the model used for design purposes is discussed.

5-6



5.1.4 Model

(

The model used for developing the coordinating controller 

structure is a very simple representation of a control area connected 

to an external system. Tie-line synchronizing oscillations have been 

removed because, for the purposes of AGC simulation and design, it is 

reasonable to assume that the interconnection is at a common system 

frequency [5.11]. This assumption is consistent with the observation 

made earlier, that synchronizing oscillations are generally too fast 

for supplementary control to be effective, and roughly implies that 

the model is limited by this assumption to the low frequency range, 

approximately out to .01 hz.

Table 5.1 contains definitions of the variables and parameters 

employed, while a block diagram is given in Figure 5.1. The major 

assumption made in deriving the coordinating controller structure is 

reflected in the unit model employed. The closed-loop system consisting 

of the unit and its unit controller is represented by a unity transfer 

function and thus the model is useful in the very low frequency range 

only. One reason that such a simplistic representation has been used 

is that the coordinating controller does not, as a result, require 

estimates of unit internal state variables. The basic idea here is 

that each unit controller is designed to provide a certain bandwidth 

and tracking capability, which is consistent with the limitations of 

that particular unit, and that the coordinating controller must work 

within that closed-loop bandwidth. Expanding on this idea somewhat, 

suppose that the estimation problem is temporarily ignored and that 

two basic steps in the controller synthesis are identified: first, 

relatively simple compensators are designed to provide desired tracking/ 

disturbance rejection capabilities and are adjoined to the plant (in 

the error augmentation approach this design step is clear, while in 

the disturbance estimation approach this step is practically tied to



TABLE 5.1 

NOMENCLATURE

frequency deviation from nominal

net tie flow deviation from schedule

area electrical load (at prevailing frequency)

area mechanical power at 60 Hz

total'system inertia

local area regulation 53 + ^

external area regulation = + R1

total system regulation ($2 = + ^2^

local area load characteristic

external area load characteristic

local area governor characteristic

external area governor characteristic

frequency bias (positive) constant used in definition of ACE 

area control error, ACE = AIC + BAf 

ith unit generation demand @ 60 Hz

state variable representing frequency under ideal conditions

disturbance term representing frequency error due to imperfect 
knowledge of 3

disturbance term representing external area generation and 
load conditions

disturbance representing local area electrical load at 60 Hz 

disturbance representing rate of change of local area load 

ith unit control variable, rate of change of generation 

local area excess generation at 60 Hz 

external area excess generation at 60 Hz

local area net tie flow schedule
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the observer design although it can be conceptually separated from 

the problem of estimating states of the plant) and second, a feedback 

gain matrix is designed to provide internal stability. The decomposi­

tion of the LFC structure into unit controllers and coordinating 

controllers, as well as the subsequent modeling assumptions employed 

in the latter design, has been motivated by the practical need to 

structure this stabilizing feedback gain matrix so that the resulting 

controller can be implemented at WEPCO. Of course, a centralized 

LFC design obtained from a straightforward application of either multi­

variable synthesis technique will result in full gain matrix. In 

particular, off-diagonal blocks associated with individual unit internal 

state variables will be full, although there is not a strong physical 

reason to expect that such cross-terms are needed for internal stabili­

zation, e.g. a pressure deviation measurement from unit A can not be 

expected to critically affect the ability to stabilize unit B. In the 

context of these multivariable design methodologies, the design of 

individual unit MW control loops based on adequately detailed unit models 

and the design of a coordinating controller based on a simple closed- 

loop unit model, is an effective way to avoid the complexity associated 

with a centralized solution.

5.2 COORDINATING CONTROLLER ONE

5.2.1 General Structure

Coordinating Controller One is based on the error augmentation 

approach mentioned previously and as a result the question of what 

error or errors should be continuously regulated by the LFC algorithm 

immediately arises. Of course the NAPSIC control performance criteria 

are for the most part stated in terms of certain measures on the area 

control error, and the continuous regulation of some function of ACE 

is standard practice during normal system operation. The "function of 

ACE" could for example be obtained using a low pass filter with dead­

band logic or more sophisticated compensation such as that reported by



Ross in '[5.13]. The ACE strategy is theoretically based on primarily 

steady state arguments however and some thought has been given in this 

project to the meaning of ACE as a continuous error, in the context 

of the basic objectives of LFC discussed previously. As a result a 

minor variation of the ACE strategy has been adopted for this coordina­

ting controller design. Before discussing the general structure of 

the controller this variation is developed.

For simplicity at this point, consider the idealized steady 

state relations

GT ^ G° - 1/R^f

but

4 ' ^ + 4^ (5.1)

where:

Now

Gj is total area electrical generation

L^, is total area electrical load 
,o 
'TGl is total area electrical generation at 60 Hz

L° is total area load demand (electrical load at 60 Hz)

ACE = AIC + BAf (5.2)

AIC = M - S° = GT - LT - S° (5.3)

so

ACE = G° - - S° + C-l/14 - + B)Af (5.4)

5-11



)
*r

If we assume for Che sake of argument that Che area frequency bias (B) 

is equal Co the area natural frequency response coefficient (1/RT + ST) 

then we see that ACE is a measure of area electrical generation/area 

load plus schedule mismatch referenced to 60 Hz. Presumably, if the 

relationships (5.1) are replaced with the appropriate dynamic relation­

ships then a "dynamic ACE" can be defined which should be a measure 

of the LFC primary (load) tracking objective identified in Section 5.1.2. 

However, this approach leads (at least) to theoretical problems when 

the LFC problem is carefully formulated due to the fact that the ^ 

electrical generation of a unit is not, strictly speaking, controllable 

from its speed-changer motor input. Because the electric power which 

flows from a unit depends on the current electrical state of the entire 

interconnected power system, defining an area control problem in terms 

of controlling electrical generation is in a sense an ill-posed problem. 

This (current) practice couples the various LFC area controllers through 

their objective functions, which can be seen by expressing AIC in the 

form (synchronizing oscillations have been removed)

AIC
Hex H

H SYS
- lt) - AREA

H (P
SYS EXT " LEXT) (5.5

where P-, (P-,,™) is the total area (system) mechanical power and T EA.1
hsys ~ harea + H^ is the total system inertia. Because of this argument, 

and the fact that mechanical power is actually controlled from the 

governor speed-changer motor input, the load tracking objective of LFC 

is defined In terms of mechanical rather than electrical power for this 

coordinating controller. The difference between the two is simply a 

derivative of frquency term, so the steady state strategy of ACE control 

is. not affected, but this term in ACE is destabilizing and hence it is 

removed by defining

ACEM ^ P° - L° - S° + (B - 1/Rt - 8L)Af 

- ACE + ZH^ • Af (5.6)

as the (mechanical) area control error which is to be regulated to zero
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Numerous results can be obtained which provide insight into the 

effects of the negatively-signed derivative of system frequency term 

in ACE. A very simple but interesting one can be obtained using the 

static relationships (5.1) and comparing the variance of system frequency 

for a two area system for two cases. In each case we let B = 1/R + ST
Li

and assume that each area is able to achieve some ideal but comparable

performance, in each case. Thus in case one each area maintains
r o r.° ,, ... . , o o o- L - S = w while in case two each area maintains P^, - L - S = W,

where, for areas one and two, W1 and W_ are zero mean, independent random
• 2 1 2 Z

variables with variances a. and respectively. Then the variance of
2 1 2 

system frequency, is

S2
(a? + a?) when electrical generation is controlled

12 2-t—5- (a + a ) when mechanical power is controlled ZnB 1 2
(5.7)

Now H is the total system inertia constant and S = 1/R^ + l/R^ + BL1 + 6L2 

is the total system natural frequency characteristic. Comparing the two 

results in (5.7), it is clear that the.variance of system frequency is 

considerably reduced when mechanical power is controlled. The reason for 

this difference is that the derivative of frequency term in ACE effectively 

reduces system frequency damping and is in this sense destabilizing. One 

way to see this is to do some manipulation of the block diagram of a 

simple two area model.

Consider the two area model illustrated in block diagram form 

in Figure 5.2 which shows ACE control and was analyzed, for example, in 

I5.4J. By sliding the derivative of frequency term in ACE through the 

speed—changer motor representation in Figure 5.2, the form illustrated 

in Figure 5.3 is obtained. The point here is that regulating ACE with 

this configuration is equivalent to regulating ACEM but with considerably

dS _
5-13.
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FIGURE 5.3 REARRANGED TWO AREA MODEL - ACE REGULATION 
REDUCES NET FREQUENCY DAMPING



reduced effective governor response characteristic, 1/R^ = 1/R^ - 

for area one, etc. If the control error is taken to be ACEM then this 

reduction does not occur, i.e., 1/R^ =* 1/R^^ as shown in Figure 5.4.

Notice that increasing the gain on ACE, in order to achieve better 

tracking performance for example, further reduces the effective damping. 

This would appear to represent a very significant limitation of the 

simple ACE controller in Figure 5.2 or 5.3.

The practical significance of this distinction between ACE 

and ACEM has not yet been determined, however. It is necessary to perform 

some comparative analyses, using the detailed non-linear AGC simulation 

program developed in Task 1, in order to more thoroughly evaluate some 

of the concepts which have been discussed in this subsection and to 

obtain some meaningful quantitative results. Certainly the relative 

magnitude of the derivative term and the performance of the filter 

designed to estimate mechanical power (Section 5.2.3) are important 

factors. Even if the practical differences are small however, it seems 

fair to conclude that a consistent statement of the load tracking objective 

is to control area 60 hz. mechanical power so as to track area 60 hz 

load plus schedule (note that any value of area frequency bias 3 can 

be easily accommodated in the filter for estimating 60 hz. load, for 

example, with a bias term (B - 1/R^ - S^)Af). In addition to the 

potential performance benefits of this modified ACE strategy, the 

area control problem can be more clearly defined, because the external 

area's accelerating power has been removed from the area control error, 

at the expense of slightly complicating the associated estimation problem.

Having identified ACEM as a consistent measure of the load 

tracking objective, the basic structure of coordinating controller one 

can be illustrated with the block diagram form of Figure 5.5. This control 

structure is based on the model illustrated in Figure 5.1 and, because a 

unity transfer function is used to represent the closed loop system of

“ — 1 n
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each unit in this model, the question immediately arises whether unit 

MW reference inputs or mechanical power outputs (at 60 hz.) should be 

interpreted as the states which are fed back through the gain matrix G.

The former interpretation was illustrated in Figure 5.5 while the 

latter is illustrated in Figure 5.6. Of course both could be fed back, 

through different gains, and while this is the approach employed in 

the recommended design, a discussion of this issue is deferred to 

Section 5.2.4 because some of the results contained therein are use­

ful for investigating this design freedom.

The feedforward of L° + S° shown in the configurations 

of Figures 5.5 and 5.6 is not an immediate consequence of the robust 

servo-compensator design methodology. In fact the regulator design 

step in this approach employs the linear quadratic regulator theory 

for the determination of the feedback gain matrix, i.e., for the matrix 

G shown in these figures excluding the column of feedforward gains. The 

choice of the latter gains, which affect the closed loop response but 

not the absolute stability of the system, represents another design 

freedom which has been exercised in order to improve the load tracking 

performance of the basic servo-compensator.

The Dynamic Economic Dispatch component of the AGC software 

package provides smooth, rate-constrained economic trajectories for 

units in the appropriate control mode(s). These trajectories are based 

upon the short term load forecast which is in turn non-trivially based 

upon the past history of secular load demand and a number of important 

exogenous variables (indirectly via the existing WEPCO hourly load 

forecast) such as weather conditions, etc. These trajectories are 

incorporated into Coordinating Controller One as a simple feedforward 

term. For the basic configuration of Figure 5.6 for example, the 

addition of the dynamic economic dispatch feedforward term is illustrated 

in Figure 5.7. Several observations are appropriate at this point- First,
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because these trajectories are smooth and rate-constrained, it is 

reasonable to feed them forward without additional processing in the 

coordinating controller. Second, because the economic trajectories
•k

P^, i = l,2,...n are determined based on the short-term load forecast, 

they can be advanced in time with respect to real-time. There are 

two advantages then of these feedforward signals; they are based on a 

forecast of secular load, hence the higher frequency components of 

load demand are effectively removed without the phase lag introduced 

by a low pass filter working in real-time and in addition a "pure",, 

advance of AT seconds can be introduced to partially compensate for 

the lag associated with unit response in order to improve load tracking 

performance. Concomitant with these advantages is the disadvantage 

associated with forecast errors, but this problem is of course amenable 

to feedback control.

5.2.2 Regulator Design

A major step in the design procedure is the determination of 

the feedback gain matrix illustrated in Figures 5.5 - 5.7. The feed­

forward terms are neglected, disturbance inputs are set to zero, and a 

standard regulator design, based on the well-established linear quadratic 

regulator theory, is obtained for the resulting pertubational system 

given in Equation (5.8).

Ax. » Au. i ^ l,2,...n (5.3)
i i

n
ai =■ y]

i=l

Defining the infinite-time quadratic cost function J,

00

J = J* [Ax'1' Q Ax + Au^ RAu]dt (5.9)
o

the solution to this standard regulator problem provides with certain 

minor technical restrictions on the matrices Q and R, the feedback gain 

matrix G, where

5-2.2



( o

-IT_ G = R B K (5.10)

K is the maximal solution to the Riccatti equation

KA + ATK + Q - KBR* 'Vk =■ 0
(5.11)

where (5.8) is put into the standard state form

Ax = AAx + BAu (5.12)

[Au, ,Au«,. . .Au ].
12 n

> • • • Ax ,AI] n

The nx(n+2) gain matrix G illustrated in Figures 5.5 - 5.7 is obtained 

from the nx(n+l) feedback gain matrix G given in (5.10) by augmenting 

the comumn vector of feedforward gains gff> where

Sff Csff,l Sff, 2 Sff,n^ (5.13)

In both coordinating controller structures a regulator design

based on the linear quadratic formulation is carried out. In both cases 

the pertubation states 'Ax^, i = l,...,n are part of the model used in 

this design step, but the two synthesis procedures differ with respect 

to the additional states which are involved in the regulator design. For 

example, the integral state AI in (5.8), which again has been introduced 

in order to provide reset and enhance robustness in this case, does not 

appear in the regulator problem formulation associated with Coordinating 

Controller Two. In both cases, however, a specific structure is imposed 

on the state deviation, quadratic cost term in (5.9) determined by the 

pertubation states Ax^ i = l,2,...n in order to explicitly define costs

5-23



)

which correspond to each of the LFC tracking objectives defined earlier, 

i.e., the load (primary) tracking and the economic (secondary) tracking 

objectives. This separation of the state deviation cost into two 

terms is common to both structures; in this section the basic concept 

involved is simply introduced and applied, while a more detailed 

mathematical approach is followed in Section 5.3.1.

Consider the sum Ax^, where

AjCj, = 'Ax^ + Ax.2 + . . . + Ax^ (5.14)

Regulation of Ax^, during the transient actually Implies regulation of

total generation to the value for which ACEM = 0. Thus the scalar
2

quadratic cost term q^(Ax^,) is a measure of performance for the load 

tracking objective. Furthermore, a quadratic weighting on variations 

of the quantities Ax^,...,Axn in the subspace defined by Ax^ = constant 

corresponds to a measure of performance for the economic tracking objective. 

Thus we can rewrite the general cost expression of (5.9) by separating 

these terms, i.e.,

CO
J = J* [q;LAxTCTC Ax + AxT(I-C*C)TQ2(I-C*C)Ax 

o

+ q3(AI)2 + Au^RAujdt (5.15)

where

CT£Rn, C =■ (11...1], CC* = I

and the first two terms in (5.15) correspond to the load and economic 

tracking objectives respectively. Figure 5.8 provides an illustration 

of the two orthogonal subspaces for the case of n = 3, i.e. for a three 

machine system. Defining different state deviation costs in each subspace
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reflects the objective of shaping the closed loop response so that 

generation change will occur with different response times in each 

subspace. For example, for a step change in load AL, total generation 

could change with a relatively fast response time according to an 

allocation which is based upon unit regulating capacity and capability, 

while a redistribution of the total change amongst the available units, 

which may be based upon unit economics and current high and low limits, 

could occur with a slower response time. In terms of the geometrical 

illustration in Figure 5.8, the "first"response, which corresponds to 

the load tracking objective, is motion orthogonal to the Ax^+Ax2+Ax^ = 0 

plane while the "second" response, which corresponds to the economic 

tracking objective, is motion parallel to this plane.

In order to simplify the discussion at this point, suppose

that the integral state AI is removed from the model and hence from the

cost functional (5.15). Then it is shown in Section 5.3.1 that the

solution to this standard regulator problem results in a closed loop

eigensystem which has n-1 modes which lie in the subspace corresponding
-1 T

to ACEM = 0 and an additional mode in the direction of R C . This last 

mode regulates ACEM to zero and its response time is determined by the 

scalar parameter q^. The additional (n-1) modes are "redistribution" 

modes which allow for the redistribution of generation to (possibly 

economic) targets whcih lie in the ACEM =» 0 subspace and which have 

response times that depend on the parameter matrix Thus, response

times corresponding to the load and economic tracking objectives can 

be separately specified. With the integral state included the modal 

structure is similar, but now there are two modes associated with 

ACEM and its integral which have response times that are determined by 

the scalar parameters and q^* By applying a similarity transformation 

to the model description (5.8) and investigating the regulator problem 

solution in the new state space, this modal structure can not only be 

more easily recognized but a suboptimal regulator structure can-be 

obtained.
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- The similarity transformation of interest is defined in terms 

of the pseudo-inverse of C introduced in (5.15), C*. Let

(C*)T = (C* C* . . C ), and n

define

A *6xi = Ax^^ - Ax^ i = 1,2,. .. n (5.16)

Notice that C 6x =* C Ax - CC Ax^ - 0, because CC = I and CAx = Ax^ 

by definition. The new states are obtained from (5.14) and (5.16) and 

can be written in matrix form

6xi

sVi

1-C

-c

-c* ,n-1

-C]
*

1-C.

-c
-c.

1-C

-c
-c.

n-1
-cn-1

1

Ax-,

Ax-

Axn-1

Ax.

(5.17)

Denoting the (n-1) vector 6X obtained by deleting the linearly dependent

6X from the n vector 6X, (5.17) can be more compactly written 
n

— “■

Sx T
Ax

Axt C (5.18)

while the inverse transformation is

Ax =
n-1

-1-1 -1

/N
6x

1 *
I C

'FI
(5.19)



where ^ is the (n-1) x (n-1) identity matrix. Applying the 

transformation (5.18) to the model equations (5.8) yields the state 

equations (5.20)

6 x

3

“ 1 ' —
0 1 0

I

1
1

/N
6 x

1^"
_ _ 1_______

| 0 0
0 1

Axt

AI _ ! 1 0J AI

+ T Au

~C~

0

(5.20)

which are partitioned in order to separate terms associated with total 

generation change.

Now the quadratic costs (5.15) used in the regulator problem 

formulation can be written in terms of the new state variables in 

(5.20). Proceeding term by term,

q^ Ax^C^Ax = > anc* (5.21)

AxT(I-C*C)T Q2(I-C*C)Ax => 6x Q2 5x (5.22)

while the last two terms remain unchanged. The economic tracking costs 

(5.22) are obtained by noting that

5x = P 6x (5.23)

where P is the n x (n-1) matrix

P A

In-1

-1 -1 • • • -1

(5.24)
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and the LHS of (5.22) is equal to

/\ /\ /\
6xTQ25x = 6xTPTQ2 P 6x = 6x C^Sx

Thus by defining the (n+1) x (n+1) matrix Q

(5.25)

(5.26)

the cost function J of (5.15) can be compactly written

J

CO
(xTQX + AuTRAu)dt, 

o

(5.27)

T A ~Twhere x = (6x , Ax^,, AI), and the regulator design can be carried out 

in the new state space with (5.26) and the state equations (5.20). The 

Ricatti equation

KA + ATK + Q - KBR_1BTK * 0 (5.28)

has a special structure, when a particular choice is made for R, which

provides insight into the closed loop eigensystem and allows a suboptimal
-IT.

regulator design to be obtained. Consider the term BR B in (5.28), 

where B is given in (5.20).

-1 TBR B1 = T
R-1 [tT | cT q] " -l-T

TR T
- _l x
TR ~C 0

-1'T -1_T
■“

C CR T CR C 0

_0_

[ °

0 0

(5.29)
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Now the assumption is made that R is chosen such that

'-IT
TR C =• 0 (5.30)

While this is a restrictive assumption, the meaningful case of R = diagfr^] 

is not excluded by (5.30). If this choice of R is made, for example,

(5.30) yields the equations

1/r. =■ C. (1/r. + 1/r, + ... + 1/r ) = 0 i =* 1,2,...n-1 (5.31)
111 4 n

which can be satisfied by choosing the particular pseudo inverse of 
C(C*)

C = s/r^^ i = 1, 2,.. .n

where

1/S = 1/r, + l/r„ + 1/r
11 n

-IT* -ITThus in this case R C = a C , where a is the scalar a = CR C .

(5.32)

When R is chosen to satisfy (5.30), cross-terms in the 

Ricatti equation (5.28) are eliminated, i.e., with the solution K of 

(5.28) partitioned conformally with the partition of the state equations 

(5.20),

(n-1) x (n-1)

K22 2x2

then K12 =» K22 =0. As a result the Ricatti equation decouples into 

two Ricatti equations which are much easier to solve:

K
K11 K12

K21 K22
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Q2 - ki;l (TR_1TT)K1;l = 0

(5.33)

K22A22 + A22 K22 +

K12 0

0 0

where A 22 from (5.20)
1 0

As one would expect, the decoupling of the Ricatti equation occurs because

the problem of minimizing the quadratic cost (5.27), subject to the

state equations (5.20) with the linear feedback controls Au = -GAx,
-1 Twhere G = R B K, has been decomposed into two independent minimization 

problems, one corresponding to the load tracking objective and the 

other to the economic tracking objective. The solution to the first 

problem determines the total control which will be applied, while the 

solution to the latter problem determines how the total control will be 

allocated amongst the n machines. The separation of the state deviation 

costs is clear from the block diagonal form of Q given in (5.26); the 

assumption mode previously on the form of the control effort quadratic 

weighting matrix R induces a similar separation of control costs. Applying 

the same transformation to the controls Au^, i = l,2,...,n that was 

applied to the state deviations in (5.18) yields

*
Au = 6u + C Au^,, (5.34)

and

T * T *
= 6u R6u + (C ) RC Aoj

-IT*because R C = ctC by assumption.
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Having investigated the optimal regulator solution with the 

aid of a physically meaningful similarity transformation, the closed 

loop eigensystem which results can be characterized. The Ricatti 

solution (5.33) provides the control law

-IT -1 : tt i cT o~J i /N
Au = -R B Kx = -R 5x

-4
A^-

1 K22— L _ AI

(5.35)

and hence the closed loop matrix for the transformed system (5.20) is

ACl = A - SC = -TR T Ku | 0

1 r -i t iCR C 0
o i a22-

1i . 0 0.
K22

t
n-1

t (5. 
2
1

n-1- -► •*-

It is easy to see from the block diagonal form of A^ in (5.36) that 

the closed loop system will have n-1 modes which lie in the subspace 

corresponding to ACEM = 0 and two additional modes associated with the 

regulation of ACEM and its integral. Moreover from (5.33) we see that 

the former modes have time constants which are determined by the para­

meter matrix while the latter modes have time constants which are 

determined by the scalar parameters q-^ and Of course the closed

loop system matrix associated with the original state variables Ax and 

AI is obtained by applying the similarity transformation defined

previously in (5.18) and (5.19). The feedback gain matrix G (5.10),
- - . -T T

which provides the controls Au 31 -GAx, where again Ax = (Ax ,AI),
-1 Tcan be obtained from the feedback gain matrix R 3 K defined in (5.35) 

by using the same transformation. That is, from (5.35)

Au = -R ^B^Kx, where x^ = (<5x^, Ax^, AI)

36)
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CAx, so
/N /N

but from (5.18) fix = TAx and Ax^ =

Au = -R'1BTKx = -R-1BTKPAx = -GAx (5.37)

where

P ^

------ ► ---------- ►
n 1

5.2.3 Simplified Regulator Design

The previous subsection described the solution of a quadratic 

regulator problem which resulted in the nx(n+l) feedback gain matrix G. 

While G could be obtained via the Ricatti equation (5.11), the similarity- 

transformation introduced provided an alternative means which exploits 

the special structure of the problem. In this approach the relevant 

Ricatti equation, (5.32), actually consists of two uncoupled Ricatti 

equations. From a practical point of view the significance of this is 

that (5.32-b) can be solved analytically, while (5.32-a) is a very 

special Ricatti equation (no linear terms) which can be solved using 

very efficient and reliable Cholesky factorization algorithms [5.18]. This 

computational concern is important because the generating units on-line 

vary throughout the day and in addition the system dispatcher and/or plant 

operators often change the operating mode of the on-line units. Each such 

change necessitates a change in the feedback gain matrix G, so either G 

must be computed on-line or a large number of gain matrices must be pre­

computed and stored. Furthermore, a change in the control law may be

77
i

▼

l

(n-1)

1

1

(5.38)
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desirable for other reasons, such as, changes in unit high and low 

regulating limits. Due to the many possible combinations of regulating 

units and changing unit parameters, storing and retrieving pre-computed 

gain matrices is not an attractive alternative, but reducing the main 

computational requirement from that of an (n+1) dimensional Ricatti 

equation solution to that of an (n-1) dimensional symmetric factoriza­

tion problem means that the on-line calculation of G is feasible. 

Nonetheless, this alternative still places a significant computational 

burden on the existing WEPCO control center computer system and for this 

reason further simplification of the regulator design is desirable.

The (n-1) redistribution modes represent (n-1) degrees of

freedom for the regulator design in the sense that (n-1) eigenvalues 

can be assigned to the secondary tracking objective via the parameter

matrix Due to the parallel structure of the problem, it is possible

to trade-off these (n-1) degrees of freedom with the computational 

burden of obtaining the feedback gain matrix G. While this interesting 

observation has not been fully explored in general, one particular case 

has been developed in detail. The special case in which the (n-1) second­

ary tracking modes have a common eigenvalue corresponds to a solution 

of the Ricatti equation which can be obtained analytically. This allows 

gains to be updated very easily when unit parameters and status change.

The simplified regulator design and associated coordinating

controller structure is based on the cost-separation ideas developed in 

the previous section. A slightly different formulation is used to 

facilitate the analytical solution however. Again we define the 

transformed state variables

(5.39)

i
(5.40)
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where CC*=1. The control variables are similarily transformed, i.e.

A n
AUt = C AU = AUi

i=l
(5.41)

6U. = AU. - D* AU^, 
i i x T i-1,2 9 • • • tl (5.42)

where CD*=1. The arrays C* and D*, whose elements will be called 

secondary and primary participation factors, are used to parameterize 

the design. In the early stages of the coordinating controller develop­

ment it was thought that these participation factors could be chosen to 

reflect, among other things, unit economics and regulating capability 

respectively and could, for example, be manually entered into the LFG 

program by the power system supervisor at WEPCO as economic and regula­

tion participation factors. The latter two sets of participation factors 

are used in the existing WEPCO LFC program to provide two useful degrees 

of freedom in the allocation of total generation response. In the later 

analysis and testing of this coordinating controller, which is summarized 

in the following subsection, the secondary and primary participation 

factors of (5.40) and (5.42) were found to be less useful than two 

related sets of participation factors for reflecting unit economics and 

regulating capability however. In this subsection (5.40) and (5.42) will 

nevertheless be used to simply derive a coordinating controller structure 

which is consistent with the LFC objectives identified previously and which 

has two degrees of freedom for the allocation of total generation response. 

Then in subsection 5.2.4 a more natural way of specifying these two 

degrees of freedom will become apparent from a frequency domain inter­

pretation of the resulting structure.

The two modes associated with total generation response, which 

were determined by the parameters and q^ of (5.26) in the previous
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subsection, can alternatively be fixed by constraining the total input 

AUt as

AUt = -K Ax - K_AI (5.43)T p T I

This determines the quadratic state and control deviation costs associated 

with total generation change in the general cost expression (5.15). 

Substituting the relations (5.39 - 5.43) into the original state equations 

(5.8) yields the transformed system equations:

Sx. = 6u. - (D. - C.)(K Ax + KtAI) 
i i i i p f I

= 6u. + 8^ Ax^, + S^AI
i=l,2, . . .n (5.44)

Axt = -KpAx^ - I^AI 

AI = Axt

/N

Now define the quadratic cost J,

(5.45)

J / Z
i=l

’i&t + dt (5.46)

n
If the constraint ^<5u. 3 0 is maintained in the minimization of (5.46),

i=l 1

then the state deviation cost in (5.46) corresponds to the economic 

tracking objective. Thus, having constrained the total input in (5.43), 

the problem of minimizing (5.46) subject to the system equations (5.44, 5.45) 

and the constraint C6u = 0 has a solution which is directly related to the
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factorization problem (5.33-a) in the previous subsection. In order 

to facilitate an analytic solution the constraint C5u = 0 will be 

temporarily ignored and then later imposed, however. With this temporary 

assumption (a "trick" which simplifies the necessary algebra) the
-1 Tsolution to this minimization problem yields the gain matrix G = R B K, 

where K is the solution of the Ricatti equation

T -1 T = 0KA + A K + Q - KBR B K

where, from (5.44-5.45)

A

n
_ _J_ _ _ _

I ^
I i

-“i

0

(5.47)

(5.48)
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1

1/r 2

BR
-1

BT

0 n

(5.49)

0

n

1/rn

0 0 

0 0

2

a

2

f

The above problem is in the general form:

_d_
dt

+ (5.50)

J / (XTQX + UTRu)dt

— — — *“■
Q11 0 , R -

O

i—
1

T—
1

cd

0 0 0 0r i —» —

(5.51)

(5.52)
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By partitioning the matrix K, which is the solution of the Ricatti 

equation (5.47), conformally with (5.50) and (5.52) the Ricatti equation 

for this general problem yields the following three matrix equations:

Qn - Kn Bi Rii ^ Kn 3 0

K11 A12 + K12A22 ~ K11B1R11 B1 K12 °

K21A12 + A12K11 + K22A22 + A22K22 " K21B1R11B1K22 = 0

(5.53)

(5.54)

(5.55)

(The assumption, which is valid for the coordinating controller design, 

is made that the system is stabilizable, and detectable in the cost, 

so that the Ricatti equation solution is unique.) Note that, due to 

the form of B in (5.50), is n01: needed and that by first solving

(5.53) for (5.54) can be solved for

For the diagonal quadratic cost matrices in (5.46), the 

off-diagonal terms of in (5.53) are zero. Denoting the diagonal 

elements of by , i=l,2,...n, we then have the simple solution 

for the diagonal terms of

Rii = ^ qiri i=l,2,...n (5.56)
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For our particular problem, equation (5.54) can now be solved for 

and it has the form

p 3i *1,^1 <1,[W2 ltU/c1
*T

i
i

i—
j'h.in-i
j

kl,lH-2

*22 3?l32
+.

,,c2,n>L '*2.a+2 f-K -K,]
| p 1 -

*22/ i1
I
j

i't2,a*i

1
‘2,0+2

• 1 .1 •

----
1

o . ii1
i •
1

•

'< nn
l3?

L
31n *71,0+1 *0,0+2

J .

*
k , ion/rn i :^0,0+1

L
‘o,.++2

0 (5.57)

Equation (5.57) can be easily solved for k. ,, and k. L„, i.e.i,n+1 i,n+2

(-K_ - /q./r.)k. , + k. 3 - /q.r. 3.T i i,n+l x,n+2 nx x x

- K_ k. - /q . /r . k. - /q . r . 3^
x x,n+l Hx x x,n+2 Hx x x

i=l,2,...n (5.53)

Thus, from (5.56) and (5.58) the feedback controls are

where

5ui = “Si,5xi " SiAxT * §iAI i=l,2,...n (5.59)

gi -Vv+r i-1,2,...n (5.60)

‘h'V Kpg1+KI + gJ
giKp + ‘h

KISi
i-1,2,...a (5.61)

n />.p ^ ^ ^
F \ J. "k 'k

Now 2-^ S • 3 2^ = because CC 3 CD 3 1, buti-l 1 i-1

we see from (5.59) that the constraint c5u * 0, which was ignored in the
/N

optimization of the quadratic cost J in (5.46), can in general only be 

met if g^ - g, i-l,2,...n. Thus the analytic "suboptimal" solution is
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c

6u. = -g6x. - g(:C.-D ) 
i ° i ° i i

kp^t

K g+Ki+g 2 AVg(Ci'Di)
Kpg+KI+S

AI (5.62)

* *
By using the relations ox = Ax - C Ax^ and ou * Au - D Au^,, the feed­

back controls in (5.62) can be transformed back to the original variables, 

yielding the final result

Au. = -gAx. - g^AXj, - g^AI i=l,2,...n (5.63)

where

gi =

Iy
3i

°* Kg(^p8 * - C*8Ki - g3°*

g(Kp + g) + 14

°*i 1 Ki> * c*iKisZ

g(K + g) + Kt
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5.2.4 Analytic and Linear Simulation Results

The simplified regulator design developed in the proceeding 

subsection provides the feedback gain matrix for either of the 

Coordinating Controller One configurations (Figures 5.5 and 5.6) in 

terms of the scalar parameters Kp, K^, g and the two participation factor 

vectors C* and D*. In this subsection results which are relevant to 

the selection of a particular configuration and parameter set are de­

scribed. A significant amount of work was performed on this step of the 

design, using primarily the classical design tools of root loci analysis 

and Nyquist gain and phase margin calculations. Step responses were 

also computed in the time domain, for a simple linearized three machine 

system, to aid the selection of a prototype design which can be imple­

mented in the detailed AGC simulation program for further tuning and 

evaluation. The purpose of this subsection is to provide a few selected 

results which illustrate the basic characteristics of the prototype design 

for Coordinating Controller One.

In order to proceed with the parameter selection, a model for 

the closed-loop response of a unit with its unit controller must be 

assumed. The design of the unit controllers is covered in the next 

chapter, 6.0. For the purposes of the coordinating controller design, 

a simple model was constructed which approximates the closed-loop response 

of 60 hz unit generation to unit MW reference input that was obtained with 

the unit controller and unit model described in Chapter 6.0. While the 

assumption that each generating plant can be represented by a very simple 

model is not a very good one, it is perhaps worthwhile to emphasize that 

it is made with respect to the closed-loop feedback system consisting of 

the plant and unit controller. Thus an interpretation of the model is 

that it represents the idealized plant input-output relationship, in the 

low frequency range, which the unit controller is, by design, acting to 

maintain during normal conditions in the plant. With this in mind, the
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second order model illustrated in Figure 5.9 was found to yield a reason­

able approximation to closed-loop unit input-output behavior. The 

transfer function description corresponding to Figure 5.9 is given 

below:

(S' + S + V UDG, (5.65)

or

Po S£
(S + A1)(S + X2)

UDG

where A, • A- =* K /t . Note that this representation maintains the type
"■*“ O O

one characteristic of the actual unit controller. For the range of unit

parameters investigated in the unit controller design, a conservative

choice of model parameters in (5.65) is K = .0069, T = 17.2414 so that
§ 8

A, * .008, A„ = .05, K /x 5 4 x iq-4 

1 2 g g

The dominant pole corresponds to a time constant of 125 seconds, so for

a step change in UDG it is assumed that the unit output reaches the new

desired generation in about 10 minutes. Of course whether or not this is

a reasonable assumption depends, among other things, on actual plant

conditions and on the magnitude of the presumed step change in unit desired

generation (UDG). A consideration involved in this choice is that the
*

major component of UDG will generally be the smooth and rate-con­

strained desired trajectory determined by the dynamic economic dispatch 

algorithm, and that the unit model used for coordinating controller design 

purposes is intended to represent unit response to £x^, which is essentially 
the iCh unit's share of the total tracking error. It is anticipated that 

the total tracking error will normally be small enough that this unit 

response model is reasonable. The primary affect of the assumed unit 

model on the Coordinating Controller parameter selection has been to
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FIGURE 5.9 SECOND ORDER MODEL USED TO REPRESENT CLOSED-LOOP
RESPONSE OF UNIT AND UNIT CONTROLLER
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indirectly provide a bandwidth specification. Subsequently testing of 

the prototype design with the AGC simulation program will probably result 

in a modification of the desired bandwidth, but this can be easily 

accomplished.

The first configuration investigated was that corresponding to 

Figure 5.5, where unit inputs were interpreted as states in the regulator 

design. Although this is not the configuration of the recommended proto­

type design, a brief development of the first configuration will be made 

for comparative purposes. A number of the frequency domain analyses and 

linear simulation tests which will be illustrated below were used to 

choose the feedforward gains for the 60 hz load (estimate) and for the 

nominal (economic) trajectories provided by the dynamic dispatch algorithm. 

The resulting coordinating controller equations for this configuration are

Au± =* = -gAxi - g^(P^ +AxT-L°-S0)-g^(P°-L°-S°) , (5.66)

with

★
UDG. = Ax. + P

i i i i=l,2,...n

This structure is illustrated in Figure 5.10. Essentially two scalar 

errors are formed, passed through a first order filter and distributed 

through two sets of gains. The first error is the integral of (-ACEM) 

while the proportional error is ~(P^ + - L^, - S ). Summing up

the equations in (5.66) yields an expression for the total control,

UDG_
*

P-T. + T
*

PT " s (s+g)
(P?- S°) -

(s+g)
* - L°-S0) (5.67)

The quantities P° and L° appearing in (5.67) are of course 

stochastic variables and in the actual implementation estimates of them 

are used to determine the control inputs. The estimation problem is dis­

cussed in subsection 5.2.5. At this point, for the purposes of obtaining
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FIGURE 5.10 FIRST CONFIGURATION FOR COORDINATING CONTROLLER ONE
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some frequency domain analytical results, a simple first order filter is

assumed. That is, P = ——• ?T and • L^,. The quantity
* ' f fP^, the current value of the total generation demand determined by the

Dynamic Dispatch algorithm, is much more difficult to represent in terms

of the variables of the models used for the coordinating controller

design because it is based on a forecast of the secular component of
*

load demand. The feedforward of P^ has a significant effect on area 

tracking performance however and thus an assumed relationship between 
P^ and L° + S° can be useful in analyzing the Coordinating Controller.

The model which has been used is

PT ” <L? + S°)+AL (5.68)

where a is ideally 1.0, TD is choosen to roughly represent the affects 

of the slower execution rate of Dynamic Dispatch and AL is a generally 

non-zero mean random disturbance representing forecast errors, etc.

The system described by equations (5.56), (5.67) and (5.68) can 

then be put in the block diagram form of Figure 5.11, where

G1

Gl^ = s (s+g) (sxf+l)

s (a+GP • x)+GP+a* g

C-p (s) = --------------- ------------------------
(std+1)(s+G +g)(sxf+l)

G2 (s)

Tg(s)

s+S
(s+g+GP)

S(STg+1)
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I
FIGURE 5.11 TOTAL RESPONSE MODEL OF FIRST CONFIGURATION |

IN BLOCK DIAGRAM FORM
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T (s) is the return ratio for the aggragate unit closed loop system;

tg(s) = = tg(s)(udgt - p°),

so the closed loop transfer function G^Cs) is given by

P° - (1-Ig(s))-1Tg(S)-0DGt - n(s)+d(s)n(s) UDGt ^ Gg(s)-UDGt (5.69)

With a little manipulation, the block diagram form of Figure 5.11 

can be put into a standard unity feedback form without any feedforward, 

resulting in the relationship

P° =■ T(s) (-ACEM) + W(s)AL

where the return ratio T(s) for the new feedback system is

T(s)
Gg(s) [Gf(s) + G1(s)G2(s)] 

[1 ~ GG(s)GF (s) ]
and

G_(s)G_(s)
= ____k_____ £______[1-Gg(s)Gf(s)]

This form is illustrated in Figure 5.12.

(5.70)

Note that the closed loop response is given by

P? = IC3) (Lo
1+TCs) ^ T

S°) W(s)
1+T(s) AL

Thus the return ratio operator is central to the investigation of the 

stability properties and tracking performance of the closed-loop system. 

The absolute stability of the feedback system can be checked using the 

Nyquist stability criteria, and more importantly a quantitative measure 

of robustness can be obtained, the most familiar being gain and phase 

margins. At least for minimum phase systems, gain and phase margins can
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be equivalently obtained from Bode plots of T(s), i.e., plots of the

magnitude and phase of T(s) for s = jw. Because we have put the system

into a unity feedback form the critical point for stability is when

T(s) = -1, or OdB gain (gain of T(jw) in dB is 20 x Log|T(jw)|) and -180

degrees phase. Positive gain and phase margins guarantee closed-loop

stability for respective variations in the gain and phase of the return

ratio operator T(s); the gain margin is OdB - 20 loglTHw )|, where
^ J P

(jw ) = -180 (crossover) and the phase margin is 180 + ^T(jw ),
C I I C ’ ^

where T(jw ) =1 (crossover).c,g '

Bode plots of T(s) are shown in Figure 5.13 for the first

configuration (Figure 5.12) with a selected set of controller parameters 
I Pg, G and G and two different values of Tp, the time constant associated 

with Dynamic Dispatch. The gains were chosen to make the crossover at 

.004 radians and to provide lead compensation resulting in the indicated 

stability margins for plot B, where Tq = 1200 seconds and = 20 seconds. 

It should be noted that the margins are significantly affected by the 

parameter Tq and Tp were affectively set to zero when plot A was made 

so the effect of Tq was not isolated in this particular case. Based 

on a number of other results not repeated here however, one can conclude 

that Tq is the parameter of major interest in this instance. The reason 

that a parameter of the feedforward operator G (s) in Figure 5.11 affectsr
T(s) is simply that T(s) corresponds to the block diagram form illustrated 

in Figure 5.12, where margins are with respect to the loop being broken 

at the point -ACEM. Thus Figures 5.11 and 5.12 are equivalent from an 

input-output point of view, but they are different feedback systems 

with accordingly different robustness properties. Generally the more 

complicated feedback system which results when the feedforward operator 

is brought inside the feedback loop was analyzed because this affords 

some insight into the effects of the Dynamic Dispatch. This distinction
•k

is particularly relevant for this first configuration because PT is used
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in the proportional error. That the stability margins are significantly 

affected by the parameters of the Dynamic Dispatch model has been inter­

preted as an undesirable characteristic of the first coordinating 

controller configuration, although the simple model of the Dispatch
"k

generation demand P used for the analysis is not very good because of 

the significant phase lag introduced as a result of representing the 

slower time scale of economic dispatch with a first order filter.

P IWith the parameters g, G and G determined, a sample three 

machine system can be simulated to observe both the total response 

characteristics as well as the effects of different unit participation 

factors on each unit's contribution to the total response. Recall from
k k

(5.63) that the primary and secondary participation factors C and D
- P Idetermine, for a given g, G and G , the individual unit proportional

P Iand integral gains g^ and g^. An alternative way is to define proportional 

and integral participation factors directly via

?P ^P.
x i * G

* G

(5.71)

where E P. = Z I. =1. The relationship between the primary/secondary 
1 1 i

and proportional/integral participation factor sets will be explored later, 

in conjuction with the more detailed investigation of the recommended 

coordinating controller configuration. In order to illustrate the time 

domain behavior of the first configuration, these new participation factor 

sets are simply introduced at this point.

Each unit and unit controller in the three machine system 

is represented with the model of (5.65). The nominal model parameters
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indicated in (5.65) were used for the second machine; thus the eigen-

values for the second machine are = .008, = .05. The first and

third machine were modelled as 50 percent slower and faster than the
11 3"average” machine respectively, so X => .004, X = .025 and X = .012,

^ i mi i
= .075. For the gains indicated in Figure 5.13, the response of this

three machine system to a 1 p.u. step change in load is illustrated

in Figure 5.14. In Figure 5.14a the controller outputs Ax. are plotted
^ *

vs. time. For this case, the dispatch feedforward signals P_^ were 

assumed to be based on a perfect forecast, so a = 1.0 and AL = 0 in (5.68),
* A * * A

where = F^P^ , EF^ =* 1. Thus lim P^,(t) = AL and as a result the
t~K=0steady state targets for the reference inputs Ax^ is zero. The partici­

pation factors in this case were

.33 ri 3 .53 n

*—
1 

u. .53

.33 X2 = .33 F2 3 .33

.34 X3 .14 F3 3 .14

In Figure 5.14b the unit 60 Hz mechanical power outputs are plotted 

vs. time, while in Figure 5.14c ACEM and its integral are shown.

The first configuration for Coordinating Controller One is 

somewhat unusual in that a proportional error is formed from the MW 

reference inputs to the units as a result of interpreting the inputs as 

states in the regulator design. This configuration was investigated 

because some early eigenanalysis studies indicated that plant poles are 

less affected by the proportional feedback of unit reference inputs than 

by the proportional feedback of unit outputs. This is an issue of 

some importance because the simple models used for the closed-loop 

system of each unit and its unit controller are assigned poles which in 

a sense represent the limitation of that unit's closed-loop response to 

MW reference inputs. The placement of those poles is determined by each
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unit controller design based on the capabilities of each particular 

unit. This is an over-simplification of course, but basically the LFC 

structure consists of n inner-loops, the unit controllers, and one outer- 

loop is designed to provide a unit tracking capability which is within 

the physical limitations of the plant. When the outer loop is closed then 

the closed-loop poles associated with each inner loop are changed and 

based on the above interpretation of those poles, it is desirable that 

closing the outer loop does not move them a great deal. Further work on 

the second configuration revealed however, that the two configurations are 

not significantly different in this regard, primarily because the integral 

feedback of ACEM; which they both utilize, itself has a strong effect 

on pole location.

In the second configuration for. Coordinating Controller One ACEM 
*00

replaces the quantity + Ax^ - - S as the proportional feedback

signal. Referring to Figure 5.10, this change can be made on the block

diagram of the first configuration by taking the feedback points Ax.,
* 1

"sliding them through" the addition of the feedforward terms P, (this
■k

then cancels the -P^, term of the proportional error) and then transterring 
each point from unit MW reference input UDG^ to unit output P?. As a 

result the second configuration has the block diagram form shown in 

Figure 5.15. During normal operating conditions the unit with its 

unit controller will tend to maintain, in the presence of unknown constant 

disturbances due to the reset capability provided by the unit controller, 

a unity transfer function in the low frequency range between MW reference 
input UDG^ and 60 Hz mechanical power output P?. Thus in the low fre­

quency range the two configurations result in similar closed-loop character­

istics, which are dependant on the models used for units and dynamic 

dispatch, in the midfrequency range. A particular example of this diff­

erence will be illustrated later in this subsection.
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When an abnormal situation occurs at one (or more) of the plants 

so that the unit does not respond or is suddenly taken off control, either 

automatically or by the plant operator, then a major difference between 

the two configurations becomes apparent. Assume for the sake of argument 

that the abnormal occurance is some disturbance which results in the 

sudden loss of a unit which was in the automatic control mode. In the 

first configuration the resulting change in ACEM will not appear in the 

proportional error until an update of unit status is made in the LEG 

program and the participation factors are adjusted accordingly. Until 

this update is made, the additional generation needed from the other units 

will be obtained only due to the integral of ACEM feedback loop. This 

is undesirable because the response may be sluggish and possibly 

oscillatory, depending on the value of the integral loop gain and the 

response capability of the remaining units, due in a sense to the action 

of the proportional loop under such a disturbance. The problem in this 

case stems from the fact that the first configuration results in a signi­

ficantly different response for disturbances in generation than for dis­

turbances in load; for example, if a disturbance resulting in the loss 

of a unit is simulated as a step in load demand with the models used 

above, then the closed-loop system undergoes an effective structural 

change concomitant with the simulated change in load demand. In the 

second configuration these potential problems do not arise, however. The 

system response will be qualitatively the same for either disturbances in 

generation or disturbances in load. For the loss of a unit the total 

proportional and integral loop gains will change, but in a simple, non­

conflicting manner and no undesirable effective structural changes occur.

The form of the second configuration for Coordinating Controller 

One shown in Figure 5.15 illustrates clearly its relation to the first 

configuration. Simple manipulation results in the more easily interpreted 

block diagram form shown in Figure 5.16. This is the recommended configuration
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for Coordinating Controller One and in the remainder of this section Che 

term Coordinating Controller One will refer to this (the second) 

configuration. From Figure 5.16 the controller equations are

AU. =» sAx. = -gAx. - g^(P° 
i ix &iv T

LT “ s°)-sJ/s (P^ - L° - S°) (5.72)

and

UDG. x + P,, i=l,2, . ..n

or

UDG. = Ax. + P*
ill

^ 1 ^-(gi + sgi) 

s(s+g)
ACEM + P* i=l,2,...n (5.73)

Summing (5.73) over units yields the total control expression

UDG, Axt + ?T
I P -(G + sG )

s(s+g) • ACEM + P„ (5.74)

Using the same first order measurement filter representation and Dynamic 

Dispatch representation as before, equation (5.68), the resulting total 

response model is illustrated in block diagram form in Figure 5.17, where

Gf(s) (std + 1) (sxF + 1)

Gc(s)

gg(s)

I PG + S G
s (sxF + 1)(s+g) and (5.75)

K /t
g g

S + s/T, + Ka/X (si”1 + 1)(si”1 + 1)

An alternative feedback form can be obtained by simple manipulation of 

Figure 5.17. As before, this manipulation results in a feedback system



Ln
I

Co

s
-ACEM

Ms)

FIGURE 5.17 TOTAL RESPONSE MODEL IN BLOCK DIAGRAM FORM



which has a different return ratio operator (and hence different robust­

ness properties) with respect to breaking the loop at the point (-ACEM), 

but has an identical input-output operator; this alternative feedback form 

is illustrated in Figure 5.18.

The return ratio operator for the system in Figure 5.18 relates 

total 60 Hz mechanical power to the error (-ACEM),

P° = -T(s) ACEM - -T(s)(P° - L° - S°) (5.76)

where T(s) is given by

T(s) =
[GF(s) + Gc(s)]-GG(s) 

1 - GG(s)GF(s)
(5.77)

Equation (5.77) can be rewritten using the relations (5.75) and simpli­

fied, yielding the expression

s^G1)"1 [a+T G‘]+s[(GI) L(ag+€P)+r ]+l
T(s) =* G-1 g ^ ---------- 7---------------- 7------------IT--------------------------------------

s(sg X+l) C(sX i+l)(sA i+l)(sx +D(sT +l)-a]
(5.78)

Notice that for the parameter "a" equal to zero, the return ratio in

(5.78) becomes equal to the return ratio for the feedback form of Figure 5.17,

i.e.,

T(s)| = G1 g 1‘ 

a=0

(s GP/GI + 1)

s(sg 1+1)(sX^^+l)(sA^^+l)(sTp+l)
(5.79)

so (5.78) is a more general expression which easily allows both feed­

back systems, i.e. Figures 5.17 and 5.18, to be analyzed.

Bode plots of T(s) for the Coordininating Controller is shown 

in Figure 5.19, with a a=l and two widely separated values of dispatch
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feedforward time constant T^. While the parameters are not quite identi­

cal, these plots can be compared to those shown previously for the first 

configuration in Figure 5.13. Notice the different affects of the 

change in td (and Tp, although the later is not as significant); with the 

second configuration the gain and phase margins remain essentially the 

same, while they change significantly with the first configuration. . While 

the gain and phase characteristics of the Coordinating Controller shift 

with respect to frequency as time constant is varied, their basic shape 

and relation to each other are only moderately affected. A related time 

domain property is that the basic shape of the response (for example the 

amount of overshoot) is only moderately affected although response times 

become somewhat longer as increases.

It is interesting that, although derived from a multivariable, 

robust optimal linear regulator point of view, the Coordinating Controller 

illustrated in Figure 5.16 can be interpreted as a multi-loop integral 

controller with a first order compensation network in each loop. This 

interpretation, and the associated classical frequency domain design 

point of view, has been very helpful in understanding the basic properties 

and capabilities of the Coordinating Controller. Both lead and lag com­

pensation were investigated, as each can be used to modify the uncompensated 

frequency domain characteristics in order to increase loop gains in the 

lower frequency range for better tracking as well as to provide adequate 

stability margins and concomitantly to help shape the time domain response 

characteristics. Based on this investigation it was concluded that 

lead compensation is preferable for several reasons. In terms of response, 

it is useful because it provides a form of anticipation which helps, for 

example, to get the units moving initially following a disturbance. While 

lead compensation is evident in the total system response return ratio 

plotted in Figure 5.19, it is even easier to see its effect on the feed­

back system which results when the dynamic dispatch feedforward is set to
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zero, i.e., a =■ 0. The feedback system which results when a = 0 in 

(5.78) corresponds to a linearization about the unit responses to the 

dispatch signal, and while this point will be discussed in more detail 

below, it is worth having this physical interpretation in mind when 

analyzing the return ratio for the case a = 0. At any rate, a frequency 

plot of T(s) is shown in Figure 5.20 for the same parameters used in 

generating Figure 5.19 except that now a = 0 and hence T(s) is given 

by the simple expression (5.79). The various pole and zero locations 

are marked on the frequency axis in Figure 5.20, from which we can see 

that the lead compensation of the coordinating controller was chosen

GI
to have an attenuation factor of —r— = 1/10. Clearly, from the

G -g

aggregate area response point of view, the Coordinating Controller is 

basically a simple frequency-dependent gain operating on ACEM, with the 

lead compensation flattening the gain magnitude, and adding positive 

phase, in the midfrequency range in order to improve ACEM regulation.

In the multiple-machine (multi-loop) context, each loop has its own 

frequency-dependent gain operating on ACEM and the two sets of participa­

tion factors allow the frequency characteristic of each loop to be adjusted 

corresponding to the relative economics and regulating capability of each 

unit.

The basic multi-loop frequency domain characteristic of the 

Coordinating Controller can be more easily explored by effectively re­

linearizing the models about the Dynamic Dispatch trajectories. Referring 

to the block diagram in Figure 5.16, the controller equations are

UDG. =■ Ax. + P* » G (s) (-ACEM) + P* i.e., 
i ii c, i i
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1 / p/ I ^ ^S± (s g,./g,. +1) ^
UDG =— --------^---------  (-ACEM) +P,,

s(sg +1) 1
1,2,...n, (5.80)

while each unit, with its unit controller, is modeled by

GG,i'S) UDGi i = 1,2,...n (5.81)

Suppose that we define

p°± = K + i = 1,2,...n (5.82)

where

P° = G- .(s) P* i - 1,2,...n (5.83)

The dynamical system representation for the "A" variables describes the
■k

system linearized about the solution corresponding to the inputs P^, i.e., 

Equation (5.83) is a shorthand frequency domain expression which is intended 

to represent a decomposition of the differential equation solution corre­
sponding to (5.80) and (5.81), where P°(t) is the forced solution to the 

input P^(t) and AP°(t) contains the rest of the forced solution plus the 

natural solution determined by initial conditions, so we have

P° = Gr ,(s) Ax, * Gr As) G_ ,(s) (-ACEM), i=l,2,...n (5.84)

But

ACEM - I (P° + AP?) - L? - S° ^ P° + AP° - L? - S° 

i=*l

=» AP o
T

ALo
T

(5.85)
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so the block diagram representation of Figure 5-16 can be rearranged 

according to this new linearization to yield the form illustrated in 

Figure 5.21. Clearly the feedback system of Figure 5.21 has the total 

response return ratio characteristic shown in Figure 5.20 when a measure­

ment filter representation is included, i.e., it corresponds to the 

case a = 0 discussed above. It is, however, important to note that the 

disturbance input to this system description is not the total 60 Hz load 
plus schedule, + S°, but the difference between total demand and the 

sum of the trajectories P°, AL° = L° + S° - P°. ACEM is not affected by 

this rearrangement, however, so the total area control error (mechanical) 

is a variable of the pertubational system representation.

Viewing Figure 5.21 as a single-input/multiple-output (SIMO) 

system, the open loop operators G_ .(s) G_ .(s) = T. (s) are return ratios,L. , 1 ^ 5 X
where the total return ratio T(s) is

T(s) = T1(s) + T2(s) + • • • + Tn(s) (5.86)

The T(s) plotted in Figure 5.20 was obtained from (5.86) by assuming 

that each unit is identical, G .(s) = Gr(s) for all i, and by addingu, 1 Vj
the measurement filter model (sTp + l)--'- to each G^ ^(s). In order to 

illustrate the effects of the participation factors P^ and 1^, i=l,2,...n, 

consider a three machine system with the following participation factors:

I 1 .53 .14

I 2 .33 .33

I
3

14 53

With the measurement filter included, the MW reference input supplied 

to each unit by the coordinating controller is



(-AOiM)AL„, o
AP”

AP o

T
---- --------- ►

FIGURE 5.21 BLOCK DIAGRAM REPRESENTATION FOR LINEARIZATION ABOUT DYNAMIC 
DISPATCH FEEDFORWARD



Ax = G (s) (-ACEM) = —
1 C*1 g

The magnitudes of Gr .(s) for the three machine systems are plotted in 

Figure 5.22. Now it is easy to verify that the integral factors 

determine the steady state allocation of the difference between load 

demand and the sum of the unit trajectories due to the Dynamic Dispatch 
feedforward, so for a step in AL° the sample system will have the steady 

state MW reference inputs

AXj^Css) = I1 AL°
Ax2(ss) = I2 AL°

Ax3(ss) = I3 AL°.

However, unit one is considered to be a poor regulator, unit two an

average regulator and unit three a good regulator and hence in the

midfrequency range the participation of each unit is adjusted in Figure 5.22

to reflect this distinction. If you consider the straight-line asymptotes

for the magnitude plots in Figure 5.22, and if all of the zeros of the

G .(s) are less than g (each unit is lead compensated to some degree)

then the participation factors and simply determine the relative

gain magnitudes in the low and midfrequency ranges respectively. That

is, the ith and jth gain magnitude asymptotes in the low frequency range,

which are at -20 dB/decade, are separated by 20 log (I^/I_.) and the ith

and jth gain magnitude asymptotes in the midfrequency range, which are

flat, are separated by 20 log (P./P.). Each transfer function then has
1 J -1

a pole at s = g as well as one at s = Tp . The former corresponds to 

the key simplification made in the Coordinating Controller derivation, 

namely assigning a single eigenvalue to the n-1 redistribution modes, 

while the latter corresponds of course to the measurement filter pole.

The different allocation of gain in the low and midfrequency ranges 
corresponds to the contribution of each unit to the secondary (realignment)

I.i

P .i
I.i

+ 1

s(sg_1+l)(sx +1) (-ACEM) i=l,2,...n (5.87)
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and primary components of system response which were discussed in the 

previous Regulator Design subsection.

The first example of the time domain response of the sample 

three unit system provides another comparison between the recommended 

configuration and the first configuration. The same unit parameters 

which were used in obtaining the responses shown previously in Figure 5.14 

were used in obtaining the responses with the recommended configuration 

in Figure 5.23. The controller parameters for this run were

o M
II

-5 P2(10 ) G = Kio"3) g = 2(10'2)

a = 1.0 td = 10

.53 P1 = .33 F1 = .53

I2 = .33 P2 = .33 F2 = .33

13 = .14 P3 = .33 F3 = .14

Thus a "perfect" (and unrealistically fast) dynamic dispatch feedforward 

was chosen, for illustrative purposes. In comparing Figure 5.23 with 

Figure 5.14, it is apparent that the selected configuration provides a 

somewhat smoother response. The main reason for including these responses 

however is to note that the system in this particular case is evidently 

Type 2 with respect to load. That is, for a step change in 60 Hz demain, 

we see that the integral of ACEM is driven to zero in the steady state. Or 

for a sustained ramp in 60 Hz demand, ACEM would be driven to zero in 

the steady state.

With the particular model being used for the Dynamic Dispatch 

however, the type of the system is dependent on the value of a. It is 

easy to see from Equation (5.78) that for a 5“ 1.0 the system is Type 1
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FIGURE 5.23b UNIT 60 Hz OUTPUTS
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with respect to the total load demand disturbance (L° + S°). To illustrate 

this with a simulation, the same 1.0 pu step change in load demand was 

applied to the three machine system whose responses were shown in Figure 5.23. 

The only change was in the participation factors, which were changed to:

.53

t-*

u .14 F1 = .3

.33 P2 = .33 F2 = .2

.14 P3 = .53 F3 = .1

Now + F^ = a = .6, so the dispatch feedforward now only supplies

a fraction (.6) of the total load demand change. The resulting responses 

are shown in Figure 5.24. Notice that in this case the integral of 

ACEM, Figure 5.24c, does not go to zero. This example also illustrates 

the steady state allocation of the difference between the load demand 

change and the sum of the dispatch feedforward targets; from Figure 5.24a 

we see as expected that the reference inputs £x^ approach the steady state 

values of

Ax1(ss) = I1 * (1.0 - 0.6) = 0.21 pu MW,

Ax^Css) = * (1.0 - 0.6) = 0.13 pu MW, and

Ax^ss)— * (1.0 - 0.6) = 0.05 pu MW

The participation factors used in this example were also chosen to have

a very large spread, the ratio varying between 0.26 and 3.79. This
is the reason for the significant overshoot of P° shown in Figure 5.24. 

For a given set of total controller gains and unit response models, this 

ratio determines the amount of unit output overshoot (or lack thereof).
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Before the issue of system type is investigated in more 

detail, the issue of overshoot, raised by the previous example, should 

perhaps be addressed because it is neither uncommon nor unsurprising that 

unit reversal is often considered to be a characteristic of bad control.

In general, it is clear that unit reversal is a natural tendancy when a 

unit has an available amount of fast responding capacity and is considered 

to be a good regulator but is at the same time, whether for economic or 

other reasons such as regulating limit constraints, considered to be 

less favorable for absorbing sustained load changes. If this distinction 

is to be exploited by the LFC algorithms, then as the relative weighting 

of the ACEH regulation performance measure vs. the control effort per­

formance measure is increased the amount of unit reversal which occurs 

will tend to increase concomittantly. Unit reversal is a part of the 

broader issue of regulation and from this point of view the question is not 

really whether a unit reversal should occur but rather with what magni­

tude and over what period of time should reversals occur. No serious 

attempt was made to quantitatively analyze the Coordinating Controller 

along these lines during the prototype design stage, as the AGC simula­

tion program provides a much more realistic test environment for such an 

investigation. The more qualitative analyses performed using the simple 

three machine system do show however, that the controller structure can 

be parameterized to provide a wide range of responses for each unit, and 

that it is easy to tune the Coordinating Controller to reflect a particular 

area regulation objective. Some of the basic tradeoffs are also clear; 

for example, in the case illustrated in Figure 5.24, we notice the 

essentially two-mode response of ACEM to the step load change. The relative 

contribution of the initial, primary response mode is a strong function of 

the amount of lead compensation. Figure 5.24b shows that this component 

of the total response is distributed so as to take advantage of the better 

regulating unit(s), but that a reversal of unit three occurs due to the 

relative weighting used for the steady-state allocation, which is dominated 

by the secondary, realignment mode.
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The issue of system type with respect to total demand, which 

is of considerable importance since it involves the control area operating 

policy regarding area inadvertent interchange, is somewhat obscured by 

analyzing the system linearized about a constant operating point, i.e., 

by analyzing the block diagram representation of Figure 5.16. This is 

the case because the model assumed for the Dynamic Dispatch,

Pi ~ Fi ‘ (LT + ^ + AL i=l,2,...n (5.88)

leads to the conclusion mentioned previously, that the system type with 

respect to total demand (the number of zeros, in the transfer function 
relating ACEH to L° + S°) is two if a = 1.0 and one otherwise. This in 

turn raises questions about the interpretation of the dispatch model 

suggested by (5.88); for example, AL is certainly correlated with so 

how should this correlation be accounted for in determining system type?

A more useful viewpoint is provided by the pertubational system defined in 

(5.80 - 5.84) and illustrated in Figure 5.21. This system is clearly 
type one from the disturbance AL°, ACEM will be driven to zero while for 

a sustained ramp in ACEM will approach a finite value determined by
the rate of change of AL° and the total loop gain. Complete agreement has 

not been reached on this issue however, as one can argue that the per­

tubational system should be type two. In fact. Coordinating Controller 

Two has been designed to have the higher type and this issue will as a 

result arise again in the next section, which describes this second 

controller structure. It is relatively straightforward to provide either 

controller with either type, so the question is simply which type will 

best allow the control area to meet its operating objectives.

The main reasons for tentatively providing the Coordinating 

Controller One with the lower type will be summarized. It is useful to 

first recall that the desired generation trajectories are calculated in 

the Dynamic Dispatch by performing an optimization over a moving window
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of 1 to 1.5 hours duration. The Dynamic Dispatch is designed to run in a

tracking mode, updating the desired trajectories based on the latest 5

minute load forecasts. For the sake of argument, suppose that the

Dynamic Dispatch is decomposed into a two step procedure; an optimization

over the moving window using only the spline fit to the short term load

forecast, and an "inmediate-term" correction based on the five minute

load forecast and sensitivity factors provided by the dynamic optimization

procedure. Interpolation is used between these five minute points so
★

that the desired generation trajectories are smooth and defined on 

the LFC execution rate (4 second) basis. This decomposition is not 

equivalent from an economic point of view, but is equivalent from a load 

tracking point of view. The reason for making it is to attempt to con­

ceptually illustrate that the system is in fact "nearly" type two, and , 

then to interpret the meaning of this in the context of unintentional 

inadvertent accumulation.

The second step in this procedure, which essentially corrects 

for forecast errors of the slower-running short term load forecast and 

trims the desired generation feedforward trajectories accordingly, can 

of course be viewed as a part of the Coordinating Controller. Then if, for 

the sake of argument, the predictive element of this step is removed and 

the correction is made on a 4 second basis, it is easy to verify that this 

corrective procedure amounts to a unity feedforward in Figure 5.21 from 

AL° to total reference input Ax . This conceptual rearrangement results 

in a type- two relationship between ACEM and the disturbance AL_, where the 

second zero comes from the reset integrators which are a part of each unit 
controller. Thus if AL° is a step input disturbance, then both ACEM and its 

integral IACEM will be driven to zero. It seems reasonable to assume that 
no significant sustained ramp in AL° will occur and if so unintentional 

inadvertent could not, in theory, accumulate. From a different point of 

view, the controller would in this case be "paying back" inadvertant on
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a continuous basis. Allowing for the occasional perversity of nature 

and taking each viewpoint towards its extreme, the former becomes 

optimistic, representing a version of ideal control, while the latter 

raises several questions regarding the appropriateness of maintaining a 
type two relationship between ACEM and AL° at the LFC level.

The first question is whether or not it is a control area's 

objective to maintain zero unintentional inadvertant on a "continuous"

(LFC execution rate time scale) basis. A control area's objective may 

instead be to maintain zero unintentional inadvertant over a time interval 

greater than the LFC interval; as this time interval is increased, the 

interconnection can be exploited and economic considerations may become 

involved, e.g., "peak shaving", etc. The second question centers around 

the fact that a control area, acting independently to reduce its accumulated 

inadvertant energy, will cause other interconnected control areas to 

experience a net opposite change in their own accumulated inadvertents.

Such an action is somewhat contrary to current practice, in which 

pairwise agreements are made between control areas to each reduce the 

magnitude of their oppositely-signed accumulated inadvertents, of the 

same kind (peak, etc.). Accomplished via simultaneous (pseudo) tie .. 

schedule changes, this practice does not cause other interconnected areas 

to experience a change in their own inadvertents. Thus there are two 

aspects to the second question: the paying back of inadvertent at (very) 

roughly the same cost level, and the possible creation of inadvertent in 

other control areas. The former aspect would certainly be satisfied most 

of the time if a policy of continuous inadvertent reduction was adopted, 

while the significance of the latter concern seems to mostly depend on the 

magnitude of the accumulated inadvertent itself and hence is difficult 

to predict.

/
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With these considerations in mind, there does not seem to be a 

compelling reason to add an additional integrator to Coordinating Controller 

One and hence increase by one the type of the relationship between ACEM 
and AL^. In fact, the discussion of the second, corrective step in the

■k
calculation of the feedforward terms Pi suggested that the pertubational 

system is in a sense nearly type two already, when the corrective step 

is speeded up and considered to be a part of the Coordinating Controller.

The latter observation is interesting because the concept of "nearly type 

two" can be related to the first question raised above, namely over what 

interval is it the objective to accumulate a zero net unintentional 

inadvertant?

Referring again to Figure 5.21, suppose that AL° is some disturbance 

which is zero mean over some interval of time T. Suppose further for 

simplicity that all initial conditions for the pertubational system are 

zero prior to the beginning of the disturbance interval (t = 0 say) and 
that AL° goes to zero at t = T for AT seconds, where AT is sufficiently 

long for transients to settle. Under these assumptions for the model of 

Figure 5.21, the unintentional inadvertant at t = T + AT will be zero.

Thus an area objective of maintaining, on the average, a zero net change 

in unintentional inadvertant over an arbitrary interval T can be achieved 
by forcing AL° to be, on the average, a zero mean disturbance over the 

same interval. The potential benefit of this approach is the flexibility 

it provides in controlling inadvertent. This flexibility is essentially 

lost if an exact type two relationship is maintained between ACEM and 
AL° by the Coordinating Controller although the latter structure theoreti­

cally provides more capability for achieving ideal performance. As an 

aside, it is worth mentioning that several controls are available for 

affecting AL° so as to achieve the desired first order (mean) statistical 

properties. Perhaps the most important one is the variable amount of 

pure lead which can be introduced to the feedforward terms P due to the 

fact that the latter terms are in part based on a prediction of future 

lo ad demand.
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The magnitudes of Gc ^s) (Equation 5.87) plotted in Figure 5.22 

show how the participation factors and determine the relative 

gain magnitudes for each loop in the low and midfrequency ranges respec­

tively. The total gain parameters shift these individual characteristics 

with respect to absolute gain and frequency but preserve the relative 

scaling determined by the participation factors. The total response 

return ratio provides one approach for selecting the total gain parameters. 

This frequency domain approach is straightforward when the pertubational 

system of Figure 5.21 is analyzed and has the advantage of a clear physical 

interpretation as well as providing important robustness measures. An 

alternative approach for selecting the total gain parameters is to simply 

go back to the linear quadratic regulator formulation and parameterize the 

design in terms of the quadratic cost weightings. This approach would 

certainly be required if the simplifications introduced had not been 

made, but for the prototype structure for WEPCO either approach can be 

easily used. With either approach the closed-loop eigensystem is of interest, 

and in Task 2 numerous eigenanalyses were performed on both the aggregate 

total response system and the sample three machine system, particularly 

in the early design stages. Examples of the latter have not been included 

because the frequency domain analyses and the step response examples 

pretty much provide the same information. Root loci plots for the total 

system response model do provide a useful picture of the effect of the 

total gain parameters on the closed-loop poles however. For example.

Figure 5.25 shows a root loci plot parameterized by the total loop gain 

G /g as well as the fixed parameter values used. The ratio G /G was 

held constant in order to maintain in this case a compensation attenuation 
factor of 1/10 as G1 was varied. The basic features illustrated in 

Figure 5.25 are typical of a range of parameter values. The corresponding

eigenvectors are not shown, but essentially these loci can be interpreted
_2

as follows. The open loop unit pole at s =* 5(10 ), which is intended to

roughly represent the initial response of the unit (with its unit controller)
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due to change in boiler stored energy when the turbine valve area is 

changed, is shifted to the left when the loop is closed but is then 

relatively insensitive to the loop gain in the practical range shown.

The other open-loop unit pole, at s = 8(10 ), is intended to roughly

represent the limitation of the unit fuel/pressure system. As the loop 

gain is increased, this mode interacts with what was called the controller 

primary response mode in the regulator design subsection, resulting in 

the complex conjugate closed loop poles shown. These poles dominate 

the initial period of the step responses shown previously and their 

location is closely related to the midfrequency or regulating range 

characteristic of the return ratio operator T(s). The slower pole in 

Figure 5.25 is basically that of the realignment mode, and hence it 

dominates the slow settling to ultimate steady state targets evident in 

the previous step responses.

If we take the parameters values shown in Figure 5.25 when 

critical damping occurs, the total response return ratio has the character­

istic shown in Figure 5.26. For interest, T(s) is shown both with and 

without feedforward, where the latter again corresponds to the pertubational 

system of Figure 5.21. In contrast to the first configuration, there is 

a nice smooth transition from one to the other. These parameter values 

seem to be a reasonable starting point for further testing and tuning 

using the AGC simulation program. Figure 5.27 shows the response of the 

pertubational form (no feedforward) of the three machine system to a 1.0 pu 

step change in with the same total gain values.

G1 = 4(10-3) GP = 2(10"2) g =■ 2(10'2)

rl- .53 P1 ^ .40

^= .33 P2 = .40

^ - .14 P3 = .20
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The participation factors were adjusted to cut back on the overshoot 

of the better regulating unit from the previous examples and in Figure 5.27b 

the outputs again illustrate the different sorts of responses which can 

be obtained with the Coordinating Controller and the simple unit closed- 

loop response models. The essentially two-mode response of ACEM is 

evident in Figure 5.27c, unencumbered by the effects of feedforward in 

this case.

5.2.5 ACEM Filter

The only variable which needs to be estimated for Coordinating 

Controller One is the area control error (mechanical) ACEM, where

ACEM = P° - L° - S° (5.89)

Methods for estimating ACE in conventional LFC designs evidently span 

a wide spectrum, ranging from simple first or second order low pass 

filters operating on the measurement samples of tie flows and system 

frequency to relatively sophisticated digital filters based on more 

complicated models of these stochastic processes [e.g. 13]. Now ACEM was 

derived in Section 5.2.1 by removing the external area's accelerating 

power component from ACE and as a result the estimation problem is perhaps 

more complicated because the only term in (5.89) which is directly measur­
able is the net tie schedule S°. As a result of this difference, and the 

fact that the estimation of 60 Hz load and 60 Hz mechanical power are 

treated as separate problems in this subsection, the estimator for ACEM 

has a form which differs significantly from the simple filter for ACE.

It is helpful to keep in mind that despite such differences in appearance, 

ACE and ACEM themselves differ by an accelerating power term which may 

or may not be significant in the upper range of the LFC bandwidth and 

hence their estimates will agree in the low frequency range if their design 

is based on comparable statistical models.
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Area eleccrical power balance implies

LjCt) = GT(t) - M(c), (5.90)

where G^Ct) is the total area electrical generation and M(t) is the net 

tie flow. Denoting the LFC execution rate by At (presently 4.0 sec. at 

WEPCO) and letting K index this discretization of time (i.e., sample 

times at K • At, K = 0,1,...), then the quantities G^,(K) and M(K) are 

obtained in summing up the individual unit electrical generation and tie 

flow values provided by the WEPCO Data Acquisition System (DAS) at the 

time K • At. The analysis of the DAS made in Section 4.2 of the Task 1 

Final Report indicated that significant errors could potentially result 

when M(K), and to a lesser extent when G^,(K), are computed. As was 

indicated in the conclusion of that analysis, a useful quantitative 

estimate of these errors would require a considerable effort in both data 

gathering and analysis, however. Such information would be useful in 

designing a filter for the 60 Hz load demand estimate required by the 

Coordinating Controller, and this is one reason that this particular 

part of the LFC algorithm development was originally planned for the later 

stages of the Task 2 work and/or the first stage of Task 3. The most 

important question of course is whether the existing measurement system 

constrains the LFC bandwidth or whether this specification can be deter­

mined primarily by the desired tradeoff between the performance objectives 

of control effort and load tracking. While a few doubts raised by the 

DAS analysis performed to date may remain in the minds of some people, 

a simple filter is proposed here which is based, among other things, on 

the assumption that all measurement errors can be represented by a white 

noise which is not significant enough to constrain the desired LFC band­

width. Then, using the static model for 60 Hz load demand

L^(t) - LT(t)[l - SL(f(t) - fQ)] (5.91)
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the measurement equation is

y1(K) = L°(K) + V(K) = [Gt(K) - M(K)][1 - BL(f(K) - fQ)] (5.92) 

where V(K) is a white sequence with covariance r(K).

Referring to Section 5.2, ACEM was defined as the difference 

between the total area mechanical power referenced to 60 Hz. and the 

total area load demand plus schedule at 60 Hz. In the context of the 

steady state arguments which illustrate the conventional ACE strategy 

for LFC, the assistance which the control area will provide to the inter­

connection in the event of a sustained system frequency deviation f - fo, 

when the control error ACEM as defined in Equation (5.89) is employed,

is • (f - f ) (MW) where 8 is the current best estimate of the actual o
(r.i:.il-time) natural area frequency characteristic. So defined, 8 of course 

a mction of the area load and the combined droop characteristics of the 

u ts on-line at a particular time. At least partly due to this fact and 

t the uncertainty in 8 at any load level itself, the current practice 

r commended by NAPSIC is to use the constant-valued area frequency bias 

B in defining ACE, where B is chosen to be, in theory, slightly greater 

an the area's natural frequency bias 8 at a mutually agreed upon measure 

of area peak load or capacity. In order to be consistent with the ACE 

strategy in this regard, it is necessary to add a bias term (B - 8)(f - f0) 

to ACEM, i.e.

ACEM =■ P° - L° - S° + (B - 8) (f - fQ) (5.93)

It is convenient to include this correction term, which has a small 

numerical magnitude, with and hence to add this bias correction term
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to che measurement equation (5.92). Thus the corrected measurement 

equation is:

y(K) = L°(K) + V(K) = [GX(K) - M(K)][1 - 3L(f(K)-fQ)]-(B-3)(f(K)-fQ) (5.94)

The control error ACEM, formed from an unbiased estimate L^(K) based on 

the measurement (5.94) and the estimate P° to be discussed below, is 

identical to conventional ACE in the low frequency range.

A simple Kalman filter is used to obtain the estimates L°(K).
/N /N -L

For notational simplicity, L(K) = LX(K) and L(K) = 1X(K) are used in the 

remainder of this development. Consider the model

L(K) = L(K-l) + e(K-l) + (L(K) - L(K-l)) 

e (K) = 1)(K-1) e(K-l) + w(K-l)

K = 1,2,.. (5.95)

with the observation model equation

y (K) =* L(K) + V (K) (5.96)

w(K) is a white sequence, uncorrelated with V(K), with covariance q(K).

L(K) is treated as a deterministic input to (5.95); it is based on a 

prediction of the secular component of the 60 Hz load demand. In this 

project, L (K) is obtained from the 5 minute forecast algorithm by sampling 

a quadratic interpolation between the lastest 5 minute load estimate and 

the current one and two step-ahead 5 minuts forecasts. Equation (5.95) 

really just models the residual r(K) = L(K)-L(K), where

r (K) = rCK-1) + e(K-l) 

e(K) + <t>(K-l) e(K-l) + w(K-l)

K = 1,2,... (5.97)
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For 4>(K) - 0 for all K, r(K) is a random walk; otherwise it is a 

random constant bias plus a first order Markov process. Note that 

L(K) = r(K) + L (K) . The Kalman filter equations for the model (5.95) 

and observation (5.96) are well-known (e.g. [5.16]) and hence are not 

repeated here. The key feature of this filter formulation is the use 

of the secular load trend estimate provided by the 5 minute load fore­

casting algorithm. The form of the residual model in (5.97) appears 

to be appropriate at this time, although work is in progress for 

confirming this hypothesis. The same methodology employed in develop­

ing the short term and 5 minute load forecasting algorithms can be 

used for identifying a different model if necessary.

Unit mechanical power referenced to 60Hz, P° is considered 

to be the unit mechanical power output which would result if the 

governor was disconnected and the transient due to this disturbance has 

settled out. The purpose of defining this referenced quantity, which is 

of course not directly measurable, is to satisfy the third area LFC 

objective identified in Section 5.2, i.e., to allow the unit primary 

re' ^nse to occur naturally and hence to contribute to the system objective 

o requency regulation. The aim then, is to make the LFC controller 

t. .ad, as it were, to the natural behavior of the primary response loop.

B- .ause individual unit 60 Hz mechanical powers are used to define the 

area control error ACEM it is clear that each Unit Controller should act 

to maintain a zero error between the MW reference input UDG^ provided by 
ttie Coordinating Controller and P°. (This issue of biasing the unit control 

loop set points so that they are consistent with the area frequency bias 

term of ACE in conventional LFC structures was raised, for example, by 

Cohn in [5.1], although it is not clear that this is always done in actual 

implementations, perhaps due to the view that this bias term is normally 

very small in absolute value and may get lost in the discretization of the 

unit pulsing logic anyway.) Thus the filter associated with each unit
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(5.98)

controller generates an estimate of unit 60 Hz mechanical power, P° 

and hence

N

Z
i=l

Currently each unit filter is based on a similar linear model; their 

design is covered in Section 6 and hence is not repeated here. It should 

be noted that the summation in (5.98) is over all on-line units. Al­

though the unit filter and unit controller are more or less developed 

in Section 6 as a single algorithm, they are separated in implementation 

so that a unit filter is formed for each on-line unit while a unit 

controller is formed for each unit on automatic control.

It is perhaps worthwhile to add a few comments on estimating 
P°. First, if the turbine-governor was a linear system, then it is easy 

to.construct a model which is consistent with the above definition of unit 

60 Hz mechanical power. In order to focus on the basic idea, the very 

simple model shown in Figure 5.28 is used as an example. Many governors 

have a significant backlash however, and this complicates the estimation 

problem considerably. The governor-turbine representation with this 

nonlinearity included which corresponds to Figure 5.28 is shown in 
Figure 5.29. Using the definition of P° given above, a decomposition 

similar to that in Figure 5.28 can only be obtained for very specific 

assumptions. It is fairly easy to show however, that as more and more 

governors are placed in parallel, the equivalent governor characteristic 

approaches the form shown in Figure 5.30 when it is assumed that frequency 

deviations are zero mean and that the initial position of the unit 

operating points are uniformly distributed in an equivalent deadband at 

Af =» 0. Thus these aggregate governor deadband assumptions provide the 

same hypothetical separation of unit mechanical power into two components
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as the linear model. A filter can be designed based on a model of the 

same form as that in Figure 5.30 and some preliminary work was performed 

on this in Task 2. While an extended Kalman filter is one possible 

approach to incorporating the aggregate effects of unit deadbands, the 

technique of statistical linearization [5.16] appears to be very well- 

suited for this particular problem. This is because the non-linearity 

is an odd function whose input (Af) has statistics which are fairly well 

known a priori. This approach was looked at and is promising, although 

it does have significantly higher computational requirements than the 

linear filter however. As the measurements are fairly certain relative 

to the model uncertainty, an observor is a possible alternative approach.

The main feature of an estimator for P° which is based on a 

nonlinear stochastic model like that in Figure 5.30, is that it provides 

a potentially meaningful way to obtain a nonlinear frequency bias. This 

is mentioned because the latter idea has recently received some attention 

by researchers and industry practitioners alike. It was suggested, for 

example, by Kennedy [5.15] as a possible means for reducing unnecessary 

control action. Ewart has reported some interesting results and observa­

tions which suggest that unnecessary and even destabilizing control action 

m:y result due to the current practice in frequency bias setting [5.4], 

nd based on that analysis it would appear that a nonlinear estimator 

or P° could help the problem. On the other hand some detailed simulation 

results (including the above aggregate deadband representation) and system 

frequency spectral analyses provided in [5.14] indicate that the aggregate 

governor deadband affects on system frequency are relatively small. At 

least small enough that no limit cycle instability phenomena were detected 

although it was concluded that they are significant enough that nonlinear 

frequency biasing may be expected to reduce unnecessary control action.
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Evidently, the nonlinear frequency bias idea raises both

difficult technical questions and AGC objective issues. In both regards

it is a problem which encompasses more than just the single area point

of view, and as a result it lies somewhat outside of this project's

scope. While both of the prototype LFC structures can provide such a

characteristic, the current plan for the project software implementation
stage is to use a linear frequency bias in the estimation of P°. By•*o ^ T
analyzing the estimation error during the simulation testing, it

is hoped that some further insight into the frequency bias issue can 

be gained however, and based on these results a modification of this plan 

may be considered.

5.3 COORDINATING CONTROLLER TWO

5.3.1 General Structure

As was mentioned in Section 5.1.3, the second Coordinating 

Controller structure is based on a different robust linear multivariable 

regulator design methodology than the structure developed in the last 

section. In the first structure the dynamic error ACEM was formed and 

a servo-compensator was designed to provide desired disturbance rejection 

properties and transient response characteristics. In the second 

structure, estimates of the disturbance states of the model illustrated 

in Figure 5.1 are formed, and the controller feeds these back in such 

a way that ACE will be driven, in the face of these disturbances, to 

zero in the steady state as well as shapes the transient which leads to 

this equilibrium. In this subsection the general structure of Coordininating 

Controller Two is developed and a number of its theoretical properties 

are investigated. The material in this subsection was provided by project 

consultant H.G. Kwatny (Professor of Systems Engineering, Drexel University) 

in the early stages of the Task 2 work; it not only specifies the proposed
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structure for Coordinating Controller Two but contains several ideas which 

have had a significant impact on the Coordinating Controller One design 

as well. The most important idea is that of the primary and secondary state 

deviation costs which in turn induce the particular feedback regulator 

structure which has been exploited in both designs. Now a considerable 

amount of qualitative material and discussion was included in the 

previous section describing the first controller structure, a great deal 

of which is relevant to the second controller structure as well. Many 

of these interpretative comments are therefore not repeated here and the 

emphasis in this section is primarily on the technical details of the 

second coordinating controller structure.

The same simplified dynamic model of the principle (local)

control area connected to an external system is used and the reader is 

referred to the discussion made previously in the last section. A block 

diagram is given in Figure 5.1 and Table 5.1 contains definitions of the 

variables and parameters employed. The equations are listed below:

x. =i u. i i = 1 (5.99)

i n
+ H-i; x. - U)i

oj2}

1
(5.100)

^3 = ^4 + V3

4
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^ • xn+1 + “1

y2 3 xi ~ ^3^ + ^2 ~ sC
i=l

’'a " Dl<xn+1 + “l1 + “3

(5.101)

The first step in this design procedure is the characterization 

the ultimate state trajectory. With v^, anc* V4 set to zero in

(5.100) it is desired to determine state and control trajectories x and n 

such that (5.99) and (5.101) are satisfied for all initial states and 

in addition that

ACE + By. 0 (5.102)

These trajectories can generally be obtained as linear functions of

Wy ^4* fact, this possibility is a necessary condition for

the existence of a solution to the regulator problem. It is easily verified 

that any solution x, u which satisfies

*3 + *2 + + xn
BB

B+ S2
to.

(Bl - B)B 
S1(B+ B2) aJ2"l"tlJ3't"

3
B+62 (5.103)

- B r 3

Xn+1 Bh 32 ^1 31(B+ 32) (5.104)

U. + u- + . . . + U 3 (1),12 n 4

x, = u. , x_ = u0, . . . , x 3 u, 1 12 2 n n

(5.105)

(5.106)

also satisfies the required equations.
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Thus, one obvious choice from the many possible solutions

x = Yt-4^ - $2 1 0]<D + y s (5.107)

where

u =» YU,

BG
B + 62 =

(6^3)3

61(B+ 62) ~ B+S,

and Y is any set of participation factors such that

Ly,-!
1

(5.108)

(5.109)

•k k
Another possibility is the following. If x , u is any solution of the

k
ultimate state problem for any particular disturbance trajectory, say cj , 

then a solution for arbitrary id is

x = x + y[-4>1^1 - <p2u)2 + (oj2

_ * *
u = u + Yl>4 -

XT) + Su] (5.110)

(5.111)

where

k k * *
XT “2-Xi and ^ = 2-ui

1 1

The contoller configuration corresponding to this solution is illustrated 

in Figure 5.31.

The second step of the design methodology is to formulate the 

feedback control problem. The state variable feedback gain matrix K is
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obtained by solving the purely deterministic optimal regulator problem 

defined below. Ignoring all stochastic variables in the model described 

above leads to the model illustrated in Figure 5.32, which characterizes 

the perturbations about the nominal trajectories defined by u, x. It is 

desired to find the matrix K of the control law

Au = -KAx (5.112)

which minimizes a penalty function of the type J given above for a 

specific choice of output variables y. As noted, the available possibili­

ties include ACE, net tie flow, and frequency as well as any other linear 

combination of the state variables. Moreover, these can be utilized 

either individually, or in pairs, or as triplets of variables, etc. The 

outputs need not be measurable. In selecting an output set at this stage 

it is necessary to keep in mind that only the transient response will be 

affected. The ultimate state values will in no way be altered, nor will 

the observer-estimator.

In view of this, the sum AG = Ax + ... + Ax^ is a meaningful

and convenient choice. It is meaningful because regulation of AG during 

the transient actually implies regulation of total generation to its 

utlimate state value as established by the specification that ACE = 0. 

Also, it is proportional to the net tie flow deviation. It is convenient 

because there is no need to alter the time constant associated with 

frequency and the "frequency mode" is not observable in AG. Indeed, it 

has been repeatedly pointed out that it is undesirable to attempt to use 

AGC to regulate with a bandwidth wide enough to encompass this mode.

In this case, the performance index becomes

00

O
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where

n 1

[1 .... 1 |0]

Note, one choice for C is:
_*
C

where

n
— — *
C C => I and [1 II

The matrix is a scalar whereas the matrix is (n+1) x (n+1). In 

what follows Q2 will be specified to be block diagonal, of the form

Q2 = diag (Q2, 0)

where Q2 is an nxn, symmetric, positive semidefinite matrix. This insures 

that the frequency mode is not observable in the cost functional.

The wel.l known solution to the standard regulator problem

reduces to
n 1

-►
K

1~* ^
= [R r : 0 ] ^ n (5.114)

where P is the maximal solution of the nxn Riccati equation:

-PR- iP + Q = 0 (5.115)

and

Q = C'Q1C + [I-C*C]' Q2 [I - C*C]

The extremely simple form of these relationships are due to the special 

structure of the problem. Note that the closed loop eigenvalues of the 

system of Figure 5.33 with state variable feedback are the n eigenvalues
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of R 1p and - B/H. If the eigenvector of R "H? corresponding to the 

eigenvalue is denoted e^, then the eigenvectors of the system are

nt e.i

e^C B
1, ...n and

t n 
$ 1

(5.116)

The eigenvalues and eigenvectors of R P can be conveniently characterized 

in terms of the weighting matrices R and Q. This can be accomplished by 

using certain well-known ideas pertaining to the simultaneous reduction 

of two matrices to an appropriate canonical form.

Since R ^ is a symmetric positive definite matrix there exists 

a nonsimgular matrix T such that

-1 TT' (5.117)

from which it immediately follows that

T-1R_1(T-1)' = I (5.118)

Upon pre- and post-multiplying equation (5.115) by T' and T, 

respectively it is determined that

T'PR-1PT * T'QT, (5.119)

or

PP = Q,

where

(5.120)

P = T'PT, Q = T'QT. (5.121)
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Since Q is a non-negative symmetric matrix there exists an orthogonal 

transformation defined by a matrix S whose columns are the eigenvectors 

of Q such that equation (5.120) can be transformed into

(S'PS) (S'PS) = S'QS (5.122)

or

PP =* diag (q^, .... q^) (5.123)

where

P = S’PS 

"22and q^, ..., q^ are the (non-negative) eigenvalues of Q. 

they are also the eigenvalues of the similar matrix

(5.124)

Note that

TQT”1 = T(T’QT)T"1 =■ TT'Q = r"LQ

Moreover, a necessary and sufficient condition that all of these eigenvalues 
be positive is the Q (as well as R "S be positive definite.

Also, note that from (5.123)

/>.
P =* diag (q^, .... qn) (5.126)

so that

P =* S diag (q^, . . . , qn)S' , (5.127)

and

P = (T')"1 S diag C<\1, ..., qn) S'T (5.128)
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Premultiply this last expression by R ^ to obtain

R_1P = IS diag (q1, .... qn) S'T-1 (5.129)

= TS diag (q^, .... qn) (TS)”1

This implies that the eigenvalues of R '4’ are q^, q^ and the eigen­
vectors of R LP are the columns of TS.

Useful information can be obtained about the structure of the 

solution to the control problem by examining the eigenvectors of the uni­

tary transformation S which diagonalizes 0. Consider transformation of 

variables.

x = Ty (5.130)

which transforms the quadratic form x'Qx into 

y'T'QTy = y'Qy.

The matrix Q can be expressed

-1 T jU

Q = T'C'Q^T + [I - T C CT]’TQ2T[I - T C CT] (5.131)

= H'Q.H + [I - H*H]' T’Q2T[I - H*H]

_ * —l—*
where H = CT and H = T C is a right inverse of H.

Note that Hy = 0 implies Cx = 0 so that the null space of C maps into the

null space of H under the transformation defined by (5.130). Also observe
. *

that the range of [I - H H]’ is orthogonal to the null space of [I - H H] and



&
the latcer is precisely the range of H . If H happens to be the particular

-1 *
right inverse H' (HH') then the range of [I - H £i]' is orthogonal to the 

mage of H' and is therefore precisely the null space of H. In this special 

case, then, the eigenvectors of Q divide into two orthogonal groups. One 

of which contains vectors in the null space of H and the other with vectors 

in the range of H'.

The closed loop eigenvectors are, in fact, the eigenvectors of 

Q transformed into the coordinate system of the x variables according to 

the transformation (5.130). Thus, the system eigenvectors are composed of 

two (non-orthogonal) groups, one of which consists of vectors in the null 
space of C and the other in the range of the matrix TH' =* TT'C' = R ^C' . 

Moreover, the eigenvectors of the first group are influenced only by the 

weighting matrix and the second group only by the weighting matrix Q-^.

With respect to the problem at hand, these observations mean 

that n-1 of the modes of the closed loop system will lie in the plane 

corresponding to ACE = 0 and an additional mode will be in the direction 
of R 1C. Moreover, it is this last mode which regulates ACE to zero and 

the speed of this mode is controlled by the scalar paramter Q^. The addi­

tional modes are "redistribution” modes which allow for the redistribution of 

generation to target which lies in the ACE = 0 plane. Moreover, the 

redistribution motion takes place within that plane, and the response times 

depend on the parameter matrix Q^*

* —*

This advantageous choice of E is achieved by specifying C

so that

T C H = H'(HH')
-1 (5.132)

or
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C* =» T(T'C') (CTT'C')*1 = R^C'CCR^C’)"1.

— * —

C is clearly a right inverse of C.

2With R and Q positive definite qi > 0 for i * 1, n and
consequently all of the eigenvalues of R 'H? are real and positive. Thus, 

the closed loop is stable and all of the responses are non-oscillatory. 

Additional quantitative information can be obtained. Consider the scaler 

function of the vector u

p(u) u*Qu
u'u

If u = u. is an eigenvector of Q, and since Q is self adjoint, then 
12

p(u^) = q^, the corresponding eigenvalue. Furthermore, p(u) has a stationary 

value whenever u is an eigenvector u^.

Since H' is an eigenvector of Q, say u^, it follows that

2
ql PCu.jJ

HOH*
HH'

HH'Q1HH'

HH7
q1cr“1c' (5.133)

Suppose

R diag

then.

and

ql r u21

(5.134)

(5.135)

(5.136)
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5.3.2 Suboptimal Regulator Design

' j

The previous subsection described the characterization of 

the ultimate state and control trajectories, and the solution of the 

quadratic regulator problem which resulted in an nxn feedback gain 
matrix R ‘*'P that shapes the transient response of deviations about 

these ultimate state trajectories. The detailed analysis of the closed- 

loop eigensystem provides considerable insight into the nature of the 

closed-loop response in relation to the separation of quadratic state 

variation costs corresponding to the primary and secondary tracking 

objectives. The same ideas were discussed in the process of the feed­

back regulator design for Coordinating Controller One in Section 5.2.2, 

and additional insight was obtained there by using the simple trans­

formation introduced in (5.17). Then in Section 5.2.3 this transformation 

was utilized in developing a simplified regulator design which has 

significant advantages from an implementation point of view. All of 

those results, developed ostensibly in Sections 5.2.2 and 5.2.3 for 

Coordinating Controller One, are directly applicable to the second 

controller structure provided the integral state is simply deleted 

where necessary. The special case of interest here is, again that 

in which the n-1 secondary tracking modes have a common eigenvalue; 

it corresponds to a solution of the Ricatti equation which can be 

obtained analytically, and this allows gains to be updated very easily 

when the set of regulating units changes. For this special case the 

feedback gain matrix R P has the form
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(5.137)

8.n 8.n 8+g.n

With this feedback gain matrix the closed-loop system has the form 

illustrated in Figure 5.34. The issue of state interpretation again 

arises and in Figure 5.34 the unit 60 Hz mechanical power outputs are 

considered to be the states to be fed back. Also, the star component
— -k -k

of u, u - from Equation 5.111, has been moved through the controller
•k

integrators in Figure 5.34. Thus the Dynamic Dispatch trajectories x
*

(these were labeled P in the Coordinating Controller One section, 5.2) 

need not be differentiated. Now for Coordinating Controller One a mixed 

interpretation of state in the regulator design was ultimately employed; 

that is, for the feedback controls

(5.138)AUi = -gAxi - g± Axt

the first term was interpreted as a unit MW reference input while the 

second term was interpreted as the total area 60 Hz mechanical power 

output. Among other things, this choice was found to provide more 

control over the stability margins as the parameters of the assumed 

unit model(s) were varied. Whether or not the same interpretation is 

preferable for Coordinating Controller Two has not yet been determined, 

but this is mentioned here because the latter (mixed) interpretation 

yields the structure which is illustrated in Figure 2 of the Allerton 

Conference paper contained in Appendix A of this report. In the re­

mainder of this section the interpretation that just unit outputs are fed 

back, as in Figure 3.34, will be used however.
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5.3.3 Observer Design

Ic is necessary to design an observer for the variables

x^, x2> ... x^+1, cu^, aJ2> and which are required for the feedback 

control law of Coordinating Controller Two to be implemented. If unit 

MW reference inputs are interpreted as states in the regulator design 

then x^, x^, ... x^ are generated by the control computer and this results 

in a simplification of the observer design. If unit outputs are interpreted 

as states, then co^, ... ^ correspond to unit 60 Hz mechanical power

outputs. For the latter case the relevant material in Section 5.2.5 

is applicable, and it will be assumed without further comment that estimates 

generated by the unit controller filters will be used as required. As an 

aside, it is mentioned that the non-linear frequency bias idea has not 

been investigated in the context of the second Coordination Controller 

structure, however, and hence such an extension, which at least initially 

appears to be more complicated for Coordinating Controller Two, will not 

be considered. At any rate, for either case of the regulator-state 

interpretation, it is necessary at this point to generate estimates only

of xn+2_> C02’ ^3 and ^4'

n
known input, the system

1

model equations can be written:

(5.139)

1

2
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■ s+l+ “l

72 - 82/6 (74 - w3) + UJ2

Wi “l) + OJ-

(5.140)

Project consultant H.G. Kwatny applied the methodology described in 

[5.12] to the above formulation and an analytic solution was obtained.

It was found to be convenient to reorder the equation (5.139) by defining

T A T AW = (oj4, cj3, w2, (jo1) , r) = (u4, v3, v2, Vj^)

so that (5.139) and (5.140) become, in terms of the new variables in 

(5.141)

(5.141)

n+1

W

Xn+1

W
+ B1y4 + Gr]

— *—1 — —

yl
:n+l

72 = E

73
W

+ Dy.

(5.142)

(5.143)

l

I

Hie construction of the observer design matrices H , A and is straight­

forward but somewhat involved and as a result the details are omitted.

The solution is
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\i+i
/V

W1

W2
y\

W3
/v

W,

-D,
-0^2/6

1+^U/B

0 0

0 <p

0 1

1 B2/6

— —

: 1 0

0 0 1

0 y4+ 0 0

b2/b 0 0

0 -1 0
— _

(5.144)

H &
H D

d_
dt

1^2. ~<P
+

iUl92

4>/3

0
ab;

"9 1 0 1 -4>/B 1
1

-<?/B, l 0”"
0 1-4)!

1 !

1
0 |

1

1
0 ! 0

1
L I 1

AA-,

1
1

1

*'H y

0

0

0

32/B

*H D

(5.145)

where the eigenvalue -<p was doubly assigned to this second order observer. 

Equations (5.144) and (5.145) can be put in transfer function form; the 

result, in terms of the original variables of (5.139) is given below.
/N

The expression for xn+^ is not given because it is not explicitly used 

in the feedback design due to the fact that the frequency mode was 

appropriately made unobservable in the cost functional of the regulator 

design step.

“l =
s (ip~1+H/6)+l

s<}> ^ + 1 yi +F1 (S<{)_1+1) (-D1y1+y3)+y2-y4) (5.146)

^2 = y2 + 62/B (-D1y1+y3) - B2/B *y4

= (-0^1 + y3)

5-123



U4 = scfT^l (-Dlyl + y3}

5.3.4 Analytical Results

Summing up equations (5.110), the total ultimate state 

trajectory is

V’ "3 ' Vl - *2U2 + *sS (5.147)

From (5.146),

^ A
1^2 ^ V2 ~ “ G - M - D^Af = L° (5.148)

and using (5.148) and the disturbance estimates from (5.146), (5.147) 

can be put in the form

(S!p_1+1)x^, = sfl a°+S0)-<51[s((})"L+ |)+l]y1- ^[s<p"1(81-B)+l]y2 (5.149)

-1 02
+ [s<j) <52 +l]y4

The area control error ACE is however

ACE =» y2 + SYi (5.150)

and hence substituting ACE into (5.149) yields

(s<j) ^+l)x^ » s(j> ^ (L°+S°)- s4>^((j) ■*■+ ^ -<j) 3^+t1> B)y1

4>
lr ,-l -1, S.

[scj)- (61-B)+1]ACE + [s<j) 52 — + l]y4

(5.151)
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Before proceeding, an approximate result can be simply obtained 

from (5.151) which is quite insightful. While several approaches are 

viable, the easiest is to first let the observer become very fast, so 
that in the limit cp ^ 0 and (5.151 becomes

— H o
XT * 's4)l ~ * Af “ If * ACE + PT (5.152)

where the physical variables represented by y^ and y^ have been 

substituted for clarity. Now with the exception of the derivative of 

system frequency, (5.152) is familiar in the context of conventional 

LFC structures because the desired generation referred to 60 Hz, x^, is 

just actual generation referred to 60 Hz minus the area control error

(01/B
Bl+62

B+B0
is 1.0 for all practical purposes). The derivative of

system frequency term is a very interesting term entering into the ultimate 

total state trajectory however. Recall from Section 5.2.1 the definition 

of the area control error (mechanical) ACEM, which was derived from the 

basic LFC objectives previously, quite independently from the derivation 

leading up to (5.152). From that previous development it was found 

that

ACE * ACEM - H1 • sAf (5.153)

Substituting (5.153) into (5.152) yields

xT = -scfr^! - -jOAf - ^ • ACEM + P° (5.154)

and it is clear that the second control structure is effectively cancelling 

out the potentially destabilizing derivative of system frequency
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component of ACE. It is again emphasized that this is a relatively 

high frequency component which may or may not have some significance 

in the context of a practical LFC bandwidth, but it is nonetheless 

very interesting that the second control structure, which is designed 

to drive ACE to zero in the steady state, attempts to eliminate this 

component of ACE in a transient sense. Furthermore, while this property 

was intentionally (and exactly) provided for Coordinating Controller One 

as a consequence of the fact that a consistent, instantaneous area 

control error had to be defined, in this case it is an unanticipated 

consequence of the design methodology itself.

If the closed-loop system representation corresponding to 

the simplified regulator design which was illustrated in Figure 5.34 

is reduced to the total response representation, and the relationship 

for x^, derived in (5.151) is used to relate the total ultimate state 

trajectory to the physical system outputs, then the block diagram 

form illustrated in Figure 5.35 results. For simplicity, the estimator 

for total 60 Hz mechanical power is modeled in Figure 5.35 with a 

first order filter whose time constant is the same as that assigned to 

the two observer states in the previous subsection. This is a convenient 

representation for the closed-loop, total response system. For example, 

a return ratio can be defined by breaking the loop at the point of the 

ACE feedback and stability margins can be computed which are analogous 

to those obtained for the first controller structure previously. However, 

a problem was encountered in the analysis of this system which casts 

doubt on the original formulation and/or the succeeding steps which led 

to this compact representation, and this difficulty can be best demonstrated 

by deriving the closed loop transfer functions which relate ACE to the 

disturbance inputs. This derivation is lengthy but straightforward; the 

basic steps are summarized below.
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From Figure 5.35,

P° = Gg(s)[FCs)(L° + S°) + G/s (xT - F(s)P°)]

where, referring to (5.137), G=g+g1 +g„+ ... +g , and G.(s)
X Z n u

is the transfer function relating total area unit desired generation 

to total area 60 Hz mechanical power. It can be the same G^Cs) used 

in the previous section for example. Now

xT-= L - u1 + H4(s) P°

and substituting (5.156) into (5.155) yields

g
P°(.1-Gg(s) G 4)_1$2 Y • F(s)) = Gg(s)[(F(s) +|' • H3(s))(L0+s°)-|* 1 

Also from Figure 5.35 we have that

4I- “1 + Gf00 tP?-L?-37 “21’

and thus

u1 = u2 + H1(s) [tx1 + Gf(s)(P° ~ ^2^

Substituting (5.159) into (5.151) and collecting terms,

[1-Gg(s)G<!)"1c()2 • F(s)+GG(s) j H1(s)Gf(s)] P° -

Gg(s)[F(s)+ j H3(s)+| H1(s) • Gf(s)]L°+<3G(s)[F(s)+j*H

- GgCs) | H1(s)aJ1 + GG(s) f • H1(s)Gf (s)oj2-Gg(s) f * u2

C5.155)

I
(5.156) ^

11 (5.157)

I
(5.158) j

1
i

(5.159) I
(5.160)

(s)]s°
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But ACE is given by

ACE
62(-f + BGf(s))(P° - L°) + (1 - BG - S (5

so

P? = BGf(s)) -1 [ACE - (l-B*Gf (s) |—)iu2 + S°]+L° (5

Substituting (5.162) into (5.160), using u2 = ACE and collecting

terms,

[N(s) + ( -^ + BGf(s))GG(s)HA(b) |] ACE (5

g
= (rg- + BGf (s)) [GQ(s) (F(s)+ -|-H3(s)+| H1(s)-Gf (s) )-N(s)]Lq

Bo r n
+ [( -- + BGf(s))GG(s)(F(s)+ .H3(s)) - N(s)]S

02 r

' - C — + BGf (s))Gg(s) — • H1(s) (jJ1
g

+ [( -^ + BGf (s)) j •H1(s)Gf(s) + (l-BGf(s) -^-)N (s ) ]u)2 ,

where

g

N(s) = [1 - GG(s)*G*F(s) 4>~l<t>2 -j- + gg(s) j H1(s)-Gf(s)] (5

It is necessary to reduce the rational functions on each side of (5.163) 

to polynomials in s, i.e. to clear the denominators. Thus, referring 

to Figure 5.35, a symbol is assigned to the numerator and denominator 

of each transfer function:

I

.161)

.162)

.163)

.164)
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H1(s) A 'n1(s)

dF(3)

H3(s) A n3(s)

dF(s)

H4(s) A n4(s)

dF(s)

haCs) A nA(s)

^(s)

gg(s) A 1
dG(s)

G^ (s)
A 1

d r (S)

(5.165)

After substituting (5.165) into (5.163) the denominators of (5.163) can
2

be cleared by formally multiplying through by d^(s)d^(s)dp(s)s.

Doing this and collecting terms and simplifying yields
(5.166)

6 6
df (s) [dG(s)dF(s)df (s)s - df(s)*s*G<!5 1<f>2 + Gn^s)-!- df (s)nA(s)G+BnA(s) *G]ACE

-1 ^1 _i o
s-df(s)(-^df(s)+B)(l+G<}> 1 - dG(s)dF(s)^ Xcf)2 -f -G)L0

6 S+ df(s) (-^df(s)-s+ Gn3(s)df(s)+s-B+B-Gn3(s)-dG(s)dF(s)df(s)-s - 

(j)“ (j)2 -j G* s • df (s) - Gn1(s))S°

32
- df(s) (r^ df(s) Ga^(s) + BGn1(s))u1

r 8 2+ [n1(s) (rf Gdf (s)+BG+Gdf (s)-BG j- ) + df (s)dG (s)d;F(s)s

T 9 (3 ^2-1
- <}> (f>2 -J- G-s-d^(s) - B J- dG(s)dF(s)df (s)*s + B g- c|)2Gdf (s) *s ]uj2

5-130



The polynomial operating ACE in (5.166) is of course the

closed loop characteristic polynomial for the system illustrated in

Figure 5.35. Its order is as expected: 4 plus the order of d„(s)

(recall that the observer is second order). We see that the system

frequency mode has not been altered by the feedback controller, which

is also correct due to the fact that system frequency was unobservable

in the cost function used to determine the feedback law. Now n^(s)

and n^Cs) each have a single zero at the origin, and it is clear that

reset of ACE is assured for unknown constant values of the disturbances 
o

S , and i.e., there is a type one relationship between ACE and 

each of these disturbances as expected. There is also a type one re­
lationship between ACE and L° however, and this contradicts the 

original problem formulation which was intended to assure a type two 

relationship between these variables. This surprising result appears 

to be in conflict with theoretically derived properties of the general 

design methodology used in the development of Coordinating Controller Two.

It is felt that an explanation of this result is required in order to 

provide assurance that the second controller structure is indeed free 

of some subtle error.

5.4 COMPARATIVE EVALUATION

While the two Coordinating Controller structures developed in 

Task 2 share a number of common features, they were derived from two 

alternative design methodologies which can, in general, lead to significant 

differences in closed loop response and disturbance rejection characteristics. 

Because of this, the Task 2 plan for this component of the AGC algorithms 

was to develop each structure on a more or less equal basis and to make 

a preliminary comparative evaluation using the simplified design models.

A more comprehensive and realistic evaluation would then be performed in

5-131



Task 3 using primarily the detailed AGC simulation program. Unfortun­

ately, although the Coordinating Controller One prototype design has 

been completed and implemented in the AGC simulation program, the 

Coordinating Controller Two prototype has not been implemented due 

primarily to the unresolved technical issue described above. The current 

thinking is to continue with the original plan for comparative evaluation 

of the two coordinating controller designs during Task 3. This implies 

that implementation of the second structure must be accomplished during 

the first stage of Task 3. It is anticipated that an explanation of the 

noted anomoly will be forthcoming and the implementation can be easily 

accomplished in view of the fact that much of the work done on the first 

controller, particularly, in the areas of gain and parameter selection, 

is directly transferable. Thus,- despite the fact that a number of 

interesting comparisons between the two structures can be made based on 

the work performed in Task 2, the comparative evaluation of the two 

Coordinating Controllers is deferred to Task 3.
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6. UNIT CONTROLLER

)

The unit controller portion of the overall AGC package functions 

as a servo control algorithm. A unit's power output demand is given to 

the unit controller which then determines the control signal necessary to 

move this unit's actual output to match demand. The controller's main 

design goal was to track changes in demand as closely as possible without 

excessive control activity. A secondary objective was to avoid undue 

upsets to the unit's internal process variables as a result of the tracking 

activity.

The principle design technique employed was the Linear Quadratic 

Gaussian (LQG) method of modern state space control. In addition, various 

logic strategies involving hard constraints on selected variables and 

rates are also included in the final design. The material that follows 

describes the design procedure and the rationale for the procedure. An 

example using WEPCO Units demonstrates the controller's closed loop response 

and the robustness of the design.

6.1 MODEL

A model to serve as the basis for design was derived from the 

detailed unit model presented in the AGC proposal. Figure 6.1 is a 

block diagram of the simplified, physically based model. The features of 

this model are:

• Linearized throttle pressure/steam flow relationship

• Two dynamic physical states for the boiler, the drum and 
the fuel system

i
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Figure 6.1 (Continued)

u

PROCESS VARIABLES

A* turbine valve opening, % of full open

a t time lag of the low pressure section of the 
turbine's power output, sec

6f frequency deviation, Hz

L* generation demand, % of maximum unit rating

6£ lagging part of the turbine power output, MW

PB boiler drum pressure, psi

Pt throttle pressure, psi

Pt throttle pressure at linearized operating point, psi

6Pt throttle pressure deviation from linearized operating 
point, psi

TP mechanical power output, MW

u generation rate of change demand, MW/sec

u* generation rate of change demand, % of maximum unit 
rating/sec

WF boiler steam generation mass flow rate, Ibm/sec

wt turbine first stage steam flow rate, Ibm/sec

PARAMETERS

A* turbine valve opening at linearized operating point, %

CB boiler time constant (drum & superheaters), sec

Gc(s) boiler control transfer function, lbm/sec*psi

H interconnected system inertia,

% of maximum network, rating • sec
Hz
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Figure 6.1 (Continued)

)

PARAMETERS (Continued)

h unit inertia

K. turbine valve gain, lbm/% full open • sec • psi

boiler gain, psi • sec/lbm

K
W

switch for steam flow feed forward, dimensionless

K^, turbine gain, MW • sec/lbm

Kt low pressure section of the turbine's output as
a fraction of total output, dimensionless

If* unit power rating, MW

R regulation constant, Hz/% of maximum unit rating

R superheater piping resistance, psi* sec/lbm

s Laplace operator, 1/sec

p attenuation factor on the regulation constant,
dimensionless

T F
fuel system time constant (first order lag + . 
transport delay), sec
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• Turbine lags neglected because they are much faster 
than the boiler dynamics

• A simplified representation of the network frequency 
regulation dynamics (one state)

Boiler response is the principle dynamic element of this model that 

affects the AGC demand tracking objective. The influence of the boiler 

occurs through the variation in throttle pressure when changes in unit 

output are demanded. Changing throttle pressure causes a variation in 

turbine steam flow and hence unit power output for a constant turbine 

valve opening.

PID characterization of the boiler control transfer function

yields

KI
G (S) = K + — + KjS (6.1)s p s d

Then, with representing the presence or absence (1.0 or 0.0) of steam 

flow feedforward, the transfer function between valve position and steam 

flow is

5Wt

6A"
Vt

?/3 + (CB Pg + Kd) s2 + y+ ^

(6.2)

A* W +lCB + TF + Kd)S +lKp-Kw + 1i S+KI

+ (1 - A*)
x c -^s3 + (c^ ^ + Kj s2 + K s + K_ 

FCB PBS \ B PB d) P ^

For design purposes, the following assumptions are made.

1. Kx is small and may be neglected

2. K is 1.0 or K is large relative to 1.0 so that
w p

K
K -Kl-K ')• iS ,1“rly “nity

p w

3. A* is the full open valve position and therefore equals 1.0
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4. ^3 is ae 100% load

5. Only first order dynamics are considered

Therefore, the model reduces to

5W,.*

5 A*
IT (C3 +TT + Sd)3 + 1

(6.3)

where the * refers to normalized values (dW^ and oA vary between zero and 

one). Figure 6.2 shows the comparison between a first order model and a 

critically damped second order model (K^ = 0) for a step change in valve 

postion. The first order is an acceptable representation provided the closed 

loop controller's frequency response range is designed slow enough to 

not interact with the higher frequency response states of the real unit.

Note that the effective time constant in the denominator of Equation (6.3)
3

could also be calculated from the s term of Equation (6.2) for a critically 

damped second order response. Therefore, for the design model the time 

constant, a^, in the demoninator of Equation (6.3) is calculated as

al the larger of (6.4)

Since the control objective centers around following power 

demand at 60 Hz and not the unit's response to frequency deviation, the
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6W* TS+1
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Second Order
5W* 0.8t2s2 + ts+1
<5A t2s2+2ts + 1
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First Order Model

Steam Flow
Second Order Model

TIME

FIGURE 6.2 UNIT MODEL RESPONSE COMPARISON

I
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model conscrucc of Figure 6.3 must be employed for design. This model 

enables the unit controller to separate unit power into that portion 

due to frequency regulation, iPf, and that part that would be the unit's 

output at 60 Hz, T^g.

Since the typical time constants associated with frequency

regulation are fast (i.e., under 20 seconds) the boiler dynamics (time

constants of 90 to 180 seconds) are not incorportated into the model.

Also, for the same reason of differences in time scale, only the slow

boiler/fuel system dynamics are included in the model and not theou
fast turbine dynamics. These model simplifications considerably reduce 

the amount of real-time compuation necessary to operate the unit controller 

algorithm. Examples of the controller operating with a more complex model 

than used for the design show well behaved closed loop response.

A useful device for the unit design model involves normalizing 

state variables. Normalized variagles are:

of* = 6f/R/ frequency deviation, % of effective regulation
range

u* = demand rate of change, % of maximum unit rating per 
minute

•k
5?^ = throttle pressure deviation, % of full pressure

SI* = low pressure turbine section lag, % of maximum unit
rating

Using

_d_
dt

these variables, the state equations are:

SI*

i 
'

kt
2R'h

0 0 SI* 0

Sf*
3

1

2R"h 0 0 Sf* 0

A* 0 0 0 0 A* m

6P t
0 0 0

1

~ al_ 5pt -K^m

(6.5)
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I

The boiler/fuel system time constant, a^, is defined in Equation (6.4). 

The other new parameters are defined as follows:

— = effective network regulation factor after 
accounting for such things as dead-hands

1 -

CB + Kd 

CB + h + E<i

(6.6)

(6.7)

Measurement variables that are not states that could be 

available include:

? * = IP +B?f - 2hR" 
e 60 f dt

(Gross electrical power, % of maximum unit output)

(6.8)

•k -k kw = w + wr
t '60 £

(6.9)

(First stage steam flow, % of maximum)

6.2 CONTROLLER

Designing the controller amounts to using the model specified 

by Equations (6.5) and (6.8) in conjunction with appropriate performance 

index weights in a Linear-Quadradic-Gaussian design procedure. One minor 

modification to the model involves adding an integral state to give type 1 

control response. The state equation is:

/ 5 P * = A* + 6P* - d* (6.10)
dt J 60

where d* is the desired unit 60 Hz power output as a percent of maximum 

unit output.
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Gains are calculated by using Che Steady State Linear Analysis 

Package (SLAP program). The program requires the following system equations 

as input.

dx

dt = Ax + Bu + Ew (6.11)

(6.12)

Also required are the controller cost functional weightings;

£X weightings on the states 

weightings on the measurements 

weightings on the control

and the noise statistics for the process noise sources, w, and measurement 

noise sources, v;

TExpected Value {w w } = (^ (Q only have diagonal elements)

TExpected Value ^ = QL may have only diagonal elements)

For the unit controller, various matrices in the above equations 

are detailed below. See previous memos for definition of terms

x = state variables

l
t

Sf*

A*

Spt*

u = control = u”1

w = unit process noise

w = process noise = w_ =

w_ =

power network 
noise

noise due to units 
pressure control 
sys tern
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A =

_

_ !_ 
a

Kt

2R'h
0 0 0 0

c

0
1

2R"h
0 0 0 0

0 0 — £ 0 0 A = m

0 0 0
1

" al
0 -K^

0 0 1 1 -e 0

m

2R'h

0 ^r
1

2R'h

0

-K^m 0

0

0

-K^m

2. = measurements

(Sf* V1

P * e V2

5pt* v = V3

wc* v4

TP * ^60 V5
—J mmm _
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£X 0 0 0 0

17 = 0 0 qdp* o
t

£U = qu*

diagonal of ^ = [q1 q2 q3] 

diagonal of _R = [r^ + q^ r^]

The SLAP program produces the negative of controller gains, -G, and 

Kalman Filter gains, K-*. The actual filter gains used, K, have to be 

calculated as shown on the next page.

6-13



)

[0 g2 §3] K K +

^7

0

0

0

0

2hR"

1

2hR"

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

The controller is implemented as

2* = G (x - Hd) (6.13)

where u* is the continuous control, x are the state estimates, d is the 

60 Hz power demand for the unit, and

H

0

0

1

0

0

The actual control applied, u*, is developed from u* after applying limits 

and discretization. The limits invoked include the following items.

1. Power Output - If the units total power output exceeds

specified high or low limits, the control is set to zero 

unless the control is acting to move the unit away from the 

limit.
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2. Race of Change - Control action outside high or low rate of 

change limits is not allowed.

3. Throttle Pressure - If throttle pressure exceeds specified 

high or low limits, the control is set to zero unless the 

control is acting to move the pressure away from the limit.

Also, whenever the control has exceeded one of these limits, the power

error integral state, /6TP^q, is frozen in order to prevent reset wind-up.

Discretization of the control occurs after all limit checks. The discrete 

levels correspond to the available unit pulse widths that may be set.

6. 3 KALMAN FILTER

The filter produces the state estimates, x. Since the LFC

implementation is for discrete time steps, the filter requires two parts, 

the prediction and thte correction. The prediction equations at step i are

u .* i
d .i

(6.14)

where

= exponential {Adt} (6.15)

ip =* -A_1 [I - _£] [B F]
(6.16)

6t * the time between steps
0

0

_F = (a matrix needed to produce/5 P^q)= 0
0

-1
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The update equations at time step i+i are

u

x . = x , + Kx [y — c x .] -i+1 —i+1 -<S LjL 1+1

where

Kr = St K [I + StC K]
—o ~

-L

(6.17)

(6.18)
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RESULTS FOR THE WEPCO UNITS6.4

Controller/filter designs for the WEPCO units have the follow­

ing parameter values in common.

Cost Functional Weightings

qKo (1/(1%)(200sec))2
3 0.25 sec

q5Pt
(1/2.5%)2 = 1600

(1/1%)2 = 10,000

60

qu* (1/3.33%)2 = 900

Noise Statistics

ql
(50% min'1)2 = 0.25 min

q2
(0.2%)2 = 0.000004

q3
(25%)2 = 0.0625

rl
(0.1%)2 = 0.000001

r2
(1%)2

3 0.0001

r3
(1%)2

3 0.0001

r4
(2%) 2 = 0.0004

r5
(1000%)2

= 100

(Note that measurement 5, 60 Hz power, is not a real measurement. It is

only used in the controller gain design procedure. By setting a very high
2

measurement noise (1000%) , the Kalman Gains are effectively eliminated 

for this measurement).
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Other Common Parameters

R

C.

2Hh

3.0 Hz/per unit output 

0.0001 

15 sec 

0

Parameters unique to each unit are tabulated in Table 6.1. Table 6.2 lists 

the controller gains, and Kalman filter gains, K, that go into the 

unit control subroutine.

Figures 6.4 to 6.7 show the response of the unit controller

design for WEPCO Unit 1. The response is to a step decrease in power 

demand from the unit. Note that the controller/filter represents a design 

based on the simplified, fifth order model. The results presented, 

however, are for the unit controller operating with the detailed, sixth 

order linearized unit model illustrated in Figure 6.1.
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TABLE 6.1

WEPCO UNITS' PARAMETERS

O'

Unit 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Tpj SGC 60 60 60 60 90 90 90 90 60 60 60 60 60 60 60

PB

Pt
1.08 1.08 1.08 1.08 1.08 1.08 1.08 1.08 1.08 1.08 1.08 1.08 1.08 1.08 1.08

CB, sec 120 120 120 120 180 180 180 180 120 120 120 120 120 120 120

K
P

1 1 1 1 1 1 1 1 1 1

a^, sec 180 180 180 180 260 260 260 260 180 180 180 180 180 180 180

K1 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37

a^, sec 7 7 7 7 7 7 7 7 2 2 7 7

K t 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
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A
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TAB I.E 6.2

CONTHULLEU AND EJLTEK CAINS EOK THE UEPCO UNITS

UNITS 1 THRU 4 5 THRU 8 9 AND 10

CUNTHOLLEU, CAINS, C 0 0 3.22 1.22 0.0161 0 0 1.29 1.12 0.0161 0 0 3.22 1.22 0.0161

Kalutaa Gainat K
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AREA LOAD-FREQUENCY CONTROL

T • -T. A chav H.G. Rvacny R.G. Stnich
Syscams Coacrol, lac. Drexal Universicy Systems ConcroL, Inc.
Pale Alco, California Philadelphia, PA Palo Alco, California

1.0 INTRODUCTION

An advanced Aucoraacic Generacion Concrol (AGC) sofevare package is currenc- 
ly being developed in a U.S. Deparcmenc of Energy demonscracion projecc.
The scope of chis projecc includes Che design, implemencacion and cescing 
of an incegraced and coordinaced sec of algorithms for AGC. A major func­
tion in Che overall scruccure is Chat of Load-Frequency Concrol (LFC) and 
chis paper summarizes che current scage of design of che LFC algorithms.
The emphasis of che paper is on a discussion of LFC objeccives and on che use 
of some ideas from modern concrol theory Co derive basic concrol scruccures 
which reflect chose objeccives.

2.0 -AUTOMATIC GENERATION CONTROL

2.1 Conventional AGC Scruccure

Four basic objeccives of power syscam operacion during normal operating 
conditions can be associated with aucomacic generacion concrol:-

1. Matching cocal system generacion to cocal syscem load

2. Regulacing syscem electrical frequency error co zero

3. Distributing syscem generacion amongst concrol areas so chac nec 
area cie flows macch nec area cie flow schedules

4. Distributing area generacion amongsc area generacion sources so 
chat area operating coses are minimized.

The first objective is conventionally associated with system primary or 
governor speed control; curbine speed governors respond proportionally co 
local frequency deviations and normally bring che race-of-change of fre­
quency co zero within a cime-frame of several seconds. The laccer three 
objeccives are accomplished by supplementary concrols directed crom area 
concrol centers. The second and third AGC objeccives are classically as­
sociated with che regulation function, or load-frequency control, while che 
fourth objective is associaced with che economic dispacch funecion of auco­
macic generation concrol. The latter two functions cypically operace in a 
cime frame from several seconds to several minutes.

Incroduced nearly 30 years ago, che cie-line bias concrol scracegy [1] is 
utilized in most interconnected power systems co accomplish che regulation 
funecion of AGC. In chis approach che second and third objeccives are com­
bined and each area attempts co regulace ics area concrol error (ACE) co 
zero, where

ACE * M - S°+ B (f - f°) (L)

and
M * nec cie flow ouc of che control area 
S°=» scheduled cie flow ouc of che control area

i. )
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B = area frequency bias conscanc (posicxve real) 
f = accual frequency 
f° = scheduled frequency

A chorough discussion of che various aspects of cie-line bias concrol is 
provided in [1,2] and in ocher AGC liceracure. Very briefly, chis scracegy 
provides a sceady-scate cargec according Co which each area neecs ics own 
load during normal conditions in che incerconneccion, concribuces co fre­
quency regulation and provides assistance co external areas when necessary. 
Although based on sceady-scate arguments, the cie-line bias concrol scracegy 
has che importanc advantage chac no incer-area communicacion is required, 
and ic is on chis basis chac che decentralized aucomacic generacion concrol 
of interconnected syscems has been achieved.

The performance of conventional AGC has often been unsacisfaccory however 
[3]. While some significant reasons for poor performance cannoc be direct­
ly accribuced co che concrol scruccure per se, not enough generacing units 
on control for example, ochers can arise from che nature of che basic con­
crol algorithms as well as from che diverse daca processing scruccures with 
which they are implemented. An importanc observacion is chac conventional 
AGC scruccures do not fully reflect che essencial cracking nature of che 
problem. For example some are effectively pure integral controllers whose 
overall loop gain must be rather low co maintain stabilicy. As a result 
cracking performance is limited, particularly during sustained, rapid load 
changes such as che morning load pickup. Ac such cimes manual operator 
intervention is generally required in order co maintain ACE within accept­
able limics. Evidence of sustained fluccuacions in frequency caused by 
inappropriate concrol has been reported [1]. In addition, a lack of coord 
nacion between che AGC regulation and economic dispacch funccions can resu 
in conflicting requirements on generating units and inefficient concrol.

2.2 Advanced Aucomacic Generation Concrol

The overall objective of chis development and implemencation projecc is co 
demonstrace chac significant improvements in AGC performance can be obtain­
ed by better utilization of existing concrol center hardware capability and 
more extensive application of current concrol system knowledge. The im­
proved AGC software package, which is currently in an early scage of devel- 
opmenc, will be implemented and demonscraced ac che Wisconsin Electric Power 
Company (WE) Concrol Cancer. The WE energy concrol center is representa­
tive of che current scace-of-che-art, ucilizing a hierarchical syscem of 
dual CDC Cyber and quad CDC 1700 computers [5-] .

An integrated and coordinated sec of algorithms is being developed for AGC. 
Three respective functions will be performed: short-cerm load prediction, 
dynamic optimal dispacch and load-frequency concrol. Before reporting on 
che currenc scacus of Che prototype design structures for che LFC funecion, 
a brief description of che firsc cwo functions is provided.

A short-cerm load predictor produces a forecasc of che secular componenc of 
the daily load curve at five minuce intervals for 1-2 hours into che fuCure. 
The dynamic opcimal dispacch Chen decermines unic crajeccories which crack 
Che secular load so chac production coses are minimized in a cime-integraced 
manner, racher chan on an inscanc-by-inscanc basis as in conventional eco­
nomic dispacch. The dispacch algorithm is based on che combined use of a 
minimum marginal cost method and a dynamic programming successive approxi­
mations method. Among ocher things, che combination of short-cerm load 
forecasting and dynamic dispatch provides che capabilicy for valve poinc

*H 
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loading (which will ba damonscracad on cvo ^"E Cuai—cirad unics) and orcvidas 
cha plane operacors with an advanced knowledge of fuCura ganaracion demand.

2.3 Load-Frequency Concrol

Ovar che iasc raw years numerous rasaarchers hava axpiorad carcain aspaccs 
of che load-frequency concrol problem in che concaxc of modern concrol 
cheory. One of che earliesc scudies was chac of Fosha and Elgard [6]. In 
employing che linear quadracic ragulacor cheory, chey incroducad a signifi- 
cancly non-convencional approach which subsaquencly scimulacad boch an 
inceresc in Che dynamic aspeccs of LFC as well as a lively and conscruccive 
dialogue beewean various concrol cheoriscs and induscry praccicioners. One 
difficulty in chis and ocher aarly scudies is chac chey emphasized concrol- 
ling synchronizing oscillacions, whereas ic is generally recognizad chac 
chey are coo fasc for supplemencary concrol co be eicher effeccive or de­
sired [4]. Anocher weakness was racognizad by Calovic [7], who made a clear 
discinccion beeween che cransianc and scaady scace response aspeccs of LFC.
A basic operacing policy of incarconnecced concrol areas is chac each area 
should accempc co ragulaca ACE co zero. While che ralaciva gains applied 
co nec incarchange (M - S) and frequency deviacion by araa load-frequency 
concrollers could perhaps be adjusced independencly in order co obcain a 
desired cransienc response during normal operacing condicions, che cie- 
line bias concrol scracegy sacs chis ralacive gain equal Co che frequency 
bias coefficianc (3) for each area. This scracegy chus achieves an inpii- 
cic coordinacion beeween areas, which is very imporcanc during an abnormal 
operacing condicion, by essencially defining mucually decarmined and con- 
siscenc sceady scace cargecs for all areas in che incerconneccion.

In che paper [3] che problem of discinguishing dynamic and sceady scace be­
havior was more fully explored and in addicion a chird major difficulcy of 
earlier opcimal ragulacor designs for LFC was addressed, namely che ofeen 
dominacing efface of prime mover energy source dynamics on unic generacion 
response capabilicy. Load-frequency concrol is fundamencally a cracking 
problem, and in che frequency range of inceresc che response limicacions 
imposed by chermal energy sources muse be recognized in che LFC design.

Based on Chese consideracions, four basic objeccives of LFC will be used co 
define che concrol problem:

1. The cocal area generacion should be concrolled so as co crack 
che area load plus schedule. This will be called cha load 
cracking objeccive.

2. The individual unic generacions should be concrolled so as co 
crack che desired unic economic crajeccories. This will be 
called che economic cracking objeccive. 3 4

3. Load-frequency concrol should allow che area primary response 
co occur nacurally.

4. Individual unic response race limicacions muse noc be violacad.

The parallel scruccure of LFC is exploiced by designing independenc con­
crollers for each generacing unic and a coordinacing concroller for che 
concrol area. These cwo componencs of che LFC scruccure are separacely 
discussed in che nexc cwo seccions.
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cJ.O COORDINATING CONTROLLER

The purpose of che coordinacing concroller is co provide megawacc reference 
inpucs co che unic concrol loops such chac che load and economic cracking 
objeccives are achieved in a coordinaced manner. Tvo basic design scruc­
cures have been developed for che coordinacing concroller which correspond 
co cwo alcernacive mechodologies for che design of robusc linear mulci- 
variable regulacors which have disturbance rejeccion properties. The firsc, 
which will be developed here in more decail, corresponds co che approach 
based on che feedback of escimacas of (possibly arcificial) discurbance 
scaces [9]. The second is based on the robusc servo-compensacor design 
mechodology [10].

3.1 Model

The model used for developing che coordinacing concroller scruccure is a 
very simple represencacion of a concrol area connecced co an excernal syscem. 
Tie-line synchronizing oscillacions have been removed because, for che pur­
poses of AGC simulacion and design, ic is reasonable co assume chac che 
incerconneccion is ac a common syscem frequency [11]. Table 1 concains 
definicions of che variables and paramecers employed, while a block dia­
gram is given in Figure 1. The closed loop syscem consiscing of che unic 
and ics unic concroller is represented by a unity cransfer funecion and chus 
che model is useful in che very low frequency range only.

3.2 Concrol Problem

Wich che white noise inpucs v^, v^, v^ and v^ sec co zero in_Figure 1 ic is 
necessary co decermine scace and concrol trajectories x and u which char­
acterize che ulcimace sceady state. We require that che crajeccories satis­
fy the equations corresponding co the model of Figure 1 and in addicion chac

ACE ’/2 + By1. (2)

These crajeccories can be obtained as linear functions of che disturbances 
uj. , 'jj7, and w/ and in fact many solutions are possible. Lee y be a sec 
dr pafticioacion^factors such chat y, + y0 + ... + y_ = 1, lee x* be cheU1. y CLi. L. Cl w U w L 3 3ULU.il U 4 id U [ ^ ' J j 1 ••• 1 <*->

desired economic unic trajectories determined by che1 dynamic dispacch func- 
cions, and denoce che sum of che unit ulcimace stace crajeccories by x_,
i.e., x^ = x^ + x^ + ... + *n- Then che ultimate state and concrol cra­
jeccories are given by (3) and (4):

x = x* + yx.

u = yui.

(3)

(4)

where:

“T
BT37 s°" + W3

36
3+3-

3r3

3+3^

(5)

(6)

A state variable gain matrix is obtained by next solving che decermimstic 
opcimal regulator problem corresponding co che pertubacional syscem ux=x-x, 
lu * u-u. Consider che sum Ax_ = + ••• + Regulation of
lx during the cransienc actually implies regulation or cocal generacion co 
its ulcimace scace value as established by che specification chat ACc. 3 0.
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Thus che scalar quadracic cosc earn is a neasura of perfornanca
.or cha load cracking objacciva of LrC darinad pravcously. Furchamora, a 
quadracic veigheing on variacions of cha quancicias <1:<. , ... , 1:< in cha 
subspace defined by Ax_ = 0 corrasponds co a measure of oarfornance for cha 
economic cracking objeccive. Thus che scaca deviacion coses in che perform­
ance index are separacad inco cvo earns which correspond co chese cvo LFC 
cracking objeccives:

J = / [q-jlxVcAx + AxT(I-C*C)Tq2(I-C*C)Ax + AuTRAu]dc (7)

where

C = Rn, CT =■ [11 . . . 1]

C c Ra+1, cT - [CT,0] i

★ n-f-1 T — —x
and one choice for C sR is (C*)* = [C ,0], where C C =1. The (n+1)
x(n+l) macrix Qz is chosen co be block diagonal of che form. 3 diagonal
(Q^.O) where Q, is n x n, in order co insure chac che fraquency^moda, which 
is unconcrollaole in a practical sense by a single area, is noc observable 
in che cosc funccional.

The well-known solution to che standard regulacor problem which provides 
che feedback gain macrix iu = -KAx reduces to K = [R^-?:0] where ? (n x n) is 
che solution of che relevant Ricacti equation. One interesting resulc of 
chis solution is chac che closed loop eigen-system can be shown co have n-1 
modes which lie in che subsoace corresponding co ACE=«0 and an additional 
mode in Che direction of RCl. Moreover, ic is chis last mode which regu­
lates ACE to zero and its response cime is concrolled by che scalar para- 
mecer q^. The additional modes are "redistribution" modes which allow for 
che redistribution of generacion to (possibly economic) cargecs which lie 
in the ACE=0 subspace and which have response cimes chac depend on the 
parameter macrix q?.

3.3 Simplified Regulacor Design

The previous subsection described the characterization of ulcimace state and 
concrol crajeccories and the solution of a quadratic regulacor problem which 
resulted in an n x n feedback gain matrix R--'- ? that shapes che transient 
response of deviations about che ultimate scace trajectories. Several 
practical problems remain, however. An importanc one is that che generating 
units on-line vary throughout che day and in addicion, che system dispatch­
er and/or plant operators often change che operating mode of che on-line 
units. For the existing WE concrol center computer system it is considered 
infeasible to solve che Ricacti equation for che macrix ? on-line when che 
sec of units assigned to regulacing duty changes, and there are in addicion 
several practical problems associaced wich storing and retrieving n x n 
gain matrices for all possible combinations of regulating units.

The n-1 redistribution modes represent n-1 degrees of freedom for che re­
gulacor design in the sense chac n-1 eigenvalues can be assigned to the 
secondary cracking objective (indirectly), via che parameter macrix • 0ua 
co che parallel scruccure of che problem, it is possible co crade-oft chese 
n-1 degrees of freedom with the compuacional burden of obtaining che reed- 
back gain macrix K. While chis interesting observacion has noc been fully 
explored in general, one particular case has been developed in detail. The 
special case in which che n-1 secondary cracking modes have a common eigen­
value corresponds to a solution of che Ricacti aquation which c<an oe
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obtained analytically'.' This allows gains to be updated very aasilv when 
Che sec of regulacing units changes. For. chis special case che feedback 
gain macrix has che form

r.i Si Si :i} (3)

where r_. is che ith row of K and che cerm (g+g.) is in che ich column. Be­
cause “ off-diagonal cerms are identical for each row, the resulting coor­
dinacing concroller can be put inco che very simple block, diagram form of 
Figure 2.

3.4 Observor Design

The robustness and disturbance rejeccion properties of- this coordinacing 
concroller arise from the feedback of che unmeasurable discurbance vari­
ables cu. The observor design used to provide estimaces of chese quantities 
is based on che mechodology reported in [12]. Assigning a single cime 
constrainc co che second order design, che resulting estimaces are
given in cransfer function form below.

_s.<p“1+l
{[s(<£ 1+H/S) +1] y1 + l/3]_ [ (-Dj_y1+”3)'Ly7+S0-y/] }

ou2 = 32/3 [(-Dy1+y3) - y4] +y? + SC

oj- -Dl^l +

(-Dl^ + (9)

3.5 Alcernacive Coordinacing Controller Scruccure

An alternative co che coordinating controller structure discussed previously 
has been developed which is based on che robust servocompensacor design 
approach [10]. Because chese two design mechodologies can in general lead 
to substantially different closed loop response characteristics, boch are 
being developed wich more or less equal emphasis in order co determine which 
structure is preferable for LFC.

A slightly different viewpoint is taken for chis design which can be illus­
trated by defining che steady state relationships.

■ GT - G° - 1/R^f, LT = L° + 8LAf (10)

where G„ is che cocal area electrical generacion, L^, is the cocal araa 
electrical load at che prevailing frequency, GT is che cocal area electri­
cal generacion ac 60 Hz and is che cocal area load demand. How

ACS = AIC + BAf « G° - L° - S°+ (3 - 1/RT - 3L)Af (ID

and if for che sake of argument we assume chac 3 = 1/RT + 3^, then we see 
chat ACS is a measure of che area electrical generation-loan mismatch re­
ferenced co 60 Hz. Because che electric power which flows from a unic de­
pends o’n che currenc electrical scace of che entire syscem we can see from



(

(11) chac che concinuous ragulacion of ACE couples che various LFC area 
concrollers Chrough cheir objeccive functions. This can also be seen by 
expressing che nec cie flow deviacion in che fora

1IC
H. ;x
n.

SYS
(PI lt)

hsst (? . L ,
ti_„c ^ EXT EXT; 

S l S
5° (12)

where P^, (P-^) is che cocal area (syscem) mechanical power and H 
is che cocal syscem inertia. Because of chis argument, and che race chat 
mechanical power is actually controlled from che governor speed changer 
motor input, che load cracking objeccive of LFC is defined in cerms of 
mechanical racher chan electrical power for che alcernacive coordinacing 
concroller. The difference beeween che cwo is simply a derivacive of fre­
quency term, so che sceady scace scracegy of ACE concrol is noc affeccad, 
but chis cerm in ACE is destabilizing and hence ic is removed by defining

ACEH = - L^ - S°= ACE + 2HAR£A if (13)

as che (mechanical) area concrol error which is co be regulated co zero. 
Vhecher or noc chis is a.practical discinccion is yec co be decarmined, but 
che relative magnitude of che derivacive cerm and che performance of che 
filter designed (but noc yec cesced) co escimace mechanical power are che 
main faccors.

In a manner similar co chac described previously, che linear quadracic ra­
gulacor design associaced wich che robusc servocompensacor design approach 
has been foraulacad, and again Che special case which corresponds co an 
analytic solucion of che relevanc Ricacci equation has been obGained. A 
block diagram of che resulting coordinacing concroller is shown in Figure 3. 
Ic is incerescing co noce chac, alchough designed using a modern concrol 
mechodology, che resulting scruccure can be incerpracad as a classical 
mulci-loop integral concroller wich lead compensation.

4.0 UNIT CONTROLLER

The predominant dynamics of che load-frequency concrol problem reside in che 
low frequency domain associated wich unic energy sources. Thus che response 
capabilicy of a unic is a major factor in AGC performance and unic concrol 
is an imporcanc componenc of che LFC scruccure. The objeccives of che unic 
concroller are two-fold: regulate unic accual 60 Hz generacion Co crack 
che unic desired generacion as provided by che coordinacing concroller, and 
ensure Chat che unit's internal process variables are noc 'unduly upsec as 
a resulc of che cracking activity.

4.1 Concrol Problem

Reasonably decailed nonlinear models of che WE units have been developed for 
an AGC simulacion program which will be used for further development and 
cescing of che new AGC algorithms. A simplified and linearized model has 
been derived from chese models for che purpose of design which is shown in 
Figure 4. Ic corresponds co a coal-fired drum unic whose concrols are of 
che boiler-follower cype.

An imporcanc observacion concerns che inceraccion of che generacion concrol 
loop, which is co be designed, and che pressure-fuel concrol loop. Ic can 
be shown chac che cransfer funecion from che speed-changer inpuc co che 
generacor power output may have a pair of non-minimum phase zeros for 
reasonable values of plane paramecers. This would explain why increasing
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che generation control loop gain beyond some limit generally results in 
oscillatory behavior. It also would explain why ic is practically impos­
sible co improve performance by generacion loop compensation methods alone. 
Thus, modern unit control systems employ coordinacion between chese two 
strongly interacting concrol loops. Because throttle pressure is upstream 
of che possibly non-minimum phase ceros, one apparently effective solution 
to chis problem is to use throttle pressure feedback..

The unit concrollers have been designed using che linear quadracic gaussian 
method. Outputs of unit power output, throttle pressure deviacion, fre­
quency deviation and (for some units) firsc scage pressure are used by a 
Kalman filter for obtaining state variable estimaces. The filter is de­
signed to reference che estimate of unit output to 60 Hz in order co allow 
che unit's primary response co occur nacurally. The concroller concains a 
bias variable scace in order to provide reset action and improve robustness. 
The feedback gain vector was obtained using standard opcimal ragulacor tech-, 
niques. In addicion, various logic strategies involving hard constraints 
on selected variables and races are also included.

The major difference between che LQG and conventional unit concroller de­
signs is in che incorporation of closed loop scaca variable estimates based 
on multiple measurements. The previous discussion emphasized the signifi­
cance of measuring throttle pressure. Conventional designs often employ 
open loop estimation of a variable chat represents boiler scored energy, 
which is a function of throttle pressure, and restrict concrol action when 
che estimated scored energy becomes coo low. There is evidence chac such 
an open loop estimate can be significantly in error, resulting in either 
an unnecessary restriction on unit response when che pressure is actually 
fine or unrealistic (and possibly destabilizing) control when che pressure 
is actually too low.

5.0 SUMMARY

The primary objeccives of LFC have been briefly discussed in chis paper, and 
a basic control structure derived in accordance with those objectives has 
been described. Some apparently reasonable assumptions have been used in 
order co derive, via methods of modern control theory, a concrol scruccure 
which is feasible for implemencation on che existing WE concrol center com­
puter system. Alchough similar.in many respects to conventional designs, 
che resulting structure has several capabilities which, it is felt, can 
contribute to an improved AGC performance. A considerable amount of addi­
tional work is needed before a meaningful evaluation of che designs can be 
made, however.

Presently, che unit controller and the cvo coordinating controllers have been 
designed and partially evaluated using a combination of che LQG synthesis 
techniques, linear simulacion and frequency domain analysis. Further de­
velopment and evaluation of the LFC algorithms will in addicion make ex­
tensive use of che detailed, non-linear AGC simulation program recently 
completed as a part of the project. In order to focus on LFC objectives 
and control structure, many design details and preliminary results have 
regretfully been omitted in this brief paper. Future reporting is intended 
however, chat will discuss several interesting theoretical issues and 
important design details as well as provide results from the racher exten­
sive evaluation which is planned.
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TABLE 1 
NOMENCLATURE

u

Af’ -7i

LIC, y.

3
.o

H

S]

s2

3

D,

B

ACE

x.i

n-t-1

OJ.

u. i

“1

frequency deviacion from nominal

nec cie flow deviacion from schedule

area eleccrical load (ac prevailing frequency)

area mechanical power ac 60 Hz

cocal syscem inercia

local area regulacion 31 = D +
1 1 1 -1

external area regulacion ? = (D^ + R^ )

cocal syscem regulacion (37 3 + ^2^

local area load characceriscic

external area load characceriscic

local araa governor characceriscic

external area governor characceriscic

frequency bias (posicive) conscanc used in definicion of ACE
£

area control error, ACE = LIC + BAf 

ith unit generacion demand '3 60 Hz

scace variable represencing frequency under ideal condicions

disturbance term represencing frequency error due co imperfect 
knowledge of 3

disturbance term represencing external area generacion and 
load condicions

disturbance represencing local area electrical load ac 60 Hz 

discurbance represencing rate of change of local araa load 

ith unit control variable, rate of change of generacion 

local area excess generation at 60 Hz 

external area excess generacion at 60 Hz 

local area net cie flow schedule
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ABSTRACT

A set of procedures and algorithms are developed 
for short-term (1-3 hours) electric power system load 
prediction. The short-term load predictors provide 
"look ahead" capability for an economic dispatch that 
coordinates predicted load changes with the rate-of- 
response capability of generation units. The short­
term load prediction also enables valve-point loading 
of generation units. The predictor models are estima­
ted empirically. Test results are given for the pre­
dictor models applied to actual loads of an electric 
utility.

INTRODUCTION

Benefits of Short-Term Load Prediction

Automatic Generation Control (AGC) is a prime ex­
ample of a control problem where future information is 
vital to successful control. A power generating system 
must fulfill a tracking function; specifically, the 
generation must track the secular load component eco­
nomically. Anticipatory control is beneficial, and 
short-term load predictions are needed to achieve such 
anticipation. Construction of these predictions, in 
general, is a challenging problem since electrical load 
is affected by many exogenous disturbances including 
weather. There is, however, a wealth of statistical 
information available in the form of system load time 
series, from which information can be extracted to 
provide an accurate load prediction that enhances the 
performance of an AGC system.

Short-term load prediction has direct application 
to the economic dispatch of generation units. State- 
of-the-art methods for economic dispatch are "static" 
in that they do not 'use, as input load data, anything 
more than the estimated current load. They do not 
"look ahead" over the future time horizon, using pre­
dicted load trends (say, of 1-3 hours ahead) to deter­
mine the economic allocation of generation to the load. 
Predictive or "look ahead” capability on the economic 
dispatch would be beneficial for several reasons:

• Economic dispatch is to track the secular
load component. In state-of-the-art AGC, the 
secular load is determined by filtering or 
smoothing the actual load. Such smoothing 
introduces a large time lag in the economic 
dispatch. Short-term load prediction over­
comes this lag, and hence can improve genera­
tion economics.

California

Kent D. Wall 
University of Virginia 

Charlottesville, Virginia

• T5ie "look ahead" capability enables a better 
allocation of regulating margin in the near 
future. For instance, it can aid in reserv­
ing rate-of-response capability so that the 
generation can match rapidly changing 
load.

• Advance knowledge of load changes is useful 
to operacing personnel. For instance, it can 
be used by plant operators in deciding when 
to ccmmission plant auxiliaries. Also, dis­
patching personnel can use it in making time­
ly adjustments to scheduled power transactions, 
to spinning reserve, and to other system ele­
ments to ensure a high degree of security.

• The potential benefits of valve-point loading 
cannot be obtained without having load pre­
diction capability, and using it to dynamic­
ally dispatch generation (some units being 
dispatched to valve-points) . As discussed in 
[1], one basic requirement for successful im­
plementation of valve-point loading is that 
the amount of regulating capacity necessary 
to take up the difference between block-load­
ed generation and actual load is a function, 
among other things, of the amount of time re­
quired to pick up or drop one or more blocks 
of generation. Furthermore, some minimum 
amount of time, say 10 minutes, must be pro­
vided during which a unit remains at a given 
valve position without a reversal of load, 
otherwise the economic benefit of the valve- 
point loading will not be achieved. These 
considerations mean that successful alve 
point loading requires foreknowledge of the 
load trend.

In summary, short-term load prediction, operating 
over a time horizon of a few hours, has potential for 
improving automatic generation control. This paper dis­
cusses an approach taken in developing a short-term load 
prediction methodology for use in an automatic genera­
tion control system. The prediction methodology employs 
two models, an Hourly Predictor Model and a Five-Minute 
Predictor Model. Their development is discussed at 
length in this paper. While the emphasis of this paper 
is upon short-term load prediction, the work reported 
is part of a broader effort to develop an advanced auto­
matic generation control (AGC) software package. This 
development, a U.S. Department of Energy demonstration 
project [IS], includes the design, implementation and 
testing of an integrated and coordinated set of AGC 
algorithms. A major function in the overall structure 
is that of short-term load prediction and its use in 
the economic dispatch of generation units. Other func­
tions are reported in [16], and other publications on 
the project work will be forthcoming.

PREVIOUS LOAD PREDICTION WOKX

Over the last twelve years thore has been consider­
able research on forecasting hourly electricity loads. 
The earliest work includes two noteworthy studies —

B-l



Chen and Winters [5], and ?" -ier and Pocton [3]. 3oth 
studies combined historical ta with climatic condi­
tions (weather variables) in their respective models.
The former study looked at peak loads while the latter 
modeled hourly system loads. All the work that fol­
lowed basically included information of historical sys­
tem loads in combination with weather data. There were, 
however, many variations in the model specifications.

Two of the subsequent studies were relatively more 
sophisticated than the others. Toyoda, Chen and Inoue 
[12] applied "State Estimation" to estimate the status 
of power systems for on-line real-time control. The 
authors split the forecast horizon into short-term (ten 
minutes to one hour) and medium-term (one hour to twen­
ty-four hours) . The effects of weather were included 
in the medium-term analysis, only. Gupta and famada 
[10] constructed a procedure for probabilistic forecast­
ing of hourly power-system loads with a twenty-four hour 
horizon. The approach was "additive time-series" in 
that system loads were modeled as che sum of a trend 
component, a periodic cycle component and residual com­
ponent. 3y modeling each of the three components, the 
authors introduced a method to forecast hourly loads 
that combined information on previous loads with weather 
data.

References[4] through [12] represent the relevant 
work in the area of short-term load forecasting. The 
modeling work for the Hourly Predictor and Five-Minute 
Predictor reported here combine historical load infor­
mation with weather daca, as the literature suggests. 
However, as will be shown in the following sections, the 
method used to incorporate prior load data into the 
forecasts is unlike that used in most ocher studies.

SPECIFICATION AND EMPIRICAL DETERMINATION OF THE
LOAD PREDICTORS

General Model for Time Behavior of Load

A short-term electrical load predictor follows from 
the structure of the model used to represent the actual 
load evolution over time, and, in general, is given by 
a nonlinear function.

yt * £(yt»Xt't,Ee) (!'

where

y^ » actual system load in megawatts (express­
ed as integrated hourly load in the case 
of the hourly predictor; and as instan­
taneous 5-minute load in the case of the 
5-minute predictor).

y6 » (y,; -® < t <_ t-l}; i.e., all past ob­
served actual system loads

X*1 * (xT; -=» < T £ t-l}, i.e., all past ob­
served exogenous variables

t * time index

sw » additive random disturbances representing
all unobserved effects on the system load

Attempting to develop a precise representation for 
f(') can be very costly and although a very accurate 
predictor would result, it is an open question whether 
the improvement in accuracy over a more simple repre­
sentation would justify the extra modeling effort, .t 
may be possible to obtain sufficient accuracy with a 
quite simple representation. Therefore, it is advisable 
to begin with a simplified form for f(') and elaborate 
upon it only as required in order to meet performance

requirement- Such an approach leads one to the trivial 
representati

Yt - Xt * a,. (2)
where Xt ^s now a scalar variable representing the 
value of the load at t as predicted by a regression o: 
the load on all observed exogenous factors. The new 
additive random (unobserved) error, e,., now represent; 
both the truly random disturbances and the modeling 
errors inherent in replacing f(*) with xt- ~or the 
purposes of the Hourly Predictor and the chosen test 
site of this project, Wisconsin Electric Power Company 
(WEPCO) , Xt caicen as WEPCO hourly integrated 
load forecast and is computed as an aggregate of all 
causal effects, including weather. More specifically, 
the WEPCO hourly load forecasting algorithm forecasts 
a base component and a weather-sensitive component of 
the load. The base component is updated by exponential­
ly smoothing the actual loads for like hours of che 
week. The weather-sensitive component is produced by 
a stochastic model whose inputs are temperature and 
dewpoint forecast data from two weather stations.

The basic model of Equation (2) has bean used for 
development of both an Hourly Load Predictor and a Five- 
Minute Load Predictor. We have already described how 
the WEPCO hourly integrated load forecast provides the 
exogenous input, Xt' 1:0 ti,le Hourly Load Predictor. In 
a similar manner, the Hourly Predictor provides an exo­
genous input, Xt' to t‘'le fIve-iHinuce Predictor — as 
will be discussed in detail later. Hence, three dis­
tinct models have been combined in a hierarchy. This 
hierarchical relationship, depicted in Figure 1, sep­
arates the load prediction into the three time-frames 
of (a) a day, (b) a few hours, and (c) 5-minute inter­
vals within the next hour. The advantage of the hier­
archical approach is that it simplifies the load model­
ing by decomposing the relevant time-frames and the 
relevant exogenous factors.

FIGURE 1

HIERARCHICAL STRUCTURE OF LOAD PREDICTION METHODS

»gPCO !«-HOUR LOAD 
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SAMPLED
5-mihute
FORECAST
ERRORS

5-mmjTE PREDICTOR

UN IT
CCnniTNENT

DYNAMIC
ECONOMIC
OIOPATCM

ECONOMIC
DISPATCH
REFINEMENT

B-2



The optimal predictor tor '/t can bo obtained by 
formally taking conditional expectat-"ns across Equa­
tion (2). )

yt+kit-l ” Xt+k + et+k|t-l (3)

where yt+k|e_^ denotes E{yi_+t_|lt H and l*" 1 symbolizes

all the information available at time t-l. Likewise 
for ec+k|t._1- Tha conditional expectation on Xt+k
reduces to Xt+|c itself since it is assumed that this

value is always known into the future. From (2) it is 
seen that the structure imposed by (1) reduces the de­
velopment of the optimal predictor to the development of 
an optimal predictor for ec.

Similar arguments may be applied to the 5-minute 
predictor. The only difference being in the time scale 
and forecast horizon; i.e., replace t by T to indicate 
time in units of 5-minutes instead of hours, and k»l 
since we are only interested in one-step-ahead forecasts. 
The resulting predictor is then given by:

yT+l|T - Vl + eT+l| r (4)

where

y^ » actual instantaneous system load at time

* some forecast of actual instantaneous 
load at time T (derived from

The primes are employed merely to differentiate the 5- 
minuta sampled instantaneous load variables from the 
hourly integrated load variables.

All the known structure, representing all a priori 
information concerning observed cause-and-effeet rela­
tionships is captured in the Y. and Xl variables. All 
the unknown structure, representing ail the additional 
information which may be extracted from empirical data, 
is contained in the e^ and ei variables. If systematic 
(serial correlation, ror example) variation exists in 
these error terms then it can be employed to devise 
additional structure which will yield a more accurate 
forecast. The examination of et and e' is a problem 
in statistical time series analysis and is discussed 
below.

Empirical Structure Determination

The analysis of the error term in Equation (2) and 
the estimation of a model for prediction of the error 
terms constitutes a problem in statistical time series 
analysis. The details of che methodology employed here 
are given in f 131 and will not be presented. Only a 
summary of the relevant steps comprising the methodology 
is given to facilitate an understanding of the rationale 
behind the predictors selected for implementation in the 
AGC system.

In short, the 3ox-Jenkins methodology is an itera­
tive procedure by which a model is constructed. The 
process proceeds from the most simple structure, with 
the least number of paramecers, to as complex a structure 
as is required to obtain an "adequate" model — "ade-- 
quate" in the sense of yielding white residuals. This 
process of building increasingly complex models embodies 
its own philosophy of parsimony: "include only as 
many parameters as you really need". A schematic of the 
procedure is given in Figure 2. The first step is an 
identification of structure and employs sample autocor­
relation patterns. After a structure has been chosen 
the next step involves an estimation of the coefficients 
inherent in the structure description. Next the optimal 
parameter estimates are inserted into the model to

jNTIFy STRUCTURE

ESTIMATE OPTIMAL 

COEFFICIENTS

APPLY DIAGNOSTICS

FIGTOE 2

THE BOX—JENKINS METHODOLOGY

generate its estimated residuals. These are then sub­
jected to diagnostic procedures to determine if they 
are indeed "white". If not, their sample correiogram 
is used to hypothesize a new structure and the cycle 
is begun anew. If the model satisfies all diagnostic 
tests it may then be implemented for on-line tasting. 
The benefits of such a methodology are many, ouc pri­
marily one will always be assured of a model which 
has the fewest possible paramecers while still explain 
ing all the systematic variation in the random errors.

The particular form for et and e' assumed by the 
3ox-Jenkins methodology is the rational form:

c (L) „ 
d (L) n (5)

where

C (L) * 1 + C L + . . + = Lq
q

(6)

d(L! - 1 + d.L + . . + d LP (7)1 P
where L is a shift (or lag) operator, i.e. ' L'<Xt’Xt-k'

and n is a white noise process with the same normal 
distribution for every value of t. Thus by structure 
identification we mean specification of the integers 
p and q. In the econometric terminology (5) represent 
an autoregressive/moving-average ARMA(p,q) model. By 
examining the autocorrelation function for a_ it is 
possible to gain information regarding the values of 
p and q. This is the first step in the procedure.

Estimation of a set of coefficients !.c^,d.) is ef 
fected with the aid of maximum likelihood estimation 
algorithm described in [14].

THE HOURLY LOAD PREDICTOR: EVOLUTION CF THE
TIME SERIES MODEL

Three different specifications of an hourly load 
predictor model were examined. The specifications wer 
as follows:
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• Specification X:j sad on preliminary hourly 
load data for Jart .y and March, a twenty- 
fourth order differencing of the raw data was 
modeled as a first order autoregressive (AS) 
process.

• Specification XX: The data were consecutive­
ly differenced, i.e., eh - e_ and modeled 
as a 24th order autoregressive process com­
bined with a first order moving average (MA) 
of the residual error terms.

• Specification III: A different set of raw 
data were constructed to eliminate the input 
of the load dispatcher in the hourly forecast. 
A simple autoregressive (AR) model was identi­
fied as being robust across different data 
sets.

The different specifications were due to subsequent 
attempts to improve the hourly load predictor from the 
initial specification. Mote that the third specifica­
tion required a change in the raw data series since it 
was felt that the prior specifications exhibited resid­
ual error terms that were non-stationary. This is to 
say, estimation of the models exhibited wide variations 
in the parameters.

The maximum likelihood results for the three spec­
ifications can be found on Table 1. All six data sets 
are consecutive weekdays. The June and August sets are 
accompanied by dates since there were two samples taken 
from each month, respectively.

'.'/hat appeared to be an attractive specification 
for January and March daca with Specification I, failed 
to satisfy two requirements. First, application of the 
24th order differencing to later data sets from June and 
August 1973 weekdays exhibited non-stationary properties 
in the sample autocorrelation functions. This indicated 
either that 24th order differencing might be appropriate 
for some but not all data sets, or that an alternative 
specification was required. Second, estimation of the 
AR(1) model on the 24th order differences exhibited 
parameter estimates for the autoregressive coefficient 
which were' significantly different from the estimates 
made on January and March data (see left-most portion 
of Table 1, below)

TABLE 1
FULL INFORMATION MAXIMUM LIKELIHOOD ESTIMATION OF 
TIME SERIES SPECIFICATIONS ON WEPCO HOURLY LOADS

SPECIFICATION I

1
w24 1+d.L nt

■L

Data
Set

No. Of 
Obs. dl 3dl 5n R2

January 96 -.76 .06 26.51 48.34
March 72 -. 66 .09 30.76 43.16
June 5-9 120 -.32 .09 72.52 21.21
June 12-16 120 -.40 .09 75.47 14.67
August 7-10 96 -.37 .05 53.30 75.09
August 14-17 95 -.35 .05 42.73 72.65

SPECIFICATION II

Wl ’ dl L24 ^at~et-l ) + (1+CjL1)

Data d. ad. c. 3C, CT R2
1 I 1 1 nSet

January .54 .10 -.23 .13 24.01 31.92
March .39 .12 -.35 .16 31.16 15.07
June 5-9 .16 .10 -.79 .07 59.12 21.20
June 12-16 .04 .10 -.73 .09 53.45 24.57
August 7-10 .23 .12 -.29 .10 49.02 0.0
August 14-17 .66 .10 .07 .10 48.70 29.98

SPECIFICATION III

1
t 1 +dlL nt

2
Data dl ad an
Set

January - .73 .05 12.49 39 .91
June 5-9 - .73 .06 40.20 60 .75
June 12-16 - .32 .05 41.79 66 .42
August 7-10 - .36 .05 41.33 73 .47
August 14-17 .76 .07 63.37 55 .39

Notes:

d^ is an autoregressive parameter 

is a moving average parameter

0 is the estimated standard error

Ln is a polynomial lag operator of order n such
that 1 e^ = et t-n

R2 is the percent of variation in che dependent 
variable explained by the model.

Specification II exhibited widely varying paramet­
er estimates for the autoregressive term. The range 
of values for che parameter labeled c^, the moving 
average term, ranged from -.79 to .07. This implied 
chat for some data sets the model might be ARMA(24,1) 
(e.g., January), AR(24) (e.g., August 14-17), or MA(1) 
(e.g., June 12-16).

Specification III was more robust across different 
data sets then the other two specifications. It should 
be noted that the sample autocorrelations of the noise 
process, ht, indicated that greater complexity could be 
added to the AR(1) model. However, experimentation 
with more complex models never reduced the residual 
standard error by more than 5%, thus, the AR(1) model 
was selected to represent the hourly load predictor 
error process. In order co confirm che conclusion pre­
sented above, one additional data set for August 17-22 
was subject to all three specifications. This data set 
was slightly different in that the third and fourth 
days were a Saturday and Sunday; respectively. All 
other data sets only considered weekdays. The results 
which can be found on Table 2 indicated that the AR(1)^ 
model's parameter estimates were similar to the pro­
cesses estunated for the other five data sets. Specifi­
cation I had an estimated AR parameter value of -.92, 
significantly larger than any previous estimate. Spe< 
ification II estimation shows a significant (at rough 
a 95% confidence interval) AR(24) parameter value of 
.49, but the MA parameter is barely significant with 95% 
confidence for the August 17-22 data set. As discussed

B-4



TABLE 2i )

ESTIMATION OF THREE COMPETING SPECIFICATIONS ON WEPCO UNADJUSTED HOURLY LOAD ERROR:
AUGUST 17-22

SPECIFICATION I:

-.92 42.99t-24 1 d L

SPECIFICATION II:

) + 1 + 0,1"")d L (e 40.38

SPECIFICATION III:

-.37 44.511 + d,L

e represents the error in the unadjusted 24 hour load predictor.

earlier, estimation of Specification II on different 
WEPCO data sets supported different structural forms;
AR (24) , MA (1) or ARMA (24,1) .

It is our contention that an AR(1) model of the un­
adjusted hourly load error data is a simple and fruitful 
model to help predict hourly loads on the WEPCO system. 
The strength of the AR(1) model is the consistency of 
its parameter estimates for different types of days 
(e.g., weekdays vs. weekend) over different times of 
the year, and the model's ease in implementation.

EVOLUTION OF THE FIVE-MINUTE PREDICTOR

The formulation of a general model for a Five- 
Minute Predictor follows basically the same arguments 
as those developed above for the Hourly Predictor. The 
only difference being in the time scale and forecast 
horizon: i.e., replace t by T to indicate time in units 
of 5-minutes instead of hours. The resulting predictor 
is then given by:

yT+k|T * ^+k + eT+k[l (8)

where:

y' ■ actual instantaneous system load at time 
T

“ some forecast of actual instantaneous 
load at time T (.derived from xt) > in 
particular, the spline interpolation de­
rived from the Hourly Predictor Execu­
tion

e' » error between actual load and forecasted 
load

All the known structure, representing all a priori 
information concerning observed cause-and-effect re­
lationships is captured in the xl variable. All the 
unknown structure, representing ill the additional in­
formation which may be extracted from empirical data, is 
contained in the el variable. If systematic (serial 
correlation for example) variation exists in these error 
terms then it can be employed to devise additional 
structure which will yield a more accurate forecast. As 
before, the examination of s' is a problem in statisti­
cal time series analysis and is discussed below.

Generation of the e' series was carried out in a 
manner consistent with the way in which the predictor 
would actually be implemented. First was computed 
by sampling a cubic spline interpolation [2j, (3i on the 
predictions of hourly integrated load when they were 
fixed at the half-hour of each hour. Next the actual 
instantaneous minute-by-minute load was passed through 
a simple filter to compensate for any aliasing which 
might arise due to the 5-minute sampling process. Fin­
ally, these two sampled series were differenced to 
obtain e'.

The sample autocorrelation of e_ using WEPCO data 
for December 7, 1977 revealed significant serial corre­
lation and at least first-order autoregression appeared 
likely. In fact, higher orders were called for, but an 
ARMA(1,0) was initially fit to illustrate the use of 
the autocorrelation diagnostic. Estimation of the 
ARMAd.O) model produced autocorrelations in the resid­
uals that appeared to be significantly different from 
zero. Thus, an ARMA(2,0) model was estimated. Its 
residuals preduced a satisfactory autocorrelation func­
tion that indicated random behavior of the residuals.
The second order model is all that is necessary to ade­
quately describe all of the systematic variation in e'. 
Similar results were obtained for WEPCO data taken over 
March 7, 1978 and March 8, 1978. The results of che 
maximum likelihood estimation for the three models are 
presented in Table 3 (variable m is the mean of the 
error, e') .

TABLE 3

MAXIMUM LIKELIHOOD ESTIMATION OF ARMA (.2,0) MODEL ON 
WEPCO 5-MINUTE. LOADS

6- ~ 1 +
1

d, L +
■ n

d2L2 t

Data d. d ad. ad_
2

R
Set 1 2 i 2 n

Dec. 7 -1.537 +0.579 .057 .057 4.71 97
March 7 -1.537 +0.564 .058 .057 3.86 98
March 3 -1.474 +0.551 .059 .059 4.11 93
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Error of the HP2 valueFrom results given in Table 3, it appears that the 
AKMA(2,0) model has consi^j c parameter estimates for 
different days over a few ^_.ferent times of the year.
The model is also quite simple to implement. Spline 
interpolation to the outputs of the hourly Predictor to 
obtain the ;<^ variable in Equation (8) has some benefits. 
Namely, a priori knowledge about the daily load shape 
can be used to obtain a spline interpolation that not 
only passes through the hourly predictor points, but 
also has the desired daily load shape. This improves 
the capture of all a priori information in the variable 
X^. One aspect of the model that requires some improv- 
ment is that the smoothing of instantaneous load (to 
prevent aliasing) causes variable e' to lag the actual 
load error. Work is underway to modify the smoothing 
to reduce this lag. Altogether, the results for the 
Five-Minute Predictor have to be considered tentative. 
While much on-line testing has been conducted on the 
Hourly Predictor at WEPCO (as discussed in the next 
section), testing of the Five-Minute Predictor against 
actual WEPCO load has, at this cime, not been completed. 
There is preliminary evidence from the tests that the 
AP2iA(2,0) model structure is valid — but that the 
model parameters vary slightly with day-of-week and 
time-of-day.

WEPCO IMPLEMENTATION AND TESTING OF THE
HOURl/X LOAD PREDICTOR

The new Hourly Load Predictor was tested over six 
days (November 6-9, 13-14, 1973). Comparisons were 
made between the existing WEPCO System (24-hour) Load 
Forecast (SLF) program and the first and second hour- 
ahead outputs of the Hourly Predictor. The observed 
standard deviation of the load predictions are shown 
in Table 4.

TABLE 4

STANDARD ERRORS OF HOURLY LOAD PREDICTORS —
SIX DAY PERIOD

STAMDAAO ERftOXS ttt«1

HOtlOAY 
MOV. »

roeiOAt 
MOV. 7

wCONtSDAi
MOV. 8

TiAiKSOAY
MOV. 9

MONDAY
MOV. U

TUESDAY
Mov. 14

Syatcw Lo*«l rorveMK 
(SLT> 60.44 27.59 27.3 21.65 103.86 100.45

Hourly Predictor 
(On« hour 36.00 29.84 Z2.9 24.24 29.12 32.49

Hourly Predictor 
(Tvo Moure eiteed) 38.73 32.97 26.7S 28.19 38.04 37.90

TABLE 5

WEPCO SYSTEM LOAD FORECAST AND HOURLY PREDICTOR 
OUTPUTS FOR NOVEMBER 13, 1973

ICAO AND PREDICTIONS (MW) PREOICTICN ERRORS (MM)

ACTUAL SLF HP! HF2 r*
“S si S2

I 1493 1434 1524.2 1514.0 59 -31.2 -21.0
2 1430 1394 1464.0 1433.5 36 -24 -53.5
3 1422 1333 1420.6 1443.3 39 1.4 -21.3
4 1431 1371 1425.4 1430.9 60 5.6 0.1
5 1477 1424 1483.5 1477.9 53 - 6.5 - 0.9
6 1630 1583 1636.3 1642.2 47 - 6.3 -12.2
7 2019 1930 1977.4 1983.5 39 41.6 35.5
3 2447 2341 2427.7 2383.3 106 19.3 58.2
9 2633 2537 2641.4 2621.9 101 - 3.4 16.1
10 2713 2602 2702.3 2705.0 111 10.2 3.0
11 2769 2646 2757.3 2748.6 123 11.7- 20.4
12 2786 2617 2739.2 2727.8 169 46.3 53.2
13 2675 2531 2697.1 2652.5 144 -22.1 22.5
14 2690 2546 2690.6 2709.8 144 - . 5 -19.3
IS 2627 2473 2622.2 2623.0 149 4.3 4.0
16 2576 2462 2610.3 2606.3 114 -34.3 -30.3
17 2637 2505 2620.9 2653.6 132 66.1 33.4
13 2304 2C72 2950.7 2799.5 132 -44.7 U.S
19 2732 2559 2792.9 2335.0 73 -60.9 -103.0
20 2662 260 3 2579.9 2738.4 59 -17.9 -76.4
21 2596 2526 2537.0 2506.1 70 9 -10.1
22 2399 2353 2429.0 2420.6 41 -29 -21.5
23 2169 2113 2160.6 2137.9 51 3.4 -19.9
24 1929 1873 1928.9 1922.0 51 0.1 7.0

CONCLUSIONS

A set of procedures and algorithms for the short­
term prediction of electric power system load have been 
developed empirically and tested on an actual power 
system. The primary conclusions of the study are:

• The feasibility of short-term load prediction 
based on models derived from the 3ox-Jenkins 
time series methodology has been demonstrated.

• The resulting predictor models are simple in 
structure and (at least in the WEPCO applica­
tion) have consistent parameter estimaces for 
different types of days (e.g., weexdays vs. 
weekends) over different times of the year.

It is interesting to note from Table 4 that when 
the SLF program error is small (as on November 9) with 
near-zero mean value, the Hourly Predictor's performance 
is not much different than that of the System Load 
Forecast. This implies that the principal function per­
formed by the Hourly Load Predictor is the elimination 
of bias in the System Load Forecast.

An hour-by-hour comparison of the Hourly Predictor 
with actual WEPCO load on November 13, 1978 is given 
in Table 5.

Abbreviations used in Table 5 are:

SLF 3 System Load Forecast value for given hour
HP1 3 Hourly Predictor value, predicted 

hour ago, for a given hour
one

HP2 = Hourly Predictor value, predicted 
hours ago, for a given hour

two

E„a
3 Error of the SLF value

S1 3 Error of the HP1 value

• The short-term load prediction methodology re­
quires minimal software additions to an exist­
ing automatic generation control system; how­
ever, it depends upon the prior existence of a 
24-hour integrated hourly load forecasting 
method. The prior existence of a 24-hour in­
tegrated hourly load forecasting method is, 
however, quite common — as such load forecasts 
are normally needed for daily 'unit commitment 
decision-making.

• For the WEPCO tests, the Hourly Load Predictor 
was successful in explaining from 55 to 90 
percent of the random errors between the actual 
integrated hourly load and the 24-hour forecast 
of integrated hourly loads. The 5-Minute Pre­
dictor was successful in explaining from 93 to 
98 percent of the random errors between actual 
load and the spline interpolation of the hourly 
load predictions.

Significant benefits are foreseen for utilities 
that are faced with the problems of either (a) fully
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-itilizinq the rate-ot-response capat *y of the genera­
tion units in tracking system load, V,'making on-line 
adjustments to the unit commitment schedule and spinning 
reserve, or (c) implementing valve-point loading of 
units. For all of these problems, a basic requirement 
is foreknowledge of the load trend.
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■jf.arsT^.a ^cortar.ca 2i lucr. n-a —- icr.scraiica -.a iaaar-
—.g ir.ia acor.omic ara;ac“3nas .'.as aaan arsvaauai/ 

aacona-araaad i-a .'■;], . *i.

Tha 3=t.L=ai iyr.aiaic iiasacm ai t.-.amai aaita -'as 
aragir-aii'/ zascri-aea -a [a;, '' 1 . Thara acar.onia .aad 
illacaazan a.ad susoiacar.aary zanzral acazan vara aao- 
aznad zaaa a az.agia dyr.ajEid aoazaa. aanaral araaiaa. .Vn 
aaaznai iaadSacit aa.aarailar •-as iasiar.ad zai.aq ’anarya- 
aa.a' 3 :'.azczr.un ?rz.acz?la. T^.a aracadura vas Izaiaad aa 
a avo—aar.aracar sysaaa dua aa aampuaaczanai acooians an 
snaring aacpaax svaaming suxdacas :ar aora ganaratara.

(

. a) » auapua ai a an ganaraaar aa aane a

n * r.aaser of gar.aracing zaaaa scnaduiad
T * auadar ai az=a anair-raia an scnaduizng

anaar*7ai3

:;STj!d) a a a a gar.ariczar. rag-zar ar.ar.a :ar aii 
anaaa an AGC ac aana a

Ths auarua ai aacn janaraaar ran aa anangad 
aggiy. faraaily.

i )

A nuiai-aass dynamic arggramaung appraacn aa ana 
dynamic acanomic diaaacan aradiam -'as aaxan in l3|. 
aar ■ na i ara} acdacias vara ganaracad iar aa aa iiva dia- 
aacanad naira. Vai'/a-aoinc loading vas ransidarad. 
3asicaliy, ana approacn amployad "raarsa-grid, iins- 
grid" nachads ao raducs aha dimansianalicy aroPiams 
nsualiy issaciacad wich dynamic arcgraraang. Aailiry 
aa r.and!a dynamic valva aoinr loading was an imoorcanc 
aaaeura ai ana cached.

:«. (C-l! » *, :r) n d tc) '.2!

vnara

u.(c) * changa in ouepue ai ach ganaracar avar 
cima incarvai c

Thasa changes ara hounded chraugh cha aguaezans
?i. <_ ui (C) <_ 20^ (2)

.Anochar approach co cha dynamic accnomzc iiapacch 
arabiaa was caian in ;3i- Cpczmai ganaracar ouepue cra- 
jaccorzas wars solved ior using guadracio programming.
A nechod was also davaiopad ior converging an open-loop 
ronorol schema, derived from a load ioracasg, ir.ca a 
faa-ibaoh concrol son am® capajla ai corraogzng car dziiar- 
anoaa cr. aegizaz and iaraoascad laad. 2h addzczon ca cha 
scaady-scaca pracucgzan caag runegzans, Sai. ;9] ranszd- 
arad rases assoczacad wigh cna aeg ai rnangz.ng cha auc- 
pucs ai gna ganaragars.

Iha prznozoai limzgaczor.s ai cha pasg approachas ca 
cha dynamic economic Izapacch prahlam nave oaan diaan- 
slanaiicy izmzcaczans. in cha prasanc pacer- wa solve an 
axampia dynamic scor.omzo diapacca prohiam involving 15 
gar.aracing znzea. In our soluezon, wa raquzra only 2(50 
grzd-ooinca CW dzscraczcaczon lavels) par scaga.. This 
same prohiam would recuira approxzmacaly i. 1 x 10' grid- 
poi.-.cs id cna aechad oi [3] wera applzad. Tha machod ai 
i'2], Jd] would have dean even nora aurdansoma. In shore, 
cha successive apprcxzmacncns dynamic progranning nacnod 
iaveiopad in cha prasanc paper orings larga-scala dynam­
ic accr.omic dzapacch aroaiams inea cha raalm oi iaasznia 
soiuezan wich nocasc ccctpugar rasourcas.

wnar a

.A!’*; » rtamimum incraasa in auepue a: ganaracar
i aver ana czme incar*,'ai

?i. » naxiaum iacraasa in auepue ai ganaracar
i aver ana Cima ir.gar*,*ai

rinaily, cha rase ai aparacicg aach ganaracar aver 
cha scheduling incar*7ai can da axprassad as

wnara

• cacal ease ai aperaci-.g ganaracar i 
over cha scheduling incarval

i; (a. (C))» ease ai aperacing ganaracar i ac aue­
pue x. (cj over cima incarval e

The probiam can enen ae 'wriggan as fallows: given 
a sac ai ganeracars wigh initial aucpucs x, :0), find a 
sac ai cnangea ia auepue u. (c) . a - 2,i,.'7.,T-l suen 
chac catal ease wnara

wATHZf'-.A'riC.AL ST^SS 21
Tha apczmal iynamza dd^pacch prohiam is chac oi 

aliocacihg generation from n "dispaccnaala" unzea so 
chac aparacmg consgraznes ara saezaiiad and cha produc- 
czon coses ara ninzmzzad. 2C is assumed chac a load 
pradicecon is avaiiaoia ever cha anezra dzspaccn horznon 
ai rwo or .tors hours) • rureharnora, it is assumed chac 

cha arediocad load is speezizad ac enzicra dzscraca czme 
mcarvals (say, ai 5 ginucas) mdaxad as c » 3,1,2,.../?. 
Since (a) 7.oc all -enzes 'will da on AGC and, (b) dha araa 
ganeraezon racazramane gust oa ad-justed for cna 7.ee 
schadulad mcarcnanca -- it is assumed chat cha load pra- 
dccezon. cna ganualiy-opasratad generation's output, and 
planned cia schedules have dean combined ca obcain cha 
-.at generation raduiremants far all units an .AGC over 
cha cima harinon c * 3,1,2,...,?. wich chase praidmi- 
c.arias, a scacamane oi cha optimal dynamic dispacch 
crobiam is cancair.ad in cha discussion daiow.

The .cat ganaratzan racuzraaant is ca da cac at aach 
cima instant dy cha sum ai cha outputs ai the generators 
uaing schadulad. "ormaliy.

w - 2- w. - T T f. (:t. !c)) 
i-l * i-l c-l ' *

is niaimihad, suagact co cha syscam dynamic acuaezon 

(c®!) ■ x. (t) * i. (c! ,i ii
md eh# conscraznc an ganaracar aucpucs (3) ir.d cna 
constraint chat zha nee syscam load gust da gac ac 
each czma instant (l) .

succzssr- p=p?.oxr:iA???;)s 
2Y2IAMI? A1GC3-—d

An algorithm far dispatching ganaracion co !?ra- 
dictad) load over a given eine-horican has dean iavel- 
apad zhat uses z-.a dynamic programming successive 
approximaCion caonnigua ill. Mortally, this cechnirua 
involves solving a sequence ai dynamic programming oroo- 
lems. aach having one scaca variable. Tor cha reasons 
given deiow, the usual approach -.as daen godiiiad co 
entail solving a sequence oi dynamic programming prociams 
each, having two staca variaoias.

\
;o

1-1
:rSTG(c)

22 load gust da get exactly at each cime ih cha 
dispatch horizon, chan it is .cot possible co allow z-.ce- 

il) pendent variation oi zee output oi a single generator. 
Cna gears oi overcoming this difficulty would ce co 
vary one's output while all zee remaining units ace con­
strained co oove at equal incremental cost within an 
allowable band oonscructad about chair currant ere; ac- 
corias. 'fat another, and simoiar approach us co allow
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. -
or.a unit's output to oe varied wr.i_» a-sacond unit's 
output is Siauitanaouliy adyustad so tdat tha load tor.- 
stramt -s satistiad. In tha state space, this con­
strains the successive approximation, saarcnas to lie 
alone the liras daoictac in. “Icure l.

■ output or 1st unit
* output or 2nd unit
* net generation requirement, ’x1" stage

tzzzts i pairing or 'jitrrs 3 roccsssiVi
.i??ROXIl!ATIOlIS OYMAhZO ?RCGPAWMIMG

In. this pairing approach, various pairing schemas 
can. oe applied among the sot of dispatchabla 'units. ?or 
tr.e example proolsms given later in this paper, we have 
experimented with a r.unoer of pairing schemes. We have 
not found any particular seneme to result in the oest 
(with respect to convergence tune) overall computation­
al results. One seneme that has seen tested we call a 
"circular" pairing seneme. with this scheme, the units
are indexed Sy u » 1,1......... w with 1 « l corresponding
to me "cneapest" 'unit and 1 * N' corresponding to me 
"most expensive" unit. the "cheapest" 'unit is me one 
whose incremental cost curve lies oalow all ether -units1 

incremental cost curves iwitnin the MW range of this 
"cneapest" unit:. the next cneapest unit is taxer, to he 
me one with me next lowest cost curve — and so on. 
the circular pairing seneme men considers the units m
me pairs: l wirr. 2, 2 -with I, 3 with 4......... !S-l; with
s’ and s’ wim l.

In me second seneme, which we call a "spiral" 
pairing scheme, me cneapest ’unit was first paired with 
the most expensive unit. On me next successive approx­
imation pass me most expensive unit was paired wim 
me second cneapest unit. On me third pass, the second 
cneapest unit was paired with me second most expensive 
■unit — end so forth. A third seneme was tested that 
was a ciend of the first two.

Ihe oasic idea cf me successive approximations 
technique is to hreax me .arge orcoiem of Icuations !i: 
t.troucn (c: containing many control variicles 1 me 
c.-.ance m generation vanaolas, u. !t! ; into a .-.unoar of 
ricproc-ams mat each contain only one control variaoie. 
By considering me generation units in pairs, each sut­
tee t-er .-.as er.iy cne ccr.trcl variaile and only one stace 
variaaie. ii.-.ce me computational requirements cf dy- 
mmc prrruaasung 'increase exponentially with me r.um- 
cer cf state variables, mere is a large reduction in 
me computational difficulty. Accordingly, alchougn 
dynamic programming would he infeasible, if applied

straicntforwardiy to t.-.e dynaj 
h.em -- it oecomes quite teas 
ly to cne pair of units at 1

omic 
i??.*ed 1 arative-

The dynamic programming successive ipprcxir.acicr.s 
'I?3A. algorithm that nas teen developed ter proh.er 
l - (c is mar act anted in t.-.ree .eys. a the 

i-aratior.s cr successive approximatior.s are cased upon 
pairings of units (an "artificia- unit" is i.-.c-udad 
among me units, as discussed -iter , ; each resu_tmg
one-dmensiona. dynamic program is solved cy forward 
d'vnamic procramming, and c-’ the specta. structure tf 
the cost function, Equation '4' end the dynamics 
equation !2), yield a simpia solution procedure fer 
applying Bellman11 Brincioie cf Optimalicy [10,11] at 
each time-stage or me dynamic program.

\

Tocnward Oynami; Brogramnng

As each pair of uhits is considered for a single 
successive epproxumatior.s pass, a 5i.-.c_a state-vanarie, 
single control venae.e dynamic program is solved to 
determine me optimum dynamic dispatch for the pair, 
wim the loadings on the ct.-.er units .ieid fixed. At 
the time mat the dynamic econcmic iispatcn is computed, 
the outputs of me units at t.-.a mutii- time are mown. 
Accordingly, the dynamic programming proceeds ferw-ard 
in time, starting from the init.al unit loadings. Thus 
the algorithm iterates forward in time-stages, using 
Bellman's Prune ip la cf Optumaiicy:

I :x.:<; min ' f. x 
u(k-l) I i 1

.!<: ■ -I .x—i 3)

where Kx.x) is the minimiai cost to state x at stage x.

Equation (6) is particularly simple to solve oe- 
causa the unit production costs, f; ( ( . are not functions 
or the tontroi — out are only functions of the unit 
outputs.

Bpecial Structure cf lost -metier — and Be^lmen^ 
Principle cf mtima.-cy

At eacr. time-stage, X, cf me one state-vanaoie 
dynamic program. Bellman's Principle of Tptimaiicy 6: 
must he eppiied to determine the optimum tontroi gen­
eration change) that will trine me unit tc an. output 
Lavei, x. Equation '51 is solved for the mi title me 
tontroi by fixing the output, x, of t.-.e unit at time- 
stage x. Then all controls u(x.' that wi.l yteid cut­
out x at time X, starting from some ieasieie state 
x. _. et the previous time-stage are found. The mini­

mising control is me one mat solves Equation d ■ for
feasible x. . .x-1

Tue to me fact that the production cost functions, 
fjix.Cxi), in Equation (Si do not depend explicitly on 
uTk-Ii , and also because x.^ - a'-
reduces to:

Kx.x: » £ .x. C<! -mm. [l ,xv_: .>.-l.,
i * * possible

cribr 
x._.

There dor 3 .5 cr 7 is nm. midst cy smt.y 
searching aronc t.-.e pcssicie trier state _e"s.s for t.-.a 
cne that .-.as me minimum cost. This cptimum previous 
state is saved end t.-.e new optimum cost tnreuen stage 
is computed from .
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'■-s-narriors, prior s-aqa'a iaaai-oia rearas,
. rhar rorrssoond to tr.a pi van vai'j* ti ara Jovnd

diracri'/ iron t.-.a -irit rata iiaits, as iaoiotad in 
ripura 2.

.’OSSItli ?«ts 
3TATS3, Sl_,

"towr a.\n

o;v» vaujs or i

STAGS k-l STAGS *

tzzv?x 2 ?aioa s-ags rzAGiBis statss rcu'.n: 3f
.A3PLjrt2IG iCIOWLSSGS OS ?.ATZ iZ-!XTS

inoreaanta avaiiibia on aaon mil. Tha oan- 
iidata uncratnancs dor tha artiiioiai ir.it ara 
its antira output rar.pa.

• 3aiora datamininp vhicii or tha aviiiania 
pane ration incrananta will ba uaac or. aach 
unit, tha aiponthsi iaaunas that aach mit 
atarta troin tha iowaat output iavai vithm 
ita currant ranpa oi incrananta.

• Tha tandidata incrananta anong ail unit a ara 
piacad in a Liat taliad tha "tandidata iiac".

• The incrananta on the candidate iiat ara 
ran:<ad oy thair coat into a ranging array.

• Tha incrananta ara chosen one-'oy-or.a intii 
tha total ganaracion racuirananta dor tha 
tina-ataga ia nat. Tncrananta ara ohosan in 
the ordar ad incraaaing coat under the durthar 
condition that a .-.aw incranant nay not ca 
aliocatad to a unit unless ail other msra- 
nanta oacwean the low and of tha avaiianla 
incrananta and tha haw incranant have already 
bean aliocatad. Aa incrananta ara thus chosen 
drtm tha ranking array, thay ara piacad on a 
"solution list".

Zn surraary than, tha soaoiai structura ad tha dy- 
nanic acononio dispatch problem has baan uaad ta advan­
tage m s mail dying the dynamic program.

Amiitial Tnlt and Initial -saaibls Solution

Prior to tha application od auccasai-ve approxima­
tions dynamic programming to the problem solution, it ia 
nacaasary ta obtain daasibls initial trajactariaa od unit 
autpucs ovar the ancira iiapatoh tor iron. A sta.cic dia- 
oacrh tachnicue (namely, a amimum r.argmal boat algor­
ithm which ia discussed latarl ia used aa ihicialire tha 
uhit outputs aver tha dispatch horiron. In order ta 
puarantaa that the static iiapatoh can imrialire the 
uhita so that their initial trapactorias era daasibie 
:neat all tonstrainta) . an Articles ia uaad. Mameiy, 
an additional ficticious unit, railed tha "irtidioiai" 
unit is uaad m tha dispatch. This irticioiai unit has 
much higher production costs than the othar actual) 
mi ta and has very high rata limits. It ia loaded by 
tha static dispatch algorithm at time-stages dor which 
tha othar units tannot satisfy tha nat generation ra- 
ruiramant. Tha artiiioiai unit tharadora expands the 
total .Tcmaar td 'inita from U ta M * 1.

• Tha solution list givas tha new acononio iia­
patoh rasuita dor tha units. Tha naw unit 
loadings become tha last output values ton- 
siderad again at tha next cma-scaga.

A daw final tonmenca concerning tha uaa of tha 
artiiioiai unit ara:

• It guaranties a daasibla solution from 2PSA, 
even when actual load rata axcaads araa pen- 
aration raspor.se capability (e.g., during a 
scheduia change). In such oasas, tha amount 
od residual ganeracion on ths artiiioiai unit 
oorrasponds to the drawing od power over tha 
tie lines.

• :t admits the possibility od id-uscmg the 
production costs on ths artiiioiai unit to 
obtain aicher rigid catching od ganaratior.
to load or an approximata catching od ganera- 
tion to load that parhaps taxes ths rata-of- 
rasponsa limita or tha uhita leas.

•/alve-Pomc loading

The cinimum marginal cost algorithm dor initialis­
ing unit trap actor las ocnsidars all units together; that 
is. there is no teed dor it to use successive approxi- 
cations. Cnee, however, the initial unit trap actoruas 
ara passed to the T?SA algorithm, the final dynamic 
dispatch ia achiaved by dha successive approximations 
cecnod with pairing od two -unita at sacn idsration. 2n 
ariact, 2?SA itarativeiy actampts to both: (a) 'unload 
ths expensive) artiiioiai unit — smiting its genera­
tion to the (cheaper) actual 'units wruia oDeying rata 
limita on the umta, and Co) shiit ganaracion, dor two 
units at a time, among the actual units to further ra- 
duoa the total production costs.

The principal steps in ths amimum carginal tost 
aigorit-n (axecutsd ones dor aach cine-stage in the 
dynamic iiapatoh horizon) are:

• The rata iinios (in both up and down iirac- 
tiona) on aecn 'unit ietartuna the hunter oi 
generation incrananta Oy which the unit 
output can be raised/Ibwerad drtm its last 
output value. These become the tandidata

Tha suctassiva aeproxunacions dynamic programming 
algorithm (OPSA) and the minimum marginal oost algor­
ithm (MCWAS) have been acaptad to handla valve point 
loading od units. Tha algoritnms themselves naedad no 
oodiiication dor this function: valve-point loading ua 
acoomplisnad via tha raprssancacion od tha valve points 
in Jotn tha unit tncramencal production coat functions 
Cusad by I'.THMAR) and tha umt production oost dunctiona 
fusad 'oy 3PSA) . Tha valve-point raprasancacion un the 
tost functions is discussed lacar.

Tescrtocions od ■.•.mta and load 3oar.arios

uxanple dynamic aconomio diapacth rasuios ara pra- 
aentad below dor a utility that dispatches 13 ganeracmg 
units. All ’unit data required dor tha dynamic economic 
iiapatoh ara liatad in Tania 1 except dor ths ertid'ioial 
unit, which ia discussed later. Tha production tost 
curve dor each actual 'unit was approxumacad cy a quad­
ratic function od nat generation output. That ua, tha 
production cost dor aach ’unit at a ganaratior. output od
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“i^Tirs i ind ~ ixs ipciaal iccnomic dispacsais? 3i 
7an*raci.ig iniis isr Zaaa 2 lain? ^.UWAil ind :?SA ra- 
scactival-/. -:«rs. v* r.a-cica ir.ai: an “igura a ir.e arri- 
iidiii. ini; ia iispaccnad a; iZzh. and Uto s^ace. Tha 
-.aqaci.-.-a 3u;;u; diasac;.-. ai tna ar;;ii;i.iX uaic indica- 
'aa ana; m* ganaracion racuiramanr was iacraasina a; 
-'.a highar raca chan cha jcaccc diaoacsh cf hUiMAA can 
handia. Ivan enough cha aggragaca raca ci rassonsa ci 
iccuai 'incca ca suiiician; co ioilow cha suddan acna- 
cuia changa, cha icacnc diaoacching aporoach ci yUMAR

couid roc ioilow ic -iimouc csing cha ir-cciici.a_ i 
Tha caaaon cor chia cs cnac Tnica 9 enrougn Li rad 
ccaracad ac chair Lewar accromic Liddca during cha 
cravcoua acagaa and chararcra couid roc rcncriiuca 
ciaacccig cha suddan dacraas# in cha caneracicn cacu 
ranc vichcuc era Look ihaad caoaoiii.c7. dewavar. 
cha cragascorias gxvan oy MITIMAa. aa cha ihicnai cr 
jacconaa, IPSA ia able co rar.ova cha cucpuc ci eh 
arciiicial anid and raallccaca ic cc cha aocuai an 
as shown in ligura T. iiao co ia rocad cn TPSA da.
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I )
15 -ii- '.'r.i;s 3 ir.i 10 ?«r.»ri;a lor? sutsu- it tr.» iOth 
ir.d lit.', mqia m.'. ir. tr.a staga—via* iisjacth ti Ml:.’- 
:-LV?. vru.cn is csmeansacad ior cy slight drnas in tha out- 
tata ti '.'r.ita 0, 3 and 5 through 3. ivan though tha 
total 'uhita' tutsuc at thasa stagas ixactiy .taata tha tat 
ganaratior. racuirassant, tha rata ti raaponsa tapaitiiity 
for latar tma stagas has oaan ihoraisad ty tovir.g Vnits 
3 and 10 ua iron thair nir.inua tutauta. This axtra 
gar.aration oc Onita 3 and 10 at stagas 10 and 11 ia 
latar uaad as "rtsar-vac" rata ti rasaonsa whan thara ia 
a suddan dacraaaa in tha load.

On sissiary. tha Oaaa 1 rasuita dasonstrata tha aqui- 
vaianca oi tha MIMhAa and OPSA rasuita whan oollactivaly 
tha unirs hava an aggragaca rasoonsa rata which is navar 
lass than tha rata oi changa oi ganaracion raquiramanc. 
Tha Casa 2 rasuita daoonstrata tha oossihla iailura oi a 
static disoacch (MUJMAiO to satisiy tha ganaracion ra- 
quiranant -whan ic is chancing rapidly. This iailura can 
occur because tha aggragaca rata oi response Is not 
availaala due to operating licit ronstraints. Casa 2 
also desonstracas how tha look-ahead capahility oi the 
dynamo acononio dispatch oi OPSA enaolas it to succeed 
vhara tha static dispatch nachod iaiiad.

Valve Point loading

Tha Case 1 and Casa 2 scanarios tan also ha usad co 
illustrate tha usa oi OPSA ior valve-point loading oi 
ganaracion units. Consider vaiva-ocmc loading or gan- 
aration unit Mo. 3 iron our axarpia. Assuaa that this 
unit's valva-points ara located at approxirsacaiy outputs 
oi 30, 30, 30 and 114 :<W. rigura 3 depicts two versions 
oi tha production cost curve si unit 3. On# version 
acsurataiy raprasants the valve point phancnanon, nana- 
iy that tha Incremental production cost increases 3narp- 
iy as aac.h valve starts to open. Tha other version is 
a smoothed production oost curve (a quadratic function 
■wnosa oaramecars ware gi-van in Taioia 1) that ignocas tha 
valve point pnar.omanon.

rigurs 3 and 10 snow tha rasuics ior Chit 3 when 
CPSA is axecucad ior Casas 1 and 2. respectively. Tig- 
ura 3 snows that whan tha vaiva points are raprasentad 
in the production cost ourva that tha output oi This 3 
cards to stay at tha 30 :~A •valve-point as long as pos- 
sihia oasad on economics), and wr.an the output in- 
oraases to tha 114 MW vaiva point, it essentially does 
so at tha iuli rata limit. Tigura 10 has unit 3 staying

it its 30 MW valve point ior most oc tha Case 
However, ior tha initial tir.a stagas its oucp' 
creasing at tha raca limit toward tha 30 MW v 
latar tha output daparts, temporarily, iron t 
point ior tha duration oi tha ahrupt scheduia 
eventually returning to the 30 '.'aiva point 
schedule change is ocnplata.

2 scenario.

alva pou-.t. 
ha valve 

changa—
onoa tha

recess 3 cost ersvs ren omit 3

STAGS
rTCCAE 10 COMPARISON CT DISPATCHES OUTPUTS CP CMCT 3 

BET'.'fSSM WHSM TT 13 VALVE-POTMT 1CAESS .iilD 
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Computational raouiraments

Computational axparianca with tha dynamic economic 
dispatch program, CPSA, has oaan oocamed et 3CC on e 
UNT7AC ilCS tomputar. Cha computational raquiramants 
will vary ipproximacaiy linearly with, tr.a .-.umoer oi 
units to oe dispatched, tna time tor icon end tr.a dis- 
patoh ihtasrval, tha upper ind lower oounds oi ecor.oair 
ganarating limits oc eii units and tha discretization 
size oc tha generation. Tha expartanca surananzad m 
Taola 2 -was obtained ior tha iollowmg conditions:

• Mumaar oi Chits: 15 generating mits,
including ertiri- 
oiai mit
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Oonoraco Mo. iC-”-Oi-2ii3, inoiudas or.a iaaign, on 
oLanenoacion and oasomq oi an inoaqracad and ooord 
tad aec oi aiqorionna ior AGC. S'/aoana Oonoroi, Zr.z. , 
Wisconsin Biacoris ?ovar Oocnoany , and Oonoroi
Oaca Corqoraoion ara jointly oonductinq tna aiioro. Tha 
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