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ABSTRACT

We have measured the production of charged nuclear fragments
in collisions of 0.93 GeV/c¢/nucleon, 1.75 GeV/c¢/nucleon, and 2.88
GeV/c/nucleon alpha particles on targets of carbon, copper, lead,
and CHp, using a double focusing spectrometer. We present single
particle inclusive cross sections for the production of protons,
deuterons, tritons, %He, and “He at momenta from 0.5 to 11.5
GeV/c and angles from G° to 12°. We (iscuss the relevance of the
concept of limiting fragmentation to our data and point out
possible uses of the data to study nuclear structure and particle

production mechanisms.
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1. INTRODUCTION

The acceleration of nuclei to relativistic velocities at the
Bevatron/Bevalac has made it possible to study nucleus-nucleus reactions
in a new and higher energy domain. We have carried out a survey experi-
ment using beams of protomns, deuterons, alpha particles and carbon
nuclei with kinetic energies of 0.4, 1.05, and 2.1 GeV per nucleon,
measuring the yield of charged particles in the near forward direction
over a wide range of momenta and yielding cross sections spanning 10
orders of magnitude. This thesis reports the results of the measurements
made with the alpha particle beams.

The study of hadronic matter traditionally has been carried out by
two separate groups of researchers studying two separate areas, divided
apparently according to the baryon number of the systems being studied:
“Elementary particle physics” (B = 0 and 1), and "nuclear physics'" (B > 2).
Chew has argued that according to the concept of "nuclear democracy" the
same strong interaction characteristics are responsible for the existence
and behavior of all hadrons and that this distinction should be abandoned.(l’z)
He has also conjectured that, whenrever the energy available in a collision
is much greater than the energy levels of the excited states of the hadrons
involved, then "high energy' or asymptotic behavior may arise which would
make evident the composite nature of the hadrons involved.(s) Part of the
interest in nucleus-nucleus reactions at these "high" er.rgies of 1-2
GeV/N was thus stimulated by questions as to whether they would exhibit
"high energy” behavior similar to that observed in proton-proton interac-

tions at hundreds of GeV.



This behavior is expected since the kinetic energy of the colliding
nucleus (1 GeV/N) is much gfeater than its excited state energy levels
and binding energy (8 MeV/N), just as the energy in high energy proton-
proton scattering (100 GeV) is much greater than the energies of the ex-
cited states of the proton (i.e. the resol';ances near 1 GeV). In parti-
cular, one of the most prominent features of nucleus-nucleus collisions
in ‘this energy range is the existence of strong.peaks in the production
of nuclear isotopes of masses less than that of the‘ projectile observed
close to the velocity of the projectivle. -7 These products are widely
interpreted as fragments of the projectile nucieus. According to the
hypothesis of limiting fragmentation,(s) which has been shown to have
considerable validity in high energy elementary particle interactions,(g)
the momentum disfributions of these fragments in the projectile Llorentz
frame should be iﬁdependent of beam energy and target material. One of
the chief aims of this experiment is to determine the degree and range
of validity of this hypothesis and, we hope, to provide enough data to
allow a détermination of its physical basis.

As one extreme form of interpretation, we might assume that the
fragmentation process disturbs the wave function of the projectile so
minimally that the fragment momentum distributions in the projectile
frame are isotropic and are determined solely by the momentum-space wave
functions of the projectile nucleus.(m) More plausibly, perhaps it
is pessible to construct models incorporating the wave function and
nucleon-nucleon scattering, for example, applying the successful approach

of Glauber's multiple scattering theory(n) to explain these fragment



momentum distributions or to extend our knowledge of nuclear wave func-
tions. Models of this nature have been constructed to describe the

breakup of deuterons.(lz’lz) Other Glauber theory-based models have been

proposed to describe the fragmentation of heavier projectile nuclei.(la’ls)

Models of elementary particle structure have been developed which
n(26)

employ pointlike constituents called 'parton and predict "scaling,"

namely that for high enough projectile energies the distribution of
particles in the available longitudinal phase space is independent of
beam energy. Of course, nuclei are known to be composed of nucleons and,
although nucleons are not pointlike, it may be that parton models ars
relevant to understanding high energy nucleus-nucleus collisions. In
fact, scaling has been observed in the production of pions in this

energy range(d)'and parton models have been adv:znced to predict the
(17,18)

fragment momentum distributions. Other models predicting these

(19,20 and Monte Carlo simulation

(21-74)

distributions employ statistical ideas
of cascades from nucleon-nucleon collisicnms.
Correpsonding to the projectile fragmentation region, there is a
target fragmentation region of products characterized by low velocity in
the ]aboratory.(zs) And, at velocities intermediate between the target
(26-29)

and projectile, there is a central region to which additional

methods have been applied.(so_sg)
.It is the spirit of Chew's injunction that hadron physics will
benefit considerably from an exploration of the underlying unity of

“elementary particle physics'" and "nuclear physics.“(l) The joining

of relativistic treatment and the high energy techniques for the study



of particle structure, together with what is already known about nucleon-
nucleon forces and nuclear structure, will, we hope, provide new insight
into the high energy concepts and new information about the interaction
among nucleons in the nucleus, especially at short ranges.

This experiment was designed and carried out with these questions
in mind; the fact that the projectile fragments into particles in a
narrow forward cone with momenta easily measurable in the laboratory
allows us to measure the momentum distributions of these fragments in
the projectile frame in the forward, backward, and transverse directions;
in some cases from 0 to 600 MeV/c/N. In addition, we are able to get
some measurements of the tail of the target fragmentation regioa and

cover the central ''plateau’” regionof intermediate velocities.



II. THEORY AND PHENOMS#éLOGY
A. iThe Single Particle Inclusive Cross Section
We have measured cross sections for reactions of the form
a+brc+ anything.

The relevant cross section is the area for producing a particle in

an infinitesimal vnlume of the single particle Lorentz invariant phase

space
3¢ 3. C 2 c -,
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where E and ; are the energy and momentum of particle ¢ and s is the
square of the energy of the entire system in the center of mass. This is
called the Lorentz invariant single particle inclusive cross section, or
simply, the invariant cross section.
Another form commonly used is the cross section in the laboratory

frame

dzq:h -+,

Tadp (s.p)
which is the form most directly calculated from the experimental raw data.
The cross section is determined by counting the number of beam particles
Na incident on a target containing n, target nuclei per unit area, and the
number of particles Nc of type ¢ produced into a solid angle-momentum volume

AQAp centered about momentum p. The laboratory cross sectiom is then
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B. Kinematics

There are several sets of variables that are relevant for the study
of inclusive reactions. Since our beams and targets did not have
polarized spins, the cross section should be independgnt of azimuthal
angle, i.e. it depends only on the components of the momentum of the pro-
duce? particle parallel (pL) and transverse (pT) to the direction of the

incident projectile

d3g
EE (s,ppsPp) ¢

For describing projectile fragmentation it is useful to use the variables

in the projectile frame, piROJ and Pp-

Anather very useful variable is the rapidity, defined as

Under é Lorentz boost transformation in the longitudinal (beam) direction,
the rapidity transforms a&ditively, so that rapidity distributions are
independent of the Larentz frame, At Py = 0, we have y = tanh-1g, so
the rapidity is essentially a velocity variable. Hence the projectile
fragment rapidity distributions peak near the projectile rapidity, and the
target fragments peak near y = 0. The rapidity distribution thus shows

us what reference frame is relevant for describing a given process.

Also useful are the longitudinal and radial scaling variables
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where pCM is the momentum in the center-of-mass frame, pEM is its longi-

tudinal component, and PSXX is the maximum momentum in that frame for the
given reaction.

Some of the relationships between these variables should be pointed
out. Because the rapidity transforms additively under Lorentz boosts,
any distribution which is limiting (i.e. independent of projectile energy

at high enough energy) in piROJ

and Pp will be limiting in y and Py-
However, in contrast with high energy proton-proton scattering, limiting
fragmentation does not imply scaling (energy independence of the x' distri-
bution). Fig. 1 shows the relationships between szOJ and x' for 0.93,
1.75, and 2.88 GeV/c/Na+c +p + X at 8 = 0°. Clearly limiting fragmenta-
tion and scaling are inconsistent at these energies where the masses of

the particies involved are not negligibly small relative to the projectile
energy .

We conclude this section with Table 1 which 1ists some of the kine-
matic parameters for the three energies of alpha beams used in the experi-
ment. We tabulate the beam's momentum per nucleon, kinetic energy per
nucleon, velocity By = v/¢, vg = (1 - Bg)'l/z, rapidity, and the Iaboratory

momentum at which each fragment would have zero momentum in the projectile

frame.
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Fig. 1. pErOj vs x' for the reaction a+C+p+X at the three alpha
beam energies used in this experiment.

Table 1. Some kinematic parameters for the three alpha particle beam
energies used in this experiment.

Expected peak momentum (GeV/c)

P/N (GeV/e] T/N (GeV) 8 a  proton deuteron 3H,3He alpha
0.93 0.39  0.707 1.41 0.93 1.87 2.80  3.72
1.75 1.04 0.882 2.12 1.75  3.50 5.25 7.0
2.88 2.09 0.951 3.24 2.8 5.76 8.66 11.5

XBL 779-2468



C. Limiting Fragmentation

Studies of inclusive reactions in high energy pp collisions’ and
in heavy ion collisions at 1-2 GeV kinetic energy/nucleon have shown
three similarities:

1) 1limited transverse momentum: the cross section falls very

steeply with transverse momentumgs)

2) persistence of velocity, or leading particle effect--the
invariant cross section is peaked at or slightly below the
projectile rapidity. Im nucleus-nucleus collisions this holds
for the baryonic products of mass less than the projectile
nucleus;(s) in proton-proton collisions it holds for the
inelastic inclusive proton and baryon resonance production;

3) approximately constant total cross section and inelastic cross

section.(4°)

These facts are consistent with an intuitive picture of the dominant
collision process in which the projectile breaks up under the influence‘
of tﬁe target, and the target breaks up under the influence of the
projectile, yielding products moving slowly in the respective rest frames
of the fragmenting nuclei.

This picture is defined more precisely in the hypothesis of
limiting fragmentation which states that the invariant cross section is
limiting, i.e. that the limit

d%3) (5.8, -Pp)

lim E —————— = p, (p;,P7)
Sren adp b LT
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exists over a finite range in P and Py near 0. Particles produced in
this range are identified as fragments of the target b. Similarly, there
is a limiting distribution of projectile fragments which have finite

momenta in the projectile frame:

a¢ . _PROJ
Lim £ oab P, P ROJ
im f —————— = pa(pL .pT)-
s da%p

The projectile energy range over which we may expect to see upp xi-
mate limiting behavior is determined by two factors: 1) The projectile
kinetic energy per nucleon must be much greater than the binding energies
per r'nucleon of the target and projectile. 2) The projectile rapidity must
be great enough so that the fragment distributions of the target and projec-
tile do not overlap. As we have mentioned earlier, condition (1) is well
satisfied for nuclei at 1 GeV/N. The rapidity of a projectile at 1.05
GeV/N {1.75 GeV/c/N momentum) is 1.4, while the width of the rapidity dis-
tribution for protons is approximately 0.2, so condition (2) is also met.

Thus we may expect the single particle inclusive cross sections to
show approximate limiting behavior (energy independence) at 1-2 GeV/N.
This may be so even though the limits defined in {1} and (2) do not exist
or are quite different from the value of the cross section at 1 GeV/N.

Above this energy range where the structure of the nucleons begins to
influence the productvion cross sections (through resonance and multiparticle
production) there may be a transition region of energy dependence to the
higher energy asymptotic region where the substructure of the individual

nucleons is exhibited as well as the nuclear substructure.
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Limiting fragmentation may be implied by several different physical
pictures of the collision process. Perhaps the simplest of these is
expressed in the sudden approximation which has been applied to projec-
tile fragmentation by Lepore and Riddel.(lo) The wave function of the
projectile nucleus is assumed to be changed negligibly during the
collision so that the amplitude for a given final state is simply the
overlap integral of that final state with the intitial state. The result
is that the projectile frame momentum distribution is isotropic and
straightforwardly obtained from the momentum space wave function after
imposing momentum conservation. Such a model clearly implies limiting
fragmentation.

We may make a less strict set of assumptions aid include the effects
of the scattering of the nuclei if we use the framework of Glauber multiple
scattering theory.(ll) This theory in simplest approximation treats each
nucleus as a collection of independent on-mass-shell nucleons. During the
collision the nucleons within each nucleus are assumed to have constant velo-
city and not interact with each other. The total scattering phase shift is
taken to be the sum of the individual nucleon-nucleon scattering phase
shifts. Such a model for the reaction d + target - p + X has been pro-
posed by Bertocchi, Tekou, and Treleani(lz) and refined by Nissen—Meyer,(ls)
who calculates the diagrams in Fig. 2 and whose results agree with the
existing data over most of the momentum range in which agreement is
expected. Such a model will predict limiting fragmentation when the

nucleon~nucleon total cross section is energy-independent--as it is in the

energy range 1-2 GeV/N.
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Other models may be constructed using emtirely different physical
pictures to predict the fragment momentum distributions. The value of
the hypothesis of limiting fragmentation is that it serves as a criterion
for determining the projectile energy necessary and the momentum range
over which the distributions may be taken to reflect the structure of the
fragmenting nucleus. Then, with the help of models incorporating the
dynamics of the fragmentation process, we can perhaps learn more about

the details of that structure.
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III. EXPERIMENTAL METHOD

The apparatus consisted primarily of a single arm double focusing
spectrometer which transported the particles produced in the targets to
our detectors and provided momentum analysis and productior angle selec-
tion. The particles were detected by scintillation counters and identi-
fied by measurement of magnetic ripidity, time-of-flight, and dE/dx.

The data were recorded by an on-line PDP-11 computer on magnetic tape.

A. Primary Beam

Primary beams of alpha particles at 0.93, 1.75, and 2.88 GeV/c/nucleon
were obtained from the Bevatron External Particle Beam and transported
to the target in the beam line shown in Fig. 3. Quadrupoles X1Q5A and
X1Q5B focused the beam at F3 10 meters downstream from the target,
producing at the target an elliptical beam spot with a horizontal axis of
10 cm and a vertical axis of 5 cm containing about 98% of the beam. Beam
intensities used varied from a few thousand per pulse up to the maxima
available: 3 x 10° alphs particles for a pulse of 0.5 to 1.2 seconds.
Beam contamination was minimized by a putting a minimum amount of material
in the beam line, by continuously monitoring the centering of the beam with
wire chambers, and by attenuating the beam from the source before injection

to obtain lower operating intensities.

B. Targets

The targets used in the experiment are listed in Table 2, along with

some of their properties. The principal targets used were the "standard"



TARGET
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XBL 779-2467

Fig. 3

Bevalac External Particle Beam Channel 1.

The Primary Beam Trausport System used to deliver the alpha beams to our targets.

ST
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carbon, copper, lead, CHz, and 'empty targets. The targets were mounted
on aluminum holders conn.ecting two stainless steel bicycle chains, as
shown in Fig. 4. The chains were driven by a computer controlled
electric stepping motor, allowing the targets to be rdised or lowered in
steps of .01 inch.

The principal targets were of identical size tramsverse to the beam
axis, They were hexagons which approxima{ﬁ an ellipse with axes of 11.3
cm horizontally and 5 cm vertically so that they would intercept approx-
imately 98% of the beam. The target holders were also identical, and the
empty target was one of the holders with no target mounted in it. The
cizes and shapes of the taréets are shﬁwn in Fig. 5.

The "thin" carbon taréet was _used to determine effects of target
thickness. The “small" and "large" targets had differing dimensions
transverse to the beam axis, allowing us to'check whether the transmission
of the spectrometer was different for different regions of the target.
The "large" targets were used to calibrate some of the beam monitors, as
will be explained‘in Appendix II.

The surfaces of the targets were machined plane and their thicknesses
measured with a micrometer and their density determined by weight and
by measurement with g,micrometer. From this we determined the number
of nuclei per unit area n = NopllAT where Ny is Avogadro's number, pf is
the thickness in gm cm~2, and Ap is ;he atomic weight. For the CH,
target, this number refers only to the hydrogen component of the

target.
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Fig. 4

TARGET MECHANISM



18

Table 2. List of targets used in the experiment along with thelr thickness
in ca. and in gm./cm.€, and the number of nuclei per unit area.

TARGET £ (en.) o (gn./em.?)  n (nuclei/mb.)

c 1.267 2.302 1.154 ¢ 009 x 107

cu 3409 3.005 2.848 & .024 x 107

Fb 6834 7.696 2.237 & .017 x 1077
ci, (i) 2,568 2.355 2.022 1 .015 x 0™
LARGE C 1.270 2.233 1.120 = .008 x 207"
LARGE Cu .3327 2.947 2.793 & .022 x 1077
LARGE Pb . 6828 7.853 2.283 ¢ .018 x 1077
TARGE CH, (H) 2.172 2.007 1.723 £ 004 x 0™
SMALL € 1.267 2.281 1.144 ¢ 009 x 207"
THIN C .6U53 1.131 5.669 1 .0b5 x 1077

AR “EHALLY

13.23 o

MLARE"

Fig. 5. Dimensions of the "standard", "small", and "large" targets (cm.),

XBL 779-2442
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€. Primary Beam Monitors

The position and profile of the primary beam was monitored with a
wire chamber mounted in the beam line 1.9 m upstream of the target. The
charge collected on each of the 32 wires of the 19.2 cm by 19.2 cm chamber
was integrated on a pulse-by-pulse basis, allowing continuous monitoring
via an oscilloscope display of the profile thus obtained in both horizontal

and vertical directions.(41]

The 5ix beam intensity monitors are listed in Table 3, along with
the sensitivities for the various beams. B is a scintillation counter
placed in the beam line to count the beam particles directly at low
intensities.

The ionization chamber (IC) and the secondary emission monitor (SEM)
were also mounted in the beam line upstream of the target. Each was
connected to an electrometer and capacitor. The voltage across the
capacitor was read into the computer by a digital voltmeter before and
after the beam pulse. The calibration of the IC is described in Appendix
I.

Scintillation counter telescopes M1, M2, and M3 are diagrammed in
Fig. 6. They each consist of 3 scintillation counters connected in
coincidence and aligned so as to be sensitive to particles coming from
the direction of target. Special care was taken in the design of the
sizes.and placement of the counters to insure that they would be sensitive
to the entire target and not to other possible sources of particles and
to insure that only one of the 3 counters determines the solid angle of

the coincidence. The telescopes then provide a relative measure of the
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Table 3. Beam monitor calibration constants in units of incident
alpha particles per monitor count, For the ionization chamber (IC)
and the secondary emission monitor (SEM) 1 count = 10 picocoulombs.
For M1, M2, and'M3 the numbers are given for the 'standard” c.rbon
target. For M3 the calibration applies at 0°. Typical errors are
L #2%.

Monitor 0.93 GeV/c/N 1.75 GeV/c/N 2.88 GeV/c/N
B 1.00 1.00 1.00

ic 2.64x105 3.60x105 3.82x105
SEM 5.32x107 7.52x107 7.85x107
M1 6.06x10" 2.05x10% 1.41x10%
M2 6.32x107 1.96x107 1.04x107

M3 4,99%10% 2.11x105 1.44x105
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KIMEV XIM7y

Fig. 6a. Plan view of target region
showing beam monitor telescopes Ml and M2.

M2A
M2B

M2C

Fig. 6b. Elevation view of target region ¥BL 779-2455
showing beam monitor telescope M3.
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intensity of the beam incident on the target by counting particles pro-
duced in the target at large angles. The calibration procedure for the

telescopes is desqribéd in’Apbendix I1. -

D. Spectrometer

The secondary particles produced in the target were momentum
analyzed and transported to the detectors by Bevalac Beam 37, a double-
focusing spectrometer consisting of 16 magnetic elements. The layout of
the spectrometer is shown in Fig., 7.

Production angles between 0° and 12° were selected by setting the
current in vertical bending magnets M6V and M7V. As shown in Fig. 8,
M6V bent the primary beam upward by angle 8/2. Particles produced in
the target downward at angle 6 are bent upward through angle §/2 by
M7V to be parallel with the beam line. The target, of course, is placed
at the proper height to intercept the primary beam.

The secondary particles were momentum dispersed and steered to a
focus at FS by horizontal bending magnets M8A and M8B. At F3 a 61 cm
long uranium collimator was used to eliminate particles having magnetic
rigidity more than 8% different or production angle 17 mr different from
the central rigidity and angle to be detected. Additional momentun:
dispersics is provided by magnets MIA and MIB, and F3 is imaged at F4
by quadrupoles Q3 and Q4. The momentum dispersion is removed by magnets
M2A and M2B, and F4 is imaged at F5 by Q7 and Q8. Quadrupoles Q1 and Q2
and Q5 and Q6 are used to contain the size of the beam envelope in the

regions of F3 and F4 respectively, and to make the magnifications, and
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The detectors are

Beamline spectrometer used in this experiment.

Fig. 7.
located at focus points F4 and F5.
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thus the acceptance of the spectrometer, stable with respect to small
changes in the settings of tbe other quadrupoles. Ql/2 and Q5/6 image the
target at the centers of quadrupoles Q3/4 and Q7/8, respectively. The
acceptance stability was verified by remeasuring particle production at

a given angle and rigidity setting, but with slightly different quadrupole
settings.

In order to obtain the best possible angular resolution, we used the
geometry shown schematically in Fig. 9. The primary beam is focused through
the target to F3 so that “the position of a secondary particle at F3 indi~
cates the production angle. Since F4 and F5 are images of F3, they also
have this angle information.

The spectrometer was designed with the aid of program TRANSPORT.

The line integral field and field gradients as a function of current for
the dipoles and quadrupoles, respectively, were measured using 2 long

flip coil and cuﬁent integrator. These results were then parameterized
simply so that we could determine the proper currents to obtain any field
integral within range. The magnet power supplies were computer controlled
using an ADC-DAC closed loop feedback system. The optimum current settings
were determined by transporting Bevatron primary beams of rigidity 1.75,
3.5, and 5.76 GV/c and centering and facusing the beam with the aid of
multiwire proportional chambers placed at the target and foci F3, F4, and
F5. The parameterizations allowed us to extend these optimum settings to
o any rigidity and were stored in the computer, so that we could change the
) rigidity and angle setting in a matter of seconds. The method of the

calibration of the acceptance is described in Appendix III.
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E. Particle Detection and Identification

The charge and mass of the secondary particles detected were deter-
mined by a measurement of the magnetic rigidity (p/z), rate of energy
loss (dE/dx), and time-of-flight (TOF}. The vigidity and production
angle were determined by scintillation counter hodoscopes located at F4
and F5. The dimensions. and orientations of the counters are indicated in
-Fig. 10, and the approximate r ridity and angle regions covered by them
are shown in Fig. 11. Information on energy loss was obtained by recording
the pulse heights in the hodoscopes and in a 1/2" thick scintillator,
called PH, which was viewedAby four phototubes. The signals from the
opposing pairs were added electronically to obtain signals nearly inde-
pendent of where in the scintillator the particle passed through. These
pulse heights and the pulse heights in the hodoscopes were recorded to
give us five (four independent} measurements of energy loss rate for
each event,

The particle velocity was determined from the time-of-flight along
the 18 m path between the F4 and F5X hodoscopes. The F4 phototubes
view their scintillators from above, while the F5X phototubes view their
scintillators from below, so that, since the particle position at F4 is
imaged at F5, the time-of-flight signal recorded is independent of
particle position in the scintillators.

Fig. 12 is a scatter plot of the summed pulse height of two of the
opposing phototubes looking at the PH scintillator versus the time-of-
flight. The separation of p, d, *He, and “He is clearly indicaped.
These scatter plots, as well as the time-of-flight and pulse height

distributions in all the counters were available in the on-line computer,
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Fig. 10. Beam’s eye view of the hodoscopes {cm., 1/2 scale).
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s0.-that we could constantly determine which isotopes were present and

monitor the performance of the system.

F. Electronics

For each event, the time-of-flight, tﬁe pulse heights, and the pat-

. tern of counters which fired their discriminators were read into the
PDP-11[20 compufer using suitable CAMAC interfaces. An event was defined
‘y the coincidence F4:F5X+FSY, i.e. by at least one counter firing in
each of the hodoscopes F4, FSX, and F5Y. The diagram of the event data
electronics is shown in Fig. 13. The anode signals of the hodoscope
éhotomultipliers were used as inputs to the discriminators, and the
dynode signals were inve;ted and attenuated for pulse-height measurement
in the ADC's. Separate 8-chamnnel, 8-bit ADC's were used for the F4 and

Y
'F5 signals with gating signals (strobes) provided with the timing deter-

'mined by the F4 and F5 signals, respectively, so that the strobes could’
be made as narrow ;s possible, thus reducing the effects of other parti-

» éles nearby in time. Separate 12-chamnel input registers were similarly
provided to record the pattern of hodoscope discriminators which fired.
The timefof-flight was registered by a a 10-bit time-to-digital converter
(TDC) with 0.2 ns resolution. The START signal was obtained from the OR
of the F5X hodoscope, and the STOP signal from the OR of the F4 hodoscope,

_.suitably delayed. Use of the START INHIBIT input of the TDC allowedﬂus
té inhibit any start in the TDC.except when we had a trigger. Opposing
pairs of phototubes viewing the PH scintillator were added together and
read by ADC's. Visual and computer-read scalers were used to record the

number of events, the counts in the hodoscopes, and beam monitor counters.
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Fig. 13. Electronics of the event trigger circuit.
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The trigger strobe AND unit was gated by the computer; that is, when-
a strobe was generated, the unit was turned off via its VETO input and
not enabled again until the computer was finished reading out the event.
This gating signal was also applied to an additional set of scalers used
to count the events and beam monitor counts, so that we always had an accurate

measure of the dead time created by the computer.

G. Running Plan

The running procedure began with the acceleration of the primary
beam particles in the Bevatron and their delivery to our target. The
centering of the beam in the beam pipes was aided and monitored by multi-
wire proportional chambers. Then the intensity was lowered to approximately
10% particles/pulse and the spectrometer was set to transport the primary
beam rigidity at 0°. The correctness of the magnet settings was verified
by observing well focused beam spots with multiwire proportional chambers.

The actual data taking consisted of many runs of duration from one
to 10 minutes designed to map out the kinematic region which the spectro-
meter could cover. Typically we started out at the beam rigidity at a
small angle and cycled through the targets. Then we moved out in angle
until we reached the limit of the spectrometer, changed rigidity and
again covered the angular range, this time moving in toward 0°. Fig.

14 shows the pattern of data points taken for the 1.75 GeV/c/N o beam and
how they cover the kinematic region available to us.

Typically we ran for 50,000 triggers from the C target and 10,000

from the Cu, Pb, CH; targets and ran with the empty target for 1/3 as
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“
long a time as the C target. We had the incident beam intensity adjusted
to give approximately 1000 events per Bevatron pulse. We recorded
approximately 13 million events in nearly 1200 runs to obtain the data

covered in this work.
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IV. DATA ANALYSIS

The time-to-digital converter (TDC)}, unalogue-to-digital converters
(ADC's}, and the pattern of counters that fired for each event were
recorded on magnetic tape. In addition, the pulse-by-pulse total
counts from the counters, coincidence units, and beam monitors were
recorded at the end of each beam burst. A sequence of offline computer
programs was set up to identify the detected particles, to determine the
amount of incident beam, to store this information, and to calculate and

store the single particle inclusive cross sections.

A. Particle ldentification

Particles were identified through a combination of dE/dx (specific
energy loss by pulse height), time-of-flight (TOF), and magnetic rigidity
measurements. To state it most simply, the charge is determined by dE/dx,
the charge/mass ratio is determined by the combiﬂation of TOF and magnetic
rigidity, thus yielding the mass. In practice, we used the masses and
charges of the known particles which we might possibly observe and the
properties of the detection system to predict their most probable TOF
and ADC (pulse height) values, and then counted the number of events with
values close to those predicted.

First it was necessary to sharpen up the TDC (TOF) distributions
by making corrections based on the pulse heights in the F4 and F5X hodo-
scopes. As shown in Fig. 15, a large photomultiplier puise will trigger
a fixed-level discriminator earlier with respect tc the particle passage
(indicated by the peak amplitude of the pulse) than a small pulse. We

corrected the TDC value of each cvent for this effect, called slewing,
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Fig. 15. Slewing; the effect of pulse height on timing measurements.
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using the F4 and F5X hodoscope ADC's and fitting the data for each
hodoscope to the form t = a; + bi/ADci' This correction was applied
to each event yielding a sharper TOF distribution, as may be seen in
Fig. 16.

For each event, five measurements of dE/dx were recorded (F4, F5X,
F5Y, and two from the 1/2" thick PH scintillator). Using four independent
dE/dx measurements, we made an estimator of how well each event agreed
with the hypothesis of each possible particle type. First, using data
which was purely one particle type, we generated the ADC distribution for
each counter and calculated the peak position X and mean square width 2.
This was done for a particle with charge z = 1 and for one with z = 2.
To predict the peak position for particles of other velocities, we used

a formula for the most probable value of energy 1055(42)

2
AE = 5—‘2‘—‘ {1n BY2t - g2)

[

where A and B are constants dependent on the medium, t is the thickness,
z and B = v/c are the charge and velocity of the particle, and y = (1-g2)-1/2,
The width W was assumed to be independent of velocity.
Each event was compared against this dE/dx prediction for each pos-

sible particle type by calculating the estimator

ADC, - X..)2
x!2= b E___E____llj_

J i w2
ij

where j refers to the particle hypothesis, i the counter, ADCi its ADC value

for this event, xij the predicted position of the ADC peak, W§j the mean
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Fig. 16a, Distributions of raw TDC {above) and slewing corrected
TOF (below) for Z = 1 particles; 2.88 GeV/c/N a + C +d + X, at
momentum 5.76 GeV/c and angle 3°.
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Fig. 16b. Distributions of raw TDC (above) and slewing corrccted
TOF (below) for Z = 2 particles; 2.88 GeV/c/N a + C » a + X, at

momentum 11.54 GeV/c and angle 3°.
XBL 779-2449
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square width for the "pure" particfé ADC distribution of counter i and
of the same charge as particle type j. The sum extends over up to 3 of
the 4 counters: we omit the one which would give the largest contribution
to the x'2 and any that overflow. Although the method of calculation of
x'2 is the same as that for the traditional x?, the distribution of dE/dx
is not Gaussian--in fact there is a very long high-dE/dx tail--so that it
is not a true 2. The distributions of x'2 for the deuteron and alpha
hypotheses obtainea at rigidity P/z = 5.76 GV/c and 6 = 3° are shown in
Fig. 17. . The requireﬁent x'2 € 3 is satisfied by 97.5-99% of the parti-
cles of correct charge and less than 0.05% of the particles of wrong
charge.

Two me*hod; were used for determining the number of identified
particles of each type from the x'2 and TOF. 1In the first method, used
at low momenta where the particles are well separated in TOF, we had the
x'2 and TOF distributions printed out for each rigidity setting. From
these distributions we determined cuts which would unambiguously iden-
tify each particle.

In the second method, used at higher momenta where the TOF distribu-
tions of different particles were overlapping, we construct~d for each
particle hypothesis the TOF distribution of events having x'2 < 3 and
compared this with a model TOF distribution for particles of that charge
similarly obtained from a sample of data in which only one particle type
was present. We used, typically, the 3H peak for z = 1 and the alpha
beam for z = 2.

The model TOF distribution was used to determine the tail of each

particle type's TOF distribution under the peak of the other in the
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Fig. 17. Distribution of x'? for deuteron (above) and alpha
(helow) hypotheses at magnetic rigidity /2 = 5.76 Gv/c and
angle 3° for 2,88 GeV/c/N alphas on a carbon turget.
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following way: Let Mc(t) be the number of particles in the model TOF
distribution falling within a certain size cut centered at distance t
channels from the peak of the distribution, and let M be the total number
of particles in the distribution. Then define the function F(t) = Mc(t)/M.
Now consider the TOF distribution for a run of data in which we have two
neighboring peaks of particles A and B in the TOF distribution as shown in
Fig. 18. Let A, and B be the number of particles within the cuts placed
about the predicted peak positions for particles A and B, respectively,

and let A, and BT be the total numbers of particles A and B. Then, assuming

T
that A and B have TOF distributions of the same shape as the model distri-

bution,

Ed
u

Ap ¢ F(0) + B « F(-t)

B, = By - F(0) + A « F(t)

where t is the time distance in channels between particles A and B. This
pair of equations is easily solved for AT and BT' The straightforward
generalization of this procedure to any number ¢f particle types was used
in the analysis. This procedure was checked using "pure" particle samples
and by comparing the results with those obtained by manually subtracting
the backgrounds and was monitored by checking that the total number of
identified particles agrees with the total number of events in a run. The
x'? and TOF distributions were also printed for each rigidity and checked
against prcdicfions, The agreement of the empirical TOF distributicns
with that of the model was monitored by performing the identification using
3 different cut widths and checking their agreement. The largest cut width

was used for the cross section calculations.
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Fig. 18 Distrihution of TOF for 2 = 2 particies at momentum
5.25 GeV/c and angle 0° from 1.75 GeV/c/N alphas incident on a
carhon target.
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In a few cases we found it necessary to make‘a slight modification
of this second method. For example, at momenta a%ove that of the 3H peak
we observed events with a TOF the same as that for ®H at the peak velocity,
as shown in Fig. 19. No known particle at the rigidity the spectrometer
was set to select could have such a velocity. This contamination is
apparently the result of the much more populous peak particles scattering
in the spectrometer in such a way as to mimic the momentum selection
(the 3H cross section falls by a factor 5 x 10-3 between 5.25 and 6.0
GeV/c in the example shown in Fig. 19). To avoid counting these contami-
"nating particles, we moved the TOF cuts so they included only the central
channe! and the side of the distributiun away from the contamination.
To the particle totals thus obtained we have made the following
necessary corrections:
1) In order to reduce the contamination of the z = 1 TOF distribution
from z = 2 particles which fragment in the system (seen in Fig. 12
as particles having 3He TOF but 2z = 1 dE/dx), we consider for
the z = 1 x'2 ﬁypotheses only those events which have at F4 an
ADC less than the minimum seen for z = 2 particles at that velocity.
Thus we must correct for the tail of the z = 1 dE/dx distribution
beyond this cut. This is typically 0.4%.
2} The correction for the cut on X'2 was typically 1 to 2.5% and
was determined from "pure" particle data samples.
3) Approximately 0.02% of the deuterons are misidentified as alphas
because they have large pulse heights in several counters, and

thus we must subtract this fraction of the deuterons from the
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alpha total. The amount of this correction is determined by
asking the program to identify SHe for data at the 3H peak.
B. Calculation and Normalization of Cross Sections
The single particle inclusive cross section in the laboratory Lorentz

frame is given by the formula

29 1 1 1 W
dadp ~ B, n dadp/p pp

where N, is the number of identified particles of a given type produced
in the target, Bt is the number of beam particles incident on the target,
n is the number of target nuclei per umit area listed in Table 1, dpdp/p
is the solid angle-momentum acceptance of the detectors, and py is the
central momentum of the detected particles (particle charge x rigidity
setting).

Since the other quantities have already been specified, we consider
now the calculation of Nt/Bt' If we use the ion chamber (1C) or secondary
emission monitor (SEM) as our beam monitor then, ignoring the fact that
a small amount of the beam that is counted by the ion chamber misses the
target, we have Bt =V C K where V is the voltage the IC or SEM produced
across capacitance C, and X is the number of incident alpha particles per
unit charge, i.e. the IC or SEM calibratlion constant.

Since the events read in by the computer are gated by the computer-
generated dead time, and the IC and SEM are not, we need to make a correc-

tion for this dead time, using the numbers of gated events G and ungated
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events U. If this correction is applied to the beam monitor, then the
number of events per beam particle is N/B = NU/(GVCK). Finally, we must
use the empty target run to subtract off production from sources other

than the target. This gives

N [|mu NU

1
B, GVC F GvC MT K

where subscripts F and MT refer to the full and empty target runs, respec-
tively. Here N is the number of identified particles of a given type, some
of which may come from sources other than the target. B is the number of
beam particles when corrected for deadtime, of which B, hit the target.

If we use one of the monitor telescopes M1, M2, or M3 as our primary
beam monitor, we can take into account the fact that not all the beam
may be intercepted by the target. In this case Nt/Bt = Nt(MtKi)’ where
Mt is the number of counts in monitor telescope Ml, M2, or M3 from
particles produced in the target and I(i is the calibration factor for that™ -
monitor discussed in Appendix II. For full and empty target runs of
equal length Nt = NF - NMT' Since the runs were not of equal length we
must weigh the empty target run by the incident beam. For this purpose

we use the ion chamber and the live-time factor G/U, obtaining
VCG VCG
N, = N, - N L——— /[———] .
t R ML U LU

We obtain Mt in a similar manner, correcting the ion chamber with the

ratio M/m where m is the number of ungated monitor counts. The result is

M) (Ve
Ne "F‘[vcs]m[U]r .

A [ [%]m (X—C]J
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Cross sections were calculated by these procedures for all the beam
monitors, and the results were compared in order to determine the range
in primary beam intensity and production angle over which the various
monitors were reliable. Telescope monitor M3 was used for the majority
of the final cross section calculations and M1 was used occasionally at
low intensities, since it is more sensitive. For one segment (the majority)
of the 2.88 GeV/c/N data, unstable behavior in the telescopes forced us to
use the IC as the primary beam monitor. In order to take into account
the small fraction of beam missing the target, we compared the data
with repeated measurements made later using M3 for normalization. The
results were consistent with 1.7% of the beam missing the target on the
average. This correction was applied to the normalization.

The 5 x 5 x 5 array of hodoscopes F4, F5X, and F5Y allowed us to make
finer determination of the momentum and angular dependence of the cross
sections. For this purpose we calculated the cross section for each
particle type at each rigidity and angle setting, using 12 different angle
and momentum bins. Bins 1-5 are the angle bins averaged over momentum
obtained by binning according to which one of the five F5Y counters fired.
The angular resolution of each bin is approximately #1.9 mr and the mo-
mentum resolution i¥ +3%. Bins 6-10 are the momentum bins, and their

/
approximate ranges of acceptance are shown in Fig. 20. The momentum
resolution resultiﬁgis +0.6% for bins 2, 3, 4 and 1% for bin; 1 and 5.
The angular resolﬁtion is £9.5 mr. Bin 11 is the central bin consisting
of events falliﬁé in the central 3 counters in F4, FS5X and F5Y. It has
/

angular resolﬁtion £5.7 mr and momentum resolution #1.8%. Bin 12 is the
"total" bin consisting of all events. Its angular resolution is #9.5 mr

and its momentum resolution is #3%.
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Bin 6

Ap/p

Fig. 20. Approximate areas of acceptance in momentum and horizontal
anple for cross section bins 6-10 (the momentum bins) according
to first order optical theory of the spectrometer.
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The full-empty target subtraction was applied separately for each
bin in the manner described above, and the errors quoted for each bin
include the normalization- uncertainty for that run, i.e, each bin is

treated as an independent data point.

C. Corrections to the Data

The data were corrected for energy loss and absorption in the target.

(43)

The energy loss correction was made using the Bethe-Bloch equation
and the tables of Barkas and Berger.(44) The correction ranged from 0.1%

for fast_protons up to 8.3% for 1.5 GeV/c 3He in the lead target. The

(40) and the

(45)

absorption corrections were made using the results of Jaros
energy dependence of the nucleon-nucleon total cross section. This

correction varied from 1.2% for proteons in the copper target to 3.8% for
alphas in the CH, target. The cross sections so calculated are listed in

Table 4.

D. Sources of Error

For the purposes of this discussion of the errors associated with
the measurement and calculation of the cross section, we may divide the
possible sources of error into three types: 1) internal relative uncer-
tainties, i.e. those errors that apply to each cross section independently
and determine the uncertainty in the relative values of the cross sections
within the experiment; 2} the overall normalization uncertainty; 3) errors

associated with special conditions.
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The errors listed in Table 4 include all known sources of error of
type 1. These include the statistical uncertainties in the numbers of
particles identified and in beam monitor counts, and the uncertainty in
the ion chamber background (no beam) signal. The uncertainty in the
measured target thicknesses (+0.8%), the uncertainty in the calibrations
of the beam monitors relative to each other (+2%), and the uncertainty in
the settings of the spectrometer magnets (typically $1%) are also included.
The errors in the corrections made in the particle identification are the
following: the model time-of-flight distribution correction (30%), the
x'2 cut correction (40%), Landau tail cut correction for Z = 1 particles
(50%) and the tail of deuteron x'2 distribution to be subtracted from
the alphas (50%). The smallest errors resulting from the composition of
these many sources of error are approximately #6%.

Fig. 21 shows measured Lorentz invariant single particle inclusive
cross section for the reaction 1.75 GeV/c/N a+C » p + X for protons at
a momentum of 1.75 GeV/c and with transverse momentum in the neighbo.-hood
of 0.15 GeV/c.

Cross sections were measured using all four of the curbon targets:
the standard 1/2" thick and the "large," "small," and thin (1/4"} carbon
targets. In addition, the measurement with the standard carbon target was
repeated two weeks later. Examination of these and other repeated measure-
ments, and of the smoothness of the data, leads us to believe that the
tabulated errors well represent the relative uncertainties of the cross
sections. The uncertainty in the overall normalization comes from two
sources: the calibration of the ion chamber (2%) and the calibration of
the acceptance of the spectrometer and detectors (8%). The resulting error

of *8.1% is not included in the errors quoted in Table 4.
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Fig. 21. Repeated measurements of the Lorentz invariant single
particle inclusive cross section for the reaction 1,75 GeV/c/N
o+ C>p+ Xat 1.75 GeV/c and pp near .15 GeV/c. All four
carbon targets were used during one run session and the standard
carbon target measurement was repeated two weeks later.
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Other errors which apply in different situations to a greater or
lesser degree were not included in the tabulated errors. Since the cross
section often changes very rapidly with angle and. momentum, a small error
in the angle or momentum can lead to a large error in the resulting
cross section if the angle and momentum are assumed to be correct. The
uncertainties in the angle and momentum are due to uncertainty in the
accuracy of the hardware and software which set and control the magnet
currents. Fortunately these uncertainties are greatest at low momenta
where the cross section is usually relatively flat and the uncertainty is
of little consequence. The error in the momentum setting is a constant
4 parts in 4096 of ‘the maximum momentum setting for magnets M8A, M8B, Ml
and M2. This gives Ap = 0.0091 GeV/c. The error in the angle setting is

composed from the uncertainty in the settings of M6V and M7V

A8 = (7.(7(714(Z/P)BEAM + O'OOIG(Z/P)DETECTED .
PARTICLE

Multiple coulomb scattering of the primary beam and the produced
particles in the target material contributes to the measured cross sections,
broadening the angular distributions. This is worst for the case of
0.93 GeV/c/N a+ Pb + o + X at momentum 3.72 GeV/c--the sharpest angular
distribution seen in the experiment. The angle a: which the angular
distribution from multiple Coulomb scattering has fallen to 1l/e of its
peak value is Ol/e = 11.7 mr, so PTl/e = 43 MeV/c, a width which .is
comparable to that of the observed angular distribution at small Pr
(see Fig. 37), thus masking the part of the distribution due to the

nuclear force. The effect of multiple Coulomb scattering is much less
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for most other situations, and the data have not been corrected for its
effects.

Occasionally, in data taken at production angle 8=0°, the lowest
momentum bin (bin 10) had a cross section result which was inconsistent
with the rest of the data. Examination of the numbers of events in the
momentum bins for the full and empty target runs revealed that a
disproportionately large number of events often occurred in bin 10 in
both full and empty target runs, at 8 = 0°. When bin 10 was inconsistent
it was also observed that the ratio of event rates in the empty and full
target runs for this bin was very inconsistent with the other 5 bins,
often exceeding a value of 0.6, This effect was attributed to particles
produced by collision of the beam with material upstream of our target,
since there are no bending magnets between the first focus after the exit
of the Bevatron and our target. A slight shift in the circulating
intensity or radius, extraction radius, or external tuning could cause
collisions with the beam pipes. The bulk of this production from upstream
of our target was seen to occur in bin I0. If the shift occurred during
a full-empty target séquence, then the result of the subtraction for this
bin would not reflect the true cross section for the target material. For
this reason, data points for bin 10 which were inconsistent with neighboring
points by more than 1.5 standard deviations and for which the empty/full
target event rate ratio was 50% different from that of the other bins were
removed from the data sample.

Another effect which could produce incorrect cross sections at low
momentum settings is the uncertainty in the magnet settings. If the

settings of the different magnets are not matched, i.e, do not transmit
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the same momentum down the center of the channel, then the acceptance of
the spectrometer may be lower than at higher momenta where the relative
uncertainties in the settings is less. This could result in the measured

cross section's being 5% low at pp = 0.5 GeV/c.

E. Editing of the Data

Not all of the cross sections calculated by the methods described in
Sections A and B are included in Table 4. Because of the very large
quantity of data, we felt ii necessary to produce a sample which was
trustworthy and which exhibited all the essential features of the data.

In order to accomplish this the datawere edited according to a set of
flexible but not arbitrary criteria.

First, we eliminated all cross sections of bin 12 with relative errors
greater than 75% and all cross sections of bins 1-11 with relative errors
greater than 50%, since the number of events for such errors is so small
that they wav be tails of distributions of other particle types.

In addition, other cross sections were eliminated when it was clear
that there was this type of contamination even though the errors calcu-
lated were less than 50%. The high momentum tail of the deuteron distri—
butions at small production angles was actually seen to level off. This
was clearly due to contamination by the much more populous tritons and
indicates that the model time-of-flight distribution is less accurate at
velocities away from the beam velocity. Also for the reaction 2.88 GeV/c/x
a+C~> 3+ Xato=0°we see a peak in the momentum distribution of 3i

at p = 2.88 GeV/c, i.e. right under the proton peak. In the same momentum
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region the 3H¢ -distribution is falling with momentum and charge independence
is violated by more than a factor of 3 in the calculated cross sections.

In other momentum regions charge independence holds to approximately 10%,

a result consistent with other reactions invelving 3H and °He. (a8)

Finally, as described in Section D, bin 10 cross sections were omitted

at production angle § = 0° when both the cross sectisn and the ratio of

event rates for the empty and full targets were inconsistent with nearby
points. / ’

14
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V. RESULTS AND CONCLUSIONS

The results are listed in Table 4, organized according to the
momentum per nucleon of the projectile alpha, the target material, the
momentum and angle setting of the.spectrometer, the type of detected
particle 1ind the 12 angle and momentun bins within a given setting of
the spectrometer. The Lorentz invariant single particle inclusive cross
sections and their associated errors--including all sources of errér
except the overall normalization uncertainty of *8% for the experiment--
are listed in units of mb-GeV/(sr-(GeV/c)3). Momenta are in GeV/c and
angles in degrees.

The invariant eros . :.-ction is plotted in Figs. 24-71 with the error
bars on the ordinate taken from Table 4 and the error bars for the abscissa
(indicating the bin width) only plotted when the bin being plotted is bin
12--the whole spectrometer bin. The data plotted have been edited further
_to keep the number of points on a plot at the minimum necessary to demon-
strate thé'dependence of the cross section on the abscissa. Thus we use
bins 1-5 for plotting vs transverse momentum and bins 6-10 for plotting
vs iongitudinal variables: Bin 12 is used when the finer bins have been
edited out according to the criteria in Section IV E, or when the cross
section is relatively constant and the finer bins would add no.information
to the graph.

;n some instances, the apparent dependence of the plotted cross section
on the abscissa is not smooth. There are two types of situations in which
thi; occurs: ’

'1) 'The transverse momentum distributions at non-zero production angle,
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where the cross section falls steeply with momentum, appear to be discon-
tinuous with an apparently high cross section in the high angle bins for
each spectrometer setting. An example of this is the transverse momentum
distribution of deuterons from 2.88 GeV/c/N o + C+d + X at p = 6.75
GeV/c, shown in Fig. 42. The momentum distribution at 6.75 GeV/c is very
steep as may be seen in Fig. 29. When we take into account the second
order effects in the spectrometer optics (chromatic aberrations) the
vertical acceptance is smaller (i.e. the magnification from focus F3 to

F5 is smaller) for momenta below the central momentum of the spectrometer
and higher for higher momenta. As a result the angle bins are closer
together in angle at a given setting for the low momentum particles and
farther apart for thé high momentum particles. Since nearly all the events
in above mentioned examples are in the low momentum end of the acceptance,
the angle bins are really measuring more closely spaced angles for thcse
events than the nominal values. Of course the central bins (bins 3, 11, 12)
do give a correct and smooth distribution.

2) The moment:is: distribution at high momenta and non-zero angles
shows an apparently lower cross section in the higher momentum bins within
a given spectrometer se;ting. For example the deuterons from the reaction
2.88 GeV/c/N a + C +d+ Xin Fig. 29 show this effect. This results from
the fact that we are not really plotting at constant Py = .58 GeV/c, since
the higher momentum bins sample a higher transverse momentum (though
partially reduced by angle-momentum correlation introduced by vertical
bending magnet M7V} and thus see a lower cross section.

Except in Figs. 64-71, where the curves are computer-drawn fits, all
curves are hand drawn to guide, but, we hope, not unduly prejudice, the eye

aof the reader.
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A. General Characteristics

Fig. 24 shows the 0° spectrum of frégments from the collision of
0.93 GeV/c/N alpﬁas with a carbon target. Namely, we have plotted the
invariant cross section for the production of protons, deuterons, 3y
and 3He at angle 0° versus the momentum of the produced fragment. Figs.

25 and 2( show similar spectra for the 1.75 and 2.88 GeV/¢/N alpha beams,
respectively. The major features evident are: 1) Projectile fragmentation
peaks for each fragment at the same momentum per nucleon as the projectile,
2) a central plateau or valley at intermediate momenta, 3) the tail of the
target fragmentation distribution at low momenta. In comparing Figs. 24,
25, and 26 with each other we see that the heights of the peaks are inde-
pendent of projectile energy, whereas the cross section in the central
region decreases with projectile energy, especially for the heavier frag-
ments. In fact in this central region the cross sections for 34 and 3He
fall by a factor of 100 between 0.93 and 2.88 GeV/c/N. Fig. 27 shows the
same data as Fig. 26 plotted against rapidity. The persistence of velocity
and the clear separation between the projectile and fragmentaticn regions
are evident.

The near equality of the 34 and 3He cross sections is apparent in Figs.
24-26, with the 34 cross section being approvimately 10% higher. This
result is in approximate agreément with isospin invariance of the nuclear
force, with the 10% deviation from exact equality of the cross sections
being the same as the deviation observed in the exclusive reactions
p+d> 3+ 1", 3He + 19, as predicted from electromagnetic effects. (46)

Fig. 28 shows thebmomentum distribution of protons at several values

of transverse momentum for 2.88 GeV/c/N alphas incident on carbon. Figs.
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29-31 show the aha.lo.gous distributions for d, 3 (from 1.75 GeV/c/N alphaa),
and e, respectively;; The fragmentation peaks are seen to be sharply
peaked in transvefse momentum, s0 that, for instance, in Fig. 28 at
pp = 0.4 GeV/c there is only a shoulder at p = 2.88 GeV/c, rather chan the
sharp peak seen in the pr = 0 spectrum. At momenta beyond the fragmentation
peak, an approximately exponential decrease of the cross section with
momentum is evident, with a slope which is nearly independent of transverse
momentum. In addition, the momentum at which the cross séction peaks at
a given Py shifts to lower values at larger Pp This indicates the kinematic
effect of scattering from the target and implies that the sudden approximation
does not adequately describe the data, not <vcn out to Py = 0.15 GeV/c.

Fig. 32 shows the momentum spectrum of protons produced at 0° by 2.88
GeV/c/N alphas incident on each of the targets: H, C, Cu, and Pb. The
cross section is only weakly target dependent beyond p = 2.5 GeV/c but is
increasingly target dependent at lower momenta, so that, for the heavier
targets, the tail of the target fragmentation region extends quite close
to the projectile fragmentation region. This target dependence is stronger
yet at low momenta for the heavier fragments; the d, 3H, and 3He distributions
may be seen in Figs. 33-35, respectively. Fig. 36 shows the 0° production
of protons from 2.88 GeV/¢/N alphas incident on the four targets, i.e. the
same data as Fig. 32, plotted against the proton rapidity. This shows more
clearly that we see only the tail of the target fragmentatioa region.

We now examine some transverse momentum distributions. Fig. 37 shows
the pp distribution of alpha particles scattered at the beam momentum from
0.93 GeV/c/N alphas incident on the four targets. Figs. 38 and 39 show

the analogous results for the 1.75 and 2.88 GeV/c¢/N alpha beams, and Fig.
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40 shuws the data_fpr 1.75 GeV/c/N alphas separately for the four targets.
At lower Pr diffraction feature;<;;e prominent, and at large Pr the
dependence on Pp appears to be exponential.

The transverse momentum distributions of protons at several values
of momentum for the reaction 2.88 GeV/c/N a + C + p + X are shown in Fig.
41. At p = 2 GeV/c, well below the peak momentum, the Pr distribution
is relatively flat. At the projectile velocity (p = 2.88 GeV/c) the
distribution has two apparent regions; for pp £ 0.2 GeV/c the distribution
is approximately gaussian with a width of 55 MeV/c, and for pr 2 0.2 GeV/c
it is approximately exponential with an inverse slope of -173 MeV/c. Nearly
the same exponential slope appears at high mcménta also. Similar features
arc observed in transverse momentum distributions of the deuterons (Fig. 42),
3He (Fig. 43), and 4.

The data for the reaction 2.88 GeV/c/N o + C+ p + X s~en in Figs. 28
and 41 are summarized in yet another way in Fig. 44. Contours of constant
invariant cross section are plotted on the rapidity-transverse momentum
plane. The countours were obtained by finding the p and Pr where the
curves drawn in Figs. 28 and 41 reach fixed values of the cross section.
These points were plotted on the (Y, pf) plane and then the points for a
given cross section were joined with a smooth curve. The mirror image in
pp was added for symmetry, and the scales were adjusted so that a distri-
bution which is isotropic in momentum will give circular contours for small
momenta in the frame in which the distribution is isotropic.

The highest contours in this plot clearly indicute the dominance of
projectile fragmentation in our data. However we can see that, even for

these highest contours, the distribution is not exactly isotropic, i.e.
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not even out to pp = 0.1 GeV/c. It is apparently broader in the backward
and transverse directions than in the forward (large rapidity) direction.

The intermediate cross section contours indicate the broad central region
which is relatively flat in Y and Ppe And the lowest cross section contours
at large transverse momenta indicate the kinematic limitation of longitudinal
momentum at large Pr, and possibly a source of protons in the central region
of intermediate rapidity. This contour plot is a powerful way of summarizing

the data and aiding our physical intuition.

B. Limiting Fragmentation

We now turn to a determinaiion of the degree and range (in beam energy,
transverse momentum pr, and projectile frame longitudinal momentum pEROJ)
of validity of the hypothesis of limiting fragmentation in our data. The
transverse momentum distributions of beam velocity protons produced by our
three energies of alpha beams incident on a carbon target are shown in Fig.
45 and again in Fig. 46 in a reduced Py Tange. There is no apparent energy
dependence of the invariant cross section between 1.75 and 2.88 GeV/c/N
in these distributions; however the 0.93 GeV/c/N peak is approximately 15%
lower, while at Py = 0.2 all three energies have the same cross section,
indicating that the distribution is broader at 0.93 GeV/c/N. The broader
distribution at 0.93 GeV/c/N is sesn again for the deuteron P distribution
in Fig. 47. On the other hand, the transverse momentum distributions of
3 shown in Fig. 48 show the opposite energy dependence from that of protons.

Namely the 3H distribution peaks at a lower value and is broader with

increasing beam energy.
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The pro;ecule rest frame long1tud1nal momentum d1str1butlons of" pro-

tons at p, = 0 for our three energles of alpha beams 1nc1dent on a carbon®

target are shown in Fig. 49, and again in F1g 50 for pPROJ ? 0 only. Fig.

S1 shws the results for Py = 0.3 GeV/c. In both cases, the 0.93 GeV/c/N LR

data fall below the others beginning near I.{ROJ = 0.2 GeV/c.: At p.r = O the .

two higher energies agree within errors out to Py PROJ _ 0.4 Gev/c, wh11e

at pg = 0.3 GeV/c, the 1.75 GeV/c/N data begin to fall below the 2.88 GeV/c/N '

data near ppmJ =0.3 G'eV/_c. For pPRO'J < D the cross section falls with

increasing beam energy. . . .
Limiting' f‘ragmen.tatiun is thus verified within experimental érrors :
- (£7-10%) out to pP.ROJ = 0.4 GeV/c in the énergy range 1-2 GeV/N. The - .
contrast between. limiting fragmentation and scaling in. this energy range
may be seen by c‘ompar_in‘g the prOJ distributions for proions from our
three energies of aipha beams incident on a carbon 'farget in Fig. 49 with
the distributions in the scaling variable x' = pim/p;:x, for the same daia :
as shown in Fig. 52. )
This plot also indicates that the faster fall-off with prOJ at large I
pLPRO‘] for the lower energy beams may be due to the constraint imposed by

the available phase space.

C. Projectile Frame Anisotropy '

In order to determine whether the sudden approximation applies, we

-

can examine the fragment momentum distributions ip the projectile rest

frame to see if they are isotropic. ' . .

First we examine the forward-béackward symmetry. Fig. 53 shows the

d1str1but1on of the longitudinal momentum in the pro;ectlle frame PPROJ N
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for pEROJ >0 and'pERO" < 0 im: the reaction 2.88 GeV/c/W o + C+p + X

at p.l. = 0. The p:ROJ'< 0 data is lower even at small‘pfm‘.’. Similar
results are shown fc;r de_ui:er.ons in Fig. 54 and tritons in Fig. 55 from
1.75 GeV/c/N alphas on carbon. Forward-backward symmetry is clearly
violated, es‘pecially for the lighter fragments.

Forward-transve.rse symmetry may be examined in Figs. 56-60. Fig. 56
shows the prOJ distx_'ibufion at pp =0 and the Py distribt;tion at p:m‘] =D
for protons from 1.75 GeV/c/N alphas on carbon. Fig. 57 shows the same
distributions for 2.88 GeV/c/N alphas on carbon. The same distributions
for deuterons, tritons, and 3He are shown in Figs. 58, 59, and 60 respec-
tively fo:p 1:75 GeV/~/N alphas on carbon. In each case the Pr distributions.

are much broader and symmetry is violated for pERO‘I

> 0.075 GeV/c/N. Clearly
the sudden approximation(m) is not valid and the effects of the scattering

of the projectile and its fragments by the target must be taken into account.

D. Target Dependence

The depen;i.ence of the invariant cross sections on the target
material af pp =0 has already been crudely shown in Fig.;:. 32-36. In .
order to get a more quantitative measure of this dependence we have: fit
the data for the carbdn, copper, and lead targets to a dependence of

the form A¥ where A, is the amonic number of the target material and

T
the exponent N is determined from the fit. We may expect N < 1/3 for
peripheral processes where the alpha interacts with the circumference of

the target, N = 2Z/3 for processes in which the alpha interacts with the -

surface area of the target and N = 1 when the entire volume contributes.

The target dependence N is plotted as 2 function of fragment momentum at
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pp = 0 for the reactions 2.88 GeV/c)N a+ AL+ p, d; 34, 3He in Fig. 61.- A o
The results for. the same reactions at Py - 0.3 GeV/c are shown in Fig. 62.
And the transverse mon;eﬁ.tum dependence of N for fragments at the beam velo-
city is s'hown in Fig. 63. .

For protons at Pp = 0 and near or beyond the beam velpcity we find
a nearly constant value of N = 0.27, indicating peripheral production and
approximate factorization of the target depencdence in this'region. For
the heavier fragments at 0° and at the projectile vt_elocity N is smaller yet,
For example N = 0.12 for 3H and 3He. - At lower momenta the value of N is
hi_gher, in faet for 3H and 3He it reaches N = 1.4 at p = 1.5 GeV/c. We also
find that n rises with .pT (Figs. 62 and 63), indicating that a larger range

of impact parameters contributes to events with larger momentum transfer.

E. Model Comparison

In a more quantitative look at the data we have fit the production . o
of fragments at greater than. beam velocity to the form (1 - XR]n and
compared the results with the predictibns of Schmidt and Blankenbecler. a7
They propose a rel;:té_vistic parton model for the nucleus in which the
nucleons play the"role of partons. The model predicts, using nucleon- .
nucleon scattering parameter:i and a generalized Hulthen wave function,
which is characterized by a parameter g, that the fragment spectra at large
'XR will hav.'e thé dependence (1, - XR?n. The exponent n is determined by
the measured (and thus fixed) form of th_e nucleon-nucleon scattering énd

by the wave function parameter g, which ¢an be calculated from field

‘theoretic models of the hucleon-n,uc'l_.eon interaction in the nculeus. . -With

alpha particles incideﬁt, they predict for protons n = 17-,~ fer deuterons

~
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n = 11, and for 34 and 3He n = 5. Our data and the results of our fits are

shown in Figs. 64-67. For the proton production in the reactiona + C » p +'X, e

we are not able to obtain a good fit for all XR beyond the gudsi-elastic ,

(beam velocity) peak. Rather we find two distinct regions with the break e

. occurring a«‘..p:mJ = 0.2 GeV/c. In Fig., 64 we see that the first region,

near to the peak, is fit well by n="35 (%0.4), and the second (higher 'XR)

region, where the mpdél should apply; is fit by n = 15 (#¢), For 1.75

GeV/c/N alphas (Fig. 65) we obtain n = 11.3 (%0.2) for the high-XR region.
AThese high XR results are both consistent with n = 11.3, since the error
on the 2.8B GeV/c/N data is very large. And the results are inc'onsistent.
with n = 17. Fitting the high Xa distributions for non:zero Py #e get
values of n near 11, decreésing slightly but comsistently at larger Py
(Fig. 65). 1In contrast the vmodel ]:;redicts that n should rise with Pp-

For 1.75 GeV/c/N a + Cl-» d+ X at Py = 0 we obtain n' = 13.2 (%3.8)
and at PT = 0.3, n=9.28 (#+0.17) where n = 11 is 'predicted. "I‘he ‘fits to
the data are shown in Fig. 66 and lafge déviations from the data are ob-
served for both fits. For 1.75 GeV/c/N a2 + C» H + X at Py = 0 we obtain
n = 3.9 (#0.2), compared with the predicted value n =5, and at py = 0.3
we obtain>n_= 3.54 (£0.04). These ‘results may be seen in Fig. 6_7 and they'
deviate considerably %‘rom' ‘the data at Pp = ‘0. For these heavier fra: 1ents B
the onset of the asymptofic region where the model should apply. is not

clearly seen in our somewhat- sparse data at large XR, so that it is diffi-

cult to ‘make a clear test; however the model predictions appear to be

consistently too high.
In summary, although the model- of Schmidt and Blankenbecler correctly :: :

predicts the usefulness of the parameterization of the cross section for
: ; « -

-
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: the fast furward fragments hy (1 - XR) 5 the detauled predxctxons of the

oy

w-'model do rot agree v,-‘h our data. N

We have also compared our data w1th the predlctmns ot‘ the coalescence

niodel (31] Th1s model predlcts the d1stnhutwn of the heav1er fragments

llhy assumng that they are formed through the coalescence of the cascade
nucleons w:.thm some momentum rad1us pg. The mdlus Po is determmed by
K _' a f1t to- the data. Fag 68 shows a companson of the predlctwns for the
deuteron and aH-3He spectra obtamed from the proton spectrum for 1.75°
K GeV/c/N alphae incident on carbon. Fip »69 shows the companson for the
2. 857 GeV/e/N beam. The momen'tum. radius py = 110 lMeV/c' was chosen to fit
"" the data ihvthve central r'egions. The “model predicts well the relative
iv sizes of the deuteron and 3H-3(-le cross sectmns in this reglon and does

' surprisingly- well on the bulk of the 1.75 GeV/c/N data. For the 2.88

GeV/c/N data 1t falls below the data in the. tails of the fragment distri-
buuons and is generally low for the 3H-3He production. Figs. 70 and 71
show that the angular chstrlbutlon is not well predlcted by the model,

-w1th t.he ‘nodel fallmg cons1stently lower than the 3H-3He data. Of

‘course tn1s model is expected to apply only in the central region where
the productlon mechamsm 15 p].ctured as hav:ng two steps: 1) the nuclei

. brenk into quasl free nucleons, 2) these coalesce 1nto the observed isotopes.

‘In the fragmentatmn peak''regions,. however, one does not expect the nuclei

‘tb totally break apart into free nucleons Thus in these .regions we can

x

te cxpect such.a model at best to set a’ nu.n1mum to which other mechanisms must

beadded o R
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+.F. Summary and Conclusion

As ‘yet the longitudinall' aﬁd transverse momentum distributions measured
.in this expefimen-t are not predicted by any e)gisting model; however we. can
point out the dominant features of the data: ] '

1) A sh.arp' fragmentation“peak éf_.£he projectile velocity and in ,the
forward Qirection for each frggment of rr;ass less than that of the projec-
tile. The.production in ,these'peak_,s is predominantly peripheral and agrees
with limiting fragmentation for b;eam enefgies from 1-2 GéV/N.and fragment
momenta at least to 0.4 GeV/c in the projectile frame. The projectile frame |
momentum distribution is not i;otmpi‘c, being broader in the transverse :
and backward direction§ than the ‘fo:rw'ard direction. These distributions,”
at’least in the case of protons, appear to be composed of two distinct
regions in both the forward and trﬁnsverse directions with the break
occurring at pPRO‘] =~ (0,2 GeV/c. The momentum at which the cross section

reaches its peak value at Pr = 0 agrees well with what is e);pected fn_:m

persistence of veldcity, and this peak shifts to lower momenta at larger
P+ ’

2) ) Tarlget.- fragmentation distributions of which we ‘see only the
distant tail.

3) A cenfral plateau (fer protons) or valley (for the heavi‘er products)
wi‘;h a very shallow angular dependence and :approxima.tve ta.rget mass depeﬁq
dence of A.[.O'4 to ATO'S. With increasing beam’ energy, th?s-regié)n becomes
deeper (and of course hroader), especially fo; the heavier fragment's.

We c.an as yet only begin to ask'questi'ons about 'the riéﬁ and varied
spectré shown above. The wealth of da;ta from tﬁis experiment will, we .- .




' . N ;

~hope, help us explnd our understnndzng of "hig‘x energy" concepts such a$

lnutmg frag-entatmn, pu.rt:.cle productmn mecham.sms nuclear structure, .

) and hadron-hadron 1nteract1ons in general It is only by cnmb:.m.ng the

. knowledge, 1n51ght and techm.ques denved §rom the study of hadrons at all

V avallable energles that we are l1ke1y to be able to reach a full and

concrete understandmg of thxs apparently exptremely complex but, we hope,

ultmately sxmple property of matter we call the strong 1nteract1on
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v Dt APPENDIX 1

L sy Tob Charber Calibration

The 1on chamber was cal1hrated with beams of 1 75 GeV/c/N and 2.88 -
GeV/c/N 12C*5 counted directly. w1th a sc'nt1lldtmn counter. This
stra:.ghtforward procedure was slightly compllcated by three facts:

. .lJ The Beva,tron s pulsing magnetic field, motor generators and
other apparaf'ﬁsrinducecliiin the 'ch.amber and its signal cablé a significant‘
Sﬁount of noise'which had to be recorded arici subtracted.

2) 'I‘i-ne ion chamber had 01.11); a 1/4" thick active region and thus
was of somewhat low sensit‘ivity. .

3} At high incident‘.rates the pho'tqmultiplier and its electronics
have significart deadtime and thus_‘do 1i|o1: count wit.h complete efficiency.

In order to determine the ba'ckéfouﬁd_t noise, the ion chamber rea&ings
were rec:orded for about 20 pulses with the beam plug in the channel. During
the calibrations incident rates' of 5 x 10% to 1.0 x 106 C*6 per Bevatron
pulse were vsed for about 200 pulses.

* In.order to. detemlne the ion chamber callhratlon alt the data were
fit to a formulz_l-wh_ich. takes into account the deadtime T inl the counter
and ;lectzjonics;. For N particlés per se'con;i 'couﬁted, the deadtime per
second 1s Nt, S0 if I pa‘lrti'cles per secoﬁd'are incident the number pér
second not counted is'_‘NrI, thebnumber_ _coun-ted is N=1 - Ntl and I/N =1 + <I.

If a charge Q is collected on éapacitance C in one second, producing voltage

.V to be read by the digital voltmeter then Q V « I, so we may fit the -

8 data to the formula Q/N a » bQ.and obtain the ion chamber calibration

L factor K 1/a (given in Table 3 in alphas/10~1 coulombs).
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FigureAl is a scatter plot of Q/N vs. Q for individual pulses of 1.75
GeV/c/N C*6, The fit determines K with :J standard deviation of *1%.

The results of the calibrations are shown in Fig.A2 superimposed ‘on
a2 plot of dE/dx in argon vs. kinetic eﬁergy.“‘” No saturation of the
signal in the ion chamber relative to the other beam monitors was observed
up to rates of 3 x 10° alphas per second, so the Z2 and velocity dependencé
of dE/dx should allow us to determine the éalibrations for our three ener- ‘

gies of alpha-particle beams., The results of this determination, using,

the 1.75 GeV/c/N C*6 calibration as the basis for the calculation, are

given in Table 4 in Section IIl.
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APPENDIX 11 ‘

Monitor Telsocope Calitration

.

The ionization chamber (IC) and secondary emission monitor (SEM)
are sensitive to the entire beam coming down the channel; however the
scintillation counter monitor telescopes M1, M2, and M3 are sensitive
only'to the beam incident on the target and are thus the most reliable
beam monitors for cross section calculations. In order to obtain an
absolute callbratlon of the telescope monitors at each energy and for
cach target we uscd the ion chamber and the "large” targets, which are
made of material identical to the standard targets but are large enough
to intercept the entire incident beam.

Let us define the calibration factor K for a beam monitor as the
number of incident beam particles per beam monitor count. Appendix I
describes the procedure for obtaining the ion chamber calibration factor

K The number of cbunts'per incident alpha in a telescope monitor

1c*
.M (M= M, M2, or M3) for a given large target and for charge Q collected
on the ion chamber capacitor is M/(Q-ch]. We may obtain the number of
counts for the target material alone by subtracting off the same number

for the corresponding empty target. The calibration factor for this

monitor is the reciprocal of this number:

. K Ic

[Q)LG [ ] LG EMPTY
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- calibration factor for.a Standard target of the same material
T 5 o : i ’

T :"s =K ("”').s/»(pl 6 L

.where . pz is the target th1ckness in gm/cm2 “This calculation must be -

'md1fied sllghtly for telsecope M3, because as the target is moved vertl-‘

cally upward for measurement ‘at-a larger productmn angle 8, M3 also
- views the target at a larger productlon angle. ThlS angular dcpendence
'-Js deternuned by fxtt:l.ng to the formula M3/Q = a4+ be + c6? all the

5u1tdb1e data runs for a- glven beam energy and target Then, if the

) large target callbratmn is made at productmn angle e = 0°, the M3

.o ““calibratien factor 1.5 w

Ks(8) = K307+ +»):'e/a_ * e8%/a) (pz)slcpz)m :

. Asa check on thls procedure, the cross sections obtained were

‘compared for d1fferent beam’ mom tors, and the cross’ sectlons obtamed

S

u51ng “the large and standard targets and the small and thin C targets

were' \compa-red and found to be in agreement w1th1n the assigned errors.

The results of the cahbranons for. all three alpha partlcle beam energies
’ ‘_on the carbon target are g1ven in Table 3 in Section III where the

ca11’brat1on Factors g1ven for MS apply at productmn angle e 0°.
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APPENDIX TII

Acceptance Calibration

We define the solid angle-momentum acceptance of the detectors

and spectrometer. as
RS S |
s 2= ,8,,) da_do_d
%o Iire(e, 8, po) "d.e" b _ W
where pg is the spectrometer rigidity setting and 8.5 0,5 ‘and p are the

Y
horizontal and vertical production -angles and the particle magnetic

rigidity,#respectively, at the target, and e(ex,ey,&-') is the probability

(efficiency) for detecting such a particle.

During the design and construction of the spectrometer, the'accep-'
tance was predicted using the optical tra;lsforms from target to detectors
calculated by program LBL TRANSPORT. To first order this is simply
the dimensions of the detectors divided by the Jacobean determinant of

the transformation

5., 6.,
* 7 b

’ X x
an }AT': = xsvsxq/‘v[ 2 s “] .
where Xg, Yg, and X, are the detectof sizes (at focus F4 and focus FS). )
Because there are second-order eff;acts linking By and p/py, a more exact
calculation using the second order transforms generat;ad by "'I‘RANSPOR’T wasl
carried out, employing 2 complex but straightforward analytic integration
giving the result AQ %‘:— = 9.35 usr. ' .
The acceptancé was also déterr;\ined empirically_by measufx'jiné the de-

tection efficiency e(ex, ey, p/pp) using primary beams deflectec Ly small

.

.

R



anéles 8, ar’id{ey .at vthe; targ’gt;'. The e:.ffi'_ci,e:‘icy ‘sx'(‘sj.-sl,.o,;/pd) es a ,fimc-
. tion of horizontal angie and rigidif; at ey’ = 0° wis determined by .
mountmg a small honzontal bendmg magnct MGS at .the target wh1Ch was a
'used to deflect a 1 75 GeV/c/N proton beam rhrough angles 8 . Such a
‘ low momentum was needed because of the Todest strength of the M6S magnet .
Similarly, the eff1c1ency € (0 e ,p/?o) was measured with the deflectmn
pr0v1ded by vert1cal bendmg magnets M6V and M7V located symmetrical ly
upstream and dounstream of the target. The.2 88 GeV/c/N alpha beam was
used in this set of. measurements to minimize the error in angle settmg
"”:.'.'du'e“to the difficulty in-setting and contmlhng 'MGV and”M7V at low
current;.' The' rigidi_ty dependénce uas determined by varying the spectro-
meter rigidity setting ;;0. The incident beams were counted wuth a target-
sized. sc1nt111at10n counter T2 mounted at the ‘carget p051t10n The”
»eff:cwncy is then E(Bx.ey,P/Po)-:rTRIGGERS(BXJ‘GX,P/POJ/TZ where, as
defined in Seétion'.III',‘ TRIGGERS = F4+F5X+FSY. The results of the measure-
‘ments are”showm‘in Fig.A3 with hand-drawn curves to guide the eye. The
~fact that the maximum efficiency meached is Sax = 0.9 may indicate
obstructions or m1sal1gnment in the ;pectrumeter beamline.
In order to determme the acceptance, ‘it ‘is necessary to perform the

- integration indicated in equation (1]. For the integrand we used the
following funct.iex{, v;rhicil is consistent with the l.'xorizontal and vertical
‘ medsurements: > g -
e, (8,, 0, p/po)e, (0, © )

oy o xtfx y
S0 Oy PR = T T 0, be)

%

with the de;(ominator included so as not to double count the maximum
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c1ency and the momentum dependence. The 1ntegrat10n was performed

coﬁsecutwe pomts and 1ntegrat1ng piecewise.

/‘ As a check on 4:h15 method the momen.um dependence at B 2 ey = 0° was

1ntegrated over the mdependent measurements of € (0 0, p/pg); using

1. 75 GeV/c protoiis , -and : (0, 0 P/PD)A usmg 2 88 GeV/c/N alphas The

measured po1nts are shovm in F1g Ad w1th hand drawn curves. -The ptiints
are not 1dent1cal for the two measurements aue to the greater spread of
the lower:-energy- beam. The results of the: integrations differ by 3%,

‘The rfesult of the integration of‘the solid angle%momentum acceptance
‘i 7.81 ust, which differs from thé predicted result e 9.35 = 8.24 yst
by 5%. We have used this me.asui:ed value with an assigned error of +8%,
which includes the effects of the uncerteinty in the magnet settings and

the measurement and 1ntegrat10n procedure. ’ -

i It was also. necessary to determme the acceptances of the angle.and
momen tum bins described in Sectmn IV. The resolution in angle ’and
momentum in the'a'_ccep,tance callibration measurements was only good enough

. to give an. appre'ximate set of .results for these sub-acceptances. In order
'--to get more precise results we measured cross sections usmg overlapping
angle and momentum settmgs and divided up the total acceptance among
‘ the bins in _o;-der to oh,tain agreement in the overlapping regions. The
results of this precedure are given in Table Al.
,Regions in which the cross section is flat were used to determine the
. relative accept‘ances of the bins, and régions where the ~ross section is
‘very>'steep were ujse'd't'o determine ;he""mean,:an'gle or momentum for each bin,
It -was found that counters F5Y-5 and F$Y-4 :had less acceptence than .

“F5Y-1,2, and 3. This;‘.;'esult was consistent with the fact that Eyax = 0.9,

PSS
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indicating a possible obstruction in the beamline and also consistent with-
the crude results of the acceptance calibration for these bins. The. .

: o - . -
mean angle 6 _ for these bins was adjusted by assuming the loss of acceptance

y
was due to an obstruction which shadowed the lower portions of the counters,
and this made the very sharp angular distributions smooth. Similarly ‘the

results obtained for the five momentum bins were consistent with the approx-

imate results of the acceptance measurement and gave smooth momentum dis-

tributions in both flat and steep reginms.



