
FRAGMENTATION OF RELATIVISTIC LIGHT NUCLEI: 
LONGITUDINAL AND TRANSVERSE MOMENTUM DISTRIBUTIONS 

Leonard M. Anderson, Jr. 

ABSTRACT 

We have measured the production of charged nuclear fragments 

in co l l i s ions of 0.93 GeV/c/nucleon, 1.7S GeV/c/nucleon, and 2.88 

GeV/c/nucleon alpha pa r t i c l e s on t a rge t s of carbon, copper, lead, 

and CH2, using a double focusing spectrometer. We present s ingle 

pa r t i c l e inclusive cross sect ions for the production of protons, 

deuterons, t r i t o n s , 3He, and 4He at momenta from 0.5 to 11.5 

GeV/c and angles from 0° to 12°. We ciscuss the relevance of the 

concept of l imiting fragmentation to our data and point out 

possible uses of the data to study nuclear s t ruc ture and p a r t i c l e 

production mechanisms. 
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I. INTRODUCTION 

The acceleration of nuclei to relativistic velocities at the 

Bevatron/Bevalac has made it possible to study nucleus-nucleus reactions 

in a new and higher energy domain. We have carried out a survey experi­

ment using beams of protons, deuterons, alpha particles and carbon 

nuclei with kinetic energies of 0.4, 1.05, and 2.1 GeV per nucleon, 

measuring the yield of charged particles in the near forward direction 

over a wide range of momenta and yielding crops sections spanning 10 

orders of magnitude. This thesis reports the results of the measurements 

made with the alpha particle beams. 

The study of hadronic matter traditionally has been carried out by 

two separate groups of researchers studying two separate areas, divided 

apparently according to the baryon number of the systems being studied; 

"Elementary particle physics" (B = 0 and 1 ) , and "nuclear physics" (B > 2). 

Chew has argued that according to the concept of "nuclear democracy" the 

same strong interaction characteristics are responsible for the existence 
t 

and behavior of all hadrons and that this distinction should be abandoned. 

He has also conjectured that, whenever the energy available in a collision 

is much greater than the energy levels of the excited states of the hadrons 

involved, then "high energy" or asymptotic behavior may arise which would 
f3l 

make evident the composite nature of the hadrons involved. Par t of the 

in te res t in nucleus-nucleus reactions a t these "high" e r - rg i e s of 1-2 

GeV/N was thus stimulated by questions as to whether they would exhibi t 

"high energy" behavior s imilar to that observed in proton-proton in te rac ­

tions at hundreds of GeV. 
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This behavior is expected since the kinetic energy of the colliding 
nucleus (1 GeV/N) is much greater than its excited state energy levels 
and binding energy (8 MeV/N), just as the energy in high energy proton-
proton scattering (ZOO GeV) is much greater than the energies of the ex­
cited states of the proton (i.e. the resonances near 1 GeV). In parti­
cular, one of the most prominent features of nucleus-nucleus collisions 
in this energy range is the existence of strong peaks in the production 
of nuclear isotopes of masses less than that of the projectile observed 

(4-71 close to the velocity of the projectile.l These products are widely 
interpreted as fragments of the projectile nucleus. According to the 

(9) 

f 81 hypothesis of l imit ing fragmentation, which has been shown to have 

considerable va l id i ty in high energy elementary p a r t i c l e i n t e r ac t i ons , 

the momentum dis t r ibut ions of these fragments in the p ro j ec t i l e Lorentz 

frame should be independent of beam energy and t a rge t mater ia l . One of 

the chief aims' of th is experiment i s to determine the degree and range 

of va l id i ty of th i s hypothesis and, we hope, to provide enough data to 

allow a determination of i t s physical b a s i s . 

As one extreme form of in t e rp re t a t ion , we might assume that the 

fragmentation process disturbs the wave function of the p r o j e c t i l e so 

minimally that the fragment momentum d is t r ibu t ions in the p ro j ec t i l e 

frame are i so t ropic and are determined solely by the momentum-space wave 

functions of the p ro jec t i l e nucleus. More p laus ib ly , perhaps i t 

i s possible to construct models incorporating the wave function and 

nucleon-nucleon sca t t e r ing , for example, applying the successful approach 

of Glauber's multiple sca t t e r ing theory to explain these fragment 



momentum distributions or to extend our knowledge of nuclear wave func­

tions. Models of this nature have been constructed to describe the 
(12 13) breakup of deuterons. * Other Glauber theory-based models have been 

proposed to describe the fragmentation of heavier projectile nuclei. * 

Models of elementary particle structure have been developed which 

employ pointlike constituents called "partons"^ J and predict "scaling," 

namely that for high enough projectile energies the distribution of 

particles in the available longitudinal phase space is independent of 

beam energy. Of course, nuclei are known to be composed of nucleons and, 

although nucleons are not pointlike, it may be that parton models are 

relevant to understanding high energy nucleus-nucleus collisions. In 

fact, scaling has been observed in the production of pions in this 

energy range^ •* and parton models have been advanced to predict the 

.fragment momentum distributions. ' * Other models predicting these 
(19 201 distributions employ statistical ideas^ * J and Monte Carlo simulation 

(2l-'i4') of cascades from nucleon-nucleon collisions. 

Correpsonding to the projectile fragmentation region, there is a 

target fragmentation region of products characterized by low velocity in 
f25l the laboratory. And, at velocities intermediate between the target 

(26-291 and projectile, there is a central region J to which additional 
^ j t L i• J (30-39) methods have been applied. 

It is Che spirit of Chew's injunction that hadron physics will 

benefit considerably from an exploration of the underlying unity of 

"elementary particle physics" and "nuclear physics." The joining 

of relativistic treatment and the high energy techniques for the study 
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of pa r t i c l e s t ruc ture , together with what is already known about nucleon-

nucleon forces and nuclear s t r u c t u r e , w i l l , we hope, provide new insight 

into the high energy concepts and new information about the in te rac t ion 

among nucleons in the nucleus, espec ia l ly at short ranges. 

This experiment was designed and carr ied out with these questions 

in mind; the fact that the p r o j e c t i l e fragments into pa r t i c l e s in a 

narrow forward cone with momenta eas i ly measurable in the laboratory 

allows us to measure the momentum d i s t r ibu t ions of these fragments in 

the p ro j ec t i l e frame in the forward, backward, and transverse d i rec t ions ; 

in some cases from 0 to 600 MeV/c/N. In addi t ion, we are able to get 

some measurements of the t a i l of the ta rge t fragmentation region and 

cover the central ' 'plateau" region of intermediate v e l o c i t i e s . 
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II. THEORY AND PHENOMENOLOGY 

A, The Single Particle Inclusive Cross Section 

We have measured cross sections for reactions of the form 

a + b 4 C + anything. 

The relevant cross sect ion i s the area for producing a p a r t i c l e in 

an infinitesimal volume of the s ingle p a r t i c l e Lorentz invariant phase 

space 

d3°ab r

d 3 4 . * E •frft.Q-a 
d35/E = d3? C " , P J " P 2 d n d P : 

where E and p are the energy and momentum of particle c and s is the 

square of the energy of the entire system in the center of mass. This is 

called the Lorentz invariant single particle inclusive cross section, or 

simply, the invariant cross section. 

Another form commonly used is the cross section in the laboratory 

frame 

ab . -K 

which is the form most directly calculated from the experimental raw data. 

The cross section is determined by counting the number of beam particles 

N incident on a target containing T\. target nuclei per unit »<-ea, and the 

number of particles N of type c produced into a solid angle-momentum volume 

AfiAp centered about momentum p. The laboratory cross section is then 



6 

" 2 ° a b " c l 1 
dfldp " N a n b AfiAp 

B. Kinematics 

There are several se ts of var iables that are relevant for the study 

of inclusive reac t ions . Since our beams and targets did not have 

polarized sp ins , the cross section should be independent of azimuthal 

angle, i . e . i t depends only on the components of the momentum of the pro­

duced pa r t i c l e pa ra l l e l (p.) and t ransverse (p™) to the d i rec t ion of the 

incident p ro j ec t i l e 

E % Cs,p, ,P T ) 
d3p L"'T' 

For describing projectile fragmentation it is useful to use the variables 

in the projectile frame, p, and p„. 

Another very useful variable is the rapidity, defined as 

y = 4 In v—— = tanh-l =t . 
y 2 E - P L E 

Under a Lorentz boost transformation in the longitudinal (beam) direction, 

the rapidity transforms additively, so that rapidity distributions aie 

independent of the Lorentz frame. At p T = 0, we have y = tanh-^g, so 

the rapidity is essentially a velocity variable. Hence the projectile 

fragment rapidity distributions peak near the projectile rapidity, and the 

target fragments peak near y = 0. The rapidity distribution thus shows 

us what reference frame is relevant for describing a given process. 

Also useful are the longitudinal and radial scaling variables 



P L p c» 
x ' = -ar * a n d X R a m 

PMAX PMAX 

where p is the momentum in the center-of-mass frame, pj* is its longi­

tudinal component, and p M A y *-s t n e maximum momentum in that frame for the 

given reaction* 

Some of the relationships between these variables should be pointed 

out. Because the rapidity transforms additively under Lorentz boosts, 

any distribution which is limiting (i.e. independent of projectile energy 
PROJ at high enough energy) in p, and p„ will be limiting in y and p„. 

However, in contrast with high energy proton-proton scattering, limiting 

fragmentation does not imply scaling (energy independence of the x' distri-
PROJ bution). Fig. 1 shows the relationships between p. and x' for 0.93, 

1.75, and 2.88 GeV/c/N a+c -*• p + X at 6 = 0°. Clearly limiting fragmenta­

tion and scaling are inconsistent at these energies where the masses of 

the particiss involved are not negligibly small relative to the projectile 

energy. 

We conclude this section with Table 1 which lists some of the kine­

matic parameters for the three energies of alpha beams used in the experi­

ment. We tabulate the beam's momentum per nucleon, kinetic energy per 

nucleon, velocity B B = v/c, Yo = (1 - B g ) " 1 ' 2 , rapidity, and the laboratory 

momentum at which each fragment would have zero momentum in the projectile 

frame. 



pProj 

1.04 GeV/N 

a + C * p + X 

2.1 GeV/N 

Fig. 1 . p P r 0 J vs x 1 fo r the reaction a+C->p+X at the three alpha 
beam energies used in th is experiment. 

Table 1. Some kinematic parameters for the three alpha p a r t i c l e beam 
energies used in t h i s experiment. 

Expected peak momentum (GeV/c) 
proton deuteron 3 H, 3 He alpha 

0.93 1.87 2.80 3.72 
1.75 3.50 5.25 7.0 
2.88 5.76 8.66 I I .S 

P/N CGeV/c) T/N (GeV) e a 
0.93 0.39 0.707 1.41 
1.75 1.04 0. 882 2.12 
2.88 2.09 0.951 3.24 

XBL 779-2468 



C. Limiting Fragmentation 

Studies of inclusive reactions in high energy pp collisions' and 
in heavy ion collisions at 1-2 GeV kinetic energy/nucleon have shown 
three similarities: 

1) limited transverse momentum: the cross section falls very 
steeply with transverse momentum; J 

2) persistence of velocity, or leading particle effect—the 
invariant cross section is peaked at or slightly below the 
projectile rapidity. In nucleus-nucleus collisions this holds 
for the baryonic products of mass less than the projectile 
nucleus; J in proton-proton collisions it holds for the 
inelastic inclusive proton and baryon resonance production; 

3) approximately constant total cross section and inelastic cross 
s e c t i o n / 4 0 1 

These facts are consistent with an intuitive picture of the dominant 
collision process in which the projectile breaks up under the influence 
of the target, and the target breaks up under the influence of the 
projectile, yielding products moving slowly in the respective rest frames 
of the fragmenting nuclei. 

This picture is defined more precisely in the hypothesis of 
limiting fragmentation which state/; that the invariant cross section is 
limiting, i.e. that the limit 

l i m E = p (p. ,p ) 
s-*- d 3p t> L I 
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exists over a finite range in p. and p_ near 0. Particles produced in 

this range are identified as fragments of the target b. Similarly, there 

is a limiting distribution of projectile fragments which have finite 

momenta in the projectile frame: 

.3 c , PROJ , 
Urn F d ° 3 b C S ' P L ' V _ „ -PROJ , 

I F Pa ( PL 'Pi0' 
s-*° d^p 

The projectile energy range over which we may expect to see app xi-

mate limiting behavior is determined by two factors: 1) The projectile 

kinetic energy per nucleon must be much greater than the binding energies 

per nucleon of the target and projectile. 2) The projectile rapidity must 

be great enough so that the fragment distributions of the target and projec­

tile do not overlap. As we have mentioned earlier, condition (1) is well 

satisfied for nuclei at 1 GeV/N. The rapidity of a projectile at 1.05 

GeV/N (1.75 GeV/c/N momentum) is 1.4, while the width of the rapidity dis­

tribution for protons is approximately 0.2, so condition (2) is also met. 

Thus we may expect the single particle inclusive cross sections to 

show approximate limiting behavior (energy independence) at 1-2 GeV/N. 

This may be so even though the limits defined in (1) and (2) do not exist 

or are quite different from the value of the cross section at 1 GeV/N. 

Above this energy range where the structure of the nucleons begins to 

influence the production cross sections (through resonance and multiparticle 

production) there may be a transition region of energy dependence to the 

higher energy asymptotic region where the substructure of the individual 

nucleons is exhibited as well as the nuclear substructure. 



11 

Limiting fragmentation may be implied by several different physical 

pictures of the co l l i s ion process. Perhaps the simplest of these i s 

expressed in the sudden approximation which has been applied to projec­

t i l e fragmentation by Lepore and Riddel. The wave function of the 

pro jec t i l e nucleus i s assumed to be changed negl igibly during the 

col l is ion so that the amplitude for a given final s t a t e i s simply the 

overlap integral of that f inal s t a t e with the i n t i t i a l s t a t e . The r e su l t 

is that the p ro j ec t i l e frame momentum d i s t r ibu t ion is i so t ropic and 

straightforwardly obtained from the momentum space wave function a f te r 

imposing momentum conservation. Such a model c lear ly implies l imi t ing 

fragmentation. 

We may make a less s t r i c t set of assumptions and include the effects 

of the sca t te r ing of the nuclei i f we use the framework of Glauber multiple 

scat ter ing theory. This theory in simplest approximation t r e a t s each 

nucleus as a col lect ion of independent on-mass-shell nucleons. During the 

col l is ion the nucleons within each nucleus are assumed to have constant velo­

c i ty and not in te rac t with each other . The to t a l sca t te r ing phase sh i f t i s 

taken to be the sum of the individual nucleon-nucleon sca t te r ing phase 

s h i f t s . Such a model for the reaction d + ta rge t -*• p + X has been pro­

posed by Bertocchi, Tekou, and Treleani^ ** and refined by Nissen-Meyer, *' 

who calculates the diagrams in Fig. 2 and whose resu l t s agree with the 

exist ing data over most of the momentum range in which agreement i s 

expected. Such a model will predict l imit ing fragmentation when the 

nucleon-nucleon to ta l cross section i s energy-independent--as i t i s in the 

energy range 1-2 GeV/N. 
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+ 
XB!. 779-2465 

Fig. 2 
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Other models may be constructed using entirely different physical 

pictures to predict the fragment momentum distributions. The value of 

the hypothesis of limiting fragmentation is that it serves as a criterion 

for determining the projectile energy necessary and the momentum range 

over which the distributions may be taken to reflect the structure of the 

fragmenting nucleus. Then, with the help of models incorporating the 

dynamics of the fragmentation process, we can perhaps learn more about 

the details of that structure. 
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III. EXPERIMENTAL METHOD 

The apparatus consisted primarily of a single arm double focusing 

spectrometer which transported the particles produced in the targets to 

our detectors and provided momentum analysis and production angle selec­

tion. The particles were detected by scintillation counters and identi­

fied by measurement of magnetic rigidity, time-of-flight, and dE/dx. 

The data were recorded by an on-line PDP-11 computer on magnetic tape. 

A. Primary Beam 

Primary beams of alpha particles at 0.93, 1.75, and 2.88 GeV/c/nucleon 

were obtained from the Bevatron External Particle Beam and transported 

to the target in the beam line shown in Fig. 3. Quadrupoles X1Q5A and 

X1Q5B focused the beam at F3 10 meters downstream from the target, 

producing at the target an elliptical beam spot with a horizontal axis of 

10 cm and a vertical axis of 5 cm containing about 98% of the beam. Beam 

intensities used varied from a few thousand per pulse up to the maxima 

available: 3 x 10^ alpha particles for a pulse of 0.5 to 1.2 seconds. 

Beam contamination was minimized by a putting a minimum amount of material 

in the beam line, by continuously monitoring the centering of the beam with 

wire chambers, and by attenuating the beam from the source before injection 

to obtain loweT operating intensities. 

B. Targets 

The targets used in the experiment are listed in Table 2, along with 

some of their properties. The principal targets used were the "standard" 



XBL 779-2467 

Fig. 3 

Bevalac External Particle Beam Channel 1, 

The Primary Beam Transport System used to deliver the alpha beams to our targets. 
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carbon, copper, lead, CHg, and empty targets. The targets were mounted 

on aluminum holders connecting two stainless steel bicycle chains, as 

shown in Fig. 4. The chains were driven by a computer controlled 

electric stepping motor, allowing the targets to be raised or lowered in 

steps of .01 inch. 

The principal targets were of identical size transverse to the beam 

axis. They were hexagons which approximate an ellipse with axes of 11.3 

cm horizontally and 5 cm vertically so that they would intercept approx­

imately 98% of the beam. The target holders were also identical, and the 

empty target was one of the holders with no target mounted in it. The 

sizes and shapes of the targets are shown in Fig. 5. 

The "thin" carbon target was used to determine effects of target 

thickness. The "small" and "large" targets had differing dimensions 

transverse to the beam axis, allowing us to check whether the transmission 

of the spectrometer was different for different regions of the target. 

The "large" targets were used to calibrate some of the beam monitors, as 

will be explained in Appendix II. 

The surfaces of the targets were machined plane and their thicknesses 

measured with a micrometer and their density determined by weight and 

by measurement with EL micrometer. From this we determined the number 

of nuclei per unit area n = N0pa/A™, where NQ is Avogadro's number, p£ is 

the thickness in gm cm" 2, and Pi- is the atomic weight. For the CH 2 

target, this number refers only to the hydrogen component of the 

target. 



17 o J = * 

Hi 

i i 

Fig. 4 
TARGET MECHANISM 

XBL 779-2441 



Table 
in c, 

e 2. List of targets used in the experiment along with their i 
„h. and in gm./cm.*, and the number of nuclei per unit area. 

TARGET £ (cm.) 

C 1.267 

Cu .31)09 

Pb .683U 

C i l j ( I I ) 2.568 

LABOE C 1.270 

LARGE Cu . 3327 

LARGE P b .6828 

LARGE C H 2 (II) 2 .172 

SMALL G 1.267 

THIN C .61.53 

p i (am./cm. ) n (nuclei/mb.) 

2 .302 1.15l< i 
-1) 

.009 » 10 

3.005 2.81)8 i .021) x 1 0 " 5 

7-696 2 .237 t .017 x l O - 5 

2 .355 2 .022 J .016 x 10 

2 . 2 3 3 1.120 ± 
J , 

. 008 x 10 

2.gl47 2 . 7 9 3 i .022 x 10 

7.853 2 . 2 8 3 ± .018 x 1 0 ~ 5 

2.007 1.723 ± 
-14 

.Oil) x 10 

2 .281 l . l l ) l ) 1 
-1) 

.000 x 10 

1.J3J 5.669 ! .01)5 x 1 0 " 5 

^m. 
- A M *•:(>" "SM-iU" 

_ 
13 03 or: 

"LAW!1:" 

Dimensions of the "standard", "small", and "large" targets (cm.). 

XBL 779-2442 
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C. Primary Beam Monitors 

The position and profile of the primary beam was monitored with a 

wire chamber mounted in the beam line 1,9m upstream of the target. The 

charge collected on each of the 32 wires of the 19.2 cm by 19,2 cm chamber 

was integrated on a pulse-by-pulse basis, allowing continuous monitoring 

via an oscilloscope display of the profile thus obtained in both horizontal 
• , „• • (41) and vertical directions. 

The six beam intensity monitors are listed in Table 3, along with 

the sensitivities for the various beams. B is a scintillation counter 

placed in the beam line to count the beam particles directly at low 

intensities. 

The ionization chamber (IC) and the secondary emission monitor (SEM) 

were also mounted in the beam line upstream of the target. Each was 

connected to an electrometer and capacitor. The voltage across the 

capacitor was read into the computer by a digital voltmeter before and 

after the beam pulse. The calibration of the IC is described in Appendix 

I. 

Scintillation counter telescopes Ml, M2, and M3 are diagrammed in 

Fig. 6. They each consist of 3 scintillation counters connected in 

coincidence and aligned so as to be sensitive to particles coming from 

the direction of target. Special care was taken in the design of the 

sizes and placement of the counters to insure that they would be sensitive 

, to the entire target and not to other possible sources of particles and 

to insure that only one of the 3 counters determines the solid angle of 

the coincidence. The telescopes then provide a relative measure of the 

I 
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Table 3. Beam monitor calibration constants in units of incident 
alpha particles per monitor count. For the ionization chamber (IC) 
and the secondary emission monitor (SEM) 1 count = 10 picocoulombs. 
For Ml, M2, and MS the numbers are given for the "standard" carbon 
target. For M3 the calibration applies at 0°. Typical errors are 
+2%. 

Monitor 0.93 GeV/c/N 1.75 GeV/c/N 2.88 GeV/c/S 

B 1.00 1.00 1.00 

IC 2.64x10s 3.60x10s 3.82x10s 

SEM S.32xl07 7.52xl07 7.85xl07 

Ml 6.06X101* 2.05x10" 1.41x10" 

M2 6.32X107 1.96xl07 1.04xlo7 

4.99x10s 2.11x10s 1.44x20s 
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1 1 
TARGET , 1 1 

- i 74< i 74< 
1 1 

i 74< 

1 1 
X1M6V X1H7V 

Fig. 6a. Plan view of target region 
showing beam monitor talescopes Ml and M2. 

Fig. bb. Elevation view of target region 
showing beam monitor telescope M3. XBL 779-2455 
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intensity of the beam incident on the target by counting particles pro­

duced in the target at large angles. The calibration procedure for the 

teles'copes is described in Appendix II. 

D, Spectrometer 

The secondary particles produced in the target were momentum 

analyzed and transported to the detectors by Bevalac Beam 37, a double-

focusing spectrometer consisting of 16 magnetic elements. The layout of 

the spectrometer is shown in Fig. 7. 

Production angles between 0° and 12° were selected by setting the 

current in vertical bending magnets M6V and M7V. As shown in Fig. 8, 

M6V bent the primary beam upward by angle 8/2. Particles produced in 

the target downward at angle 6 are bent upward through angle 9/2 by 

M7V to be parallel with the beam line. The target, of course, is placed 

at the proper height to intercept the primary beam. 

The secondary particles were momentum dispersed and steered to a 

focus at F3 by horizontal bending magnets M8A and M6B. At F3 a 61 cm 

long uranium collimator was used to eliminate particles having magnetic 

rigidity more than 8% different or production angle 17 mr different from 

the central rigidity and angle to be detected. Additional momentum 

dispersion is provided by magnets MIA and M1B, and F3 is imaged at F4 

by quadrupoles Q3 and Q4. The momentum dispersion is removed by magnets 

M2A and M2B, and F4 is imaged at FS by Q7 and Q8. Quadrupoles Ql and Q2 

and Q5 and Q6 are used to contain the size of the beam envelope in the 

regions of F3 and F4 respectively, and to make the magnifications, and 
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Fig. 7. Beamline spectrometer used in this experiment. The detectors are 
located at focus points F4 and F5. 
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thus the acceptance of the spectrometer, stable with respect to small 

changes in the settings of the other quadrupoles. Ql/2 and Q5/6 image the 

target at the centers of quadrupoles Q3/4 and Q7/8, respectively. The 

acceptance stability was verified by remeasuririg particle production at 

a given angle and rigidity setting, but with slightly different quadrupole 

settings. 

In order to obtain the best possible angular resolution, we used the 

geometry shown schematically in Fig. 9. The primary beam is focused through 

the target to F3 so that the position of a secondary particle at F3 indi­

cates the production angle. Since F4 and F5 are images of F3, they also 

have this angle information. 

The spectrometer was designed with the aid of program TRANSPORT. 

The line integral field and field gradients as a function of current for 

the dipoles and quadrupoles, respectively, were measured using a long ' 

flip coil and current integrator. These results were then parameterized 

simply so that we could determine the proper currents to obtain any field 

integral within range. The magnet power supplies were computer controlled 

using an ADC-DAC closed loop feedback system. The optimum current settings 

were determined by transporting Bevatron primary beams of rigidity 1.75, 

3.5, and 5.76 GV/c and centering and focusing the beam with the aid of 

multiwire proportional chambers placed at the target and foci F3, F4, and 

F5. The parameterizations aHowed us to extend these optimum settings to 

any rigidity and were stored in the computer, so that we could change the 

rigidity and angle setting in a matter of seconds. The method of the 

calibration of the acceptance is described in Appendix III. 
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Fig. 8. Production angle selection method. 

Fig. 9. Geometry used to obtain maximum angular resolution. 
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E. Particle Detection and Identification 

The charge and mass of the secondary particles detected were deter­

mined by a measurement of the magnetic rigidity (p/z), rate of energy 

loss (dE/dx), and time-of-flight (TOF). The \-igidity and production 

angle were determined by scintillation counter hodoscopes located at F4 

and F5. The dimensions, and orientations of the counters are indicated in 

Fig. 10, and the approximate T ?idity and angle regions covered by them 

are shown in Fig. 11. Information on energy loss was obtained by recording 

the pulse heights in the hodoscopes and in a 1/2" thick scintillator, 

called PH, which was viewed by four phototubes. The signals from the 

opposing pairs were added electronically to obtain signals nearly inde­

pendent of where in the scintillator the particle passed through. These 

pulse heights and the pulse heights in the hodoscopes were recorded to 

give us five (four independent) measurements of energy loss rate for 

each event. 

The particle velocity was determined from the time-of-flight along 

the 18 m path between the F4 and F5X hodoscopes. The F4 phototubes 

view their scintillators from above, while the F5X phototubes view their 

scintillators from below, so that, since the particle position at F4 is 

imaged at FS, the time-of-flight signal recorded is independent of 

particle position in the scintillators. 

Fig. 12 is a scatter plot of the summed pulse height of two of the 

opposing phototubes looking at the PH scintillator versus the time-of-

flight. The separation of p, d, 3He, and 4He is clearly indicated. 

These scatter plots, as well as the time-of-flight and pulse height 

distributions in all the counters were available in the on-line computer, 

file:///-igidity


-h-i-

19.05 

1 2 3 4 5 
F4 

i J L 

15. 

1 2 3 4 5 
F5X 

-8.61* 

2.62 
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Fig. 11. Approximate hodoscope acceptance regions in angle & and relative 
momentum ap/p, according to first order beam optical transport theory. 
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so that we could constantly determine which isotopes were present and 

monitor the performance of the system. 

F, Electronics 

For each event, the t ime-of- f l ight , the pulse he ights , and the pat­

tern of counters which fired t h e i r discriminators were read in to the 

PDP-11/20 computer using su i tab le CAMAC in ter faces . An event was defined 

by the coincidence F4-F5X'F5Y, i . e . by a t leas t one counter f i r ing in 

each of the hodoscopes F4, FSX, and F5Y. The diagram of the event data 

electronics i s shown in Fig. 13. The anode signals of the hodoscope 

photomultipliers were used as inputs to the discr iminators , and the 

dynode signals were inverted and at tenuated for pulse-height measurement 

in the ADC's. Separate 8-channel, 8-bit ADC's were used for the F4 and 

F5 signals with gating s ignals (strobes) provided with the timing deter­

mined by the F4 and F5 s igna l s , respec t ive ly , so that the strobes could 

be made as narrow as poss ib le , thus reducing the effects of other p a r t i ­

cles nearby in time. Separate 12-channel input reg is te rs were s imi lar ly 

provided to record the pat tern of hodoscope discriminators which f i red . 

The t ime-of-f l ight was regis tered by a a 10-bit t ime- to-d ig i ta l converter 

(TDC) with 0.2 ns resolut ion. The START signal was obtained from the OR 

of the FSX hodoscope, and the STOP signal from the OR of the F4 hodoscope, 

suitably delayed. Use of the START INHIBIT input of the TDC allowed us 

to inh ib i t any s t a r t in the TDC except when we had a t r igge r . Opposing 

pai rs of phototubes viewing the PH s c i n t i l l a t o r were added together and 

read by ADC's. Visual and computer-read sca lers were used to record the 

number of events, the counts in the hodoscopes, and beam monitor counters. 
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Fig. 13. Electronics of the event trigger circuit. 

XBL 779-2446 



32 

The trigger strobe AND unit was gated by the computer; that is, when ' 

a strobe was generated, the unit was turned off via its VETO input and 

not enabled again until the computer was finished reading out the event. 

This gating signal was also applied to an additional set of scalers used 

to count the events and beam monitor counts, so that we always had an accurate 

measure of the dead time created by the computer. 

G. Running Plan 

The running procedure began with the acceleration of the primary 

beam particles in the Bevatron and their delivery to our target. The 

centering of the beam in the beam pipes was aided and monitored by multi-

wire proportional chambers. Then the intensity was lowered to approximately 

10 4 particles/pulse and the spectrometer was set to transport the primary 

beam rigidity at 0°. The correctness of the magnet settings was verified 

by observing well focused beam spots with multzwire proportional chambers. 

The actual data taking consisted of many runs of duration from one 

to 10 minutes designed to map out the kinematic region which the spectro­

meter could cover. Typically we started out at the beam rigidity at a 

small angle and cycled through the targets. Then we moved out in angle 

until we reached the limit of the spectrometer, changed rigidity and 

again covered the angular range, this time moving in toward 0°. Fig. 

14 shows the pattern of data points taken for the 1.75 GfiV/c/N a beam and 

how they cover the kinematic region available to us. 

Typically we ran for 50,000 triggers from the C target and 10,000 

from the Cu, Pb, CH2 targets and ran with the empty target for 1/3 as 
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long a time as the C target. We had the incident beam intensity adjusted 
to give approximately 1000 events per Bevatron pulse. We recorded 
approximately 13 million events in nearly 1200 runs to obtain the data 
covered in this work. "" ' 
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IV. DATA ANALYSIS 

The t ime- to-digi ta l converter (TDC), analogue-to-digi tal converters 

(ADC's}, and the pa t te rn of counters that f ired for each event were 

recorded on magnetic t ape . In addi t ion, the pulse-by-pulse t o t a l 

counts from the counters , coincidence un i t s , and beam monitors were 

recorded at the end of each beam burs t . A sequence of off l ine computer 

programs was se t up to identify the detected p a r t i c l e s , to determine the 

amount of incident beam, to s tore th i s information, and to calcula te and 

store the single p a r t i c l e inclusive cross sec t ions . 

A. Pa r t i c l e Ident i f ica t ion 

Par t ic les were iden t i f i ed through a combination of dE/dx (specif ic 

energy loss by pulse he igh t ) , t ime-of-f l ight (TOF), and magnetic r i g i d i t y 

measurements. To s t a t e i t most simply, the charge i s determined by dE/dx, 

the charge/mass r a t io i s determined by the combination of TOF and magnetic 

r i g id i t y , thus yielding the mass. In p rac t i ce , we used the masses and 

charges of the known p a r t i c l e s which we might possibly observe and the 

properties of the detection system to predict t h e i r most probable TOF 

and ADC (pulse height) values, and then counted the number of events with 

values close to those predicted. 

Firs t i t was necessary to sharpen up the TDC (TOF) d i s t r ibu t ions 

by making corrections based on the pulse heights in the F4 and F5X hodo-

scopes. As shown in Fig. 15, a large photomultiplier pulse wil l t r igge r 

a fixed-level discriminator e a r l i e r with respect to the p a r t i c l e passage 

(indicated by the peak amplitude of the pulse) than a small pulse . We 

corrected the TDC value of each event for th i s effect , cal led slewing. 
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using the F4 and FSX hodoscope ADC's and fitting the data for each 
hodoscope to the form t = a. + b,/ADC.. This correction was applied 
to each event yielding a sharper TOF distribution, as may be seen in 
Fig. 16. 

For each event, five measurements of dE/dx were recorded (F4, F5X, 
F5Y„ and two from the 1/2" thick PH scintillator). Using four independent 
dE/dx measurements, we made an estimator of how well each event agreed 
with the hypothesis of each possible particle type. First, using data 
which was purely one particle type, we generated the ADC distribution for 
each counter and calculated the peak position X and mean square width W 2. 
This was done for a particle with charge 2 = 1 and for one with z = 2. 

To predict the peak position for particles of other velocities, we used 
f421 

a formula for the most probable value of energy loss 

AE = S^l (in B7 2t - fl2) 

where A and B are constants dependent on the medium, t is the thickness, 
z and B = v/c are the charge and velocity of the particle, and Y = (1-B 2)~ 1 /' 2' 
The width W was assumed to be independent of velocity. 

Each event was compared against this dE/dx prediction for each pos­
sible particle type by calculating the estimator 

(ADC. - X . . ) 2 

x, 2 = l 1 y_ 
W?. 13 

where j refers to the particle hypothesis, i the counter, ADC. its ADC value 
for this event, X. . the predicted position of the ADC peak, W?. the mean 



Fig. 16a. Distributions of raw TDC (above) and slewing corrected 
TOP (below) for Z = 2 p a r t i c l e s ; 2.88 GeV/c/,M a + C + d + X, at 
momentum 5.76 GeV/c and angle 3°. 
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Fig. 16b. Distributions of raw TDC (above) and slewing corrected 
TOF (below) for Z = 2 pa r t i c l e s ; 2.88 GeV/c/N « * C • M I , a t 
momentum 11.54 GeV/c and angle 3°. 
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square width for the "pure1* p a r t i c l e ADC d is t r ibu t ion of counter i and 

of the same charge as p a r t i c l e type j . The sum extends over up to 3 of 

the 4 counters: we omit the one which would give the la rges t contribution 

to the x ' 2 a n t * any that overflow. Although the method of calcula t ion of 

X*2 i s the same as that for the t rad i t iona l x2> the d i s t r ibu t ion of dE/dx 

i s not Gaussian--in fact there i s a very long high-dE/dx t a i l - - s o that i t 

is not a t rue x2« The d i s t r ibu t ions of x ' 2 for the deuteron and alpha 

hypotheses obtained at r i g i d i t y P/z = 5.76 GV/c and 9 = 3 ° are shown in 

Fig. 17. . The requirement x ' 2 - 3 i s s a t i s f i ed by 97.5-99% of the p a r t i ­

cles of correct charge and less than 0.05% of the pa r t i c l e s of wrong 

charge. 

Two methods were used for determining the number of ident i f ied 

par t ic les of each type from the x ' 2 and TOF. In the f i r s t method, used 

at low momenta where the pa r t i c l e s are well separated in TOF, we had the 

X' 2 and TOF dis t r ibut ions printed out for each r i g i d i t y s e t t i n g . From 

these d i s t r ibu t ions we determined cuts which would unambiguously iden­

t i fy each p a r t i c l e . 

In the second method, used at higher momenta where the TOF d i s t r ibu ­

tions of different pa r t i c l e s were overlapping, we c o n s t r u c t s for each 

pa r t i c l e hypothesis the'TOF d is t r ibu t ion of events having x ' 2 t 3 and 

compared t h i s with a model TOF d is t r ibu t ion for pa r t i c l e s of tha t charge 

similarly obtained from a sample of data in which only one p a r t i c l e type 

was present. We used, typ ica l ly , the 3H peak for z = 1 and the alpha 

beam for z = 2. 

The model TOF d is t r ibu t ion was used to determine the t a i l of each 

pa r t i c l e type 's TOF d is t r ibu t ion under the peak of the other in the 



41 

X = 5.0 

f:iR. 17. Distribution of x'2 for deuteron (above) and alpha 
|ht*lnw) hypotheses at magnetic rigidity P/Z = 5.76 GV/c and 
angle 3° for 2.88 UeV/c/N alphas on a carbon target. 
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following way: Let M (t) be the number of particles in the model TOF 

distribution falling within a certain size cut centered at distance t 

channels from the peak of the distribution, and let H be the total number 

of particles in the distribution. Then define the function F(t) = M (t)/M. 

Now consider the TOF distribution for a run of data in which we have two 

neighboring peaks of particles A and B in the TOF distribution as shown in 

Fig. 18. Let A and B be the number of particles within the cuts placed 

about the predicted peak positions for particles A and B, respectively, 

and let A_ and B„ be the total numbers of particles A and B. Then, assuming 

that A and B have TOF distributions of the same shape as the model distri­

bution, 

A c = A T • F(0) + B • F(-t) 

B Q = B T • F(0) + A - F(t) 

where t is the time distance in channels between particles A and B. This 

pair of equations is easily solved for A™ and B„. The straightforward 

generalization of this procedure to any number of particle types was used 

in the analysis. This procedure was checked using "pure" particle samples 

and by comparing the results with those obtained by manually subtracting 

the backgrounds and was monitored by checking that the total number of 

identified particles agrees with the total number of events in a run. The 

X' 2 and TOF distributions were also printed for each rigidity and checked 

against predictions. The agreement of the empirical TOF distributions 

with that of the model was monitored by performing the identification using 

3 different cut widths and checking their agreement. The largest cut width 

was used for the cross section calculations. 
/ 
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In a few cases we found it necessary to make a slight modification 

of this second method. For example, at momenta above that of the 3H peak 

we observed events with a TOF the same as that for 3H at the peak velocity, 

as shown in Fig. 19. No known particle at the rigidity the spectrometer 

was set to select could have such a velocity. This contamination is 

apparently the result of the much more populous peak particles scattering 

in the spectrometer in such a way as to mimic the momentum selection 

(the 3H cross section falls by a factor 5 x 10""3 between 5.25 and 6.0 

GeV/c in the example shown in Fig. 19). To avoid counting these contami­

nating particles, we moved the TOF cuts so they included only the central 

channel and the side of the distribution away from the contamination. 

To the particle totals thus obtained we have made the following 

necessary corrections; 

1] In order to reduce the contamination of the 2 = 1 TOF distribution 

from z = 2 particles which fragment in the system (seen in Fig. 12 

as particles having 3He TOF but z = 1 dE/dx) , we consider for 

the z = 1 x' 2 hypotheses only those events which have at F4 an 

ADC less than the minimum seen for z ~ 2 particles at that velocity. 

Thus wc must correct for the tail of the z = 1 dE/dx distribution 

beyond this cut. This is typically 0.4%. 

2) The correction for the cut on x' 2 was typically 1 to 2.5% and 

was determined from "pure" particle dita samples. 

3) Approximately 0.02% of the deuterons are misidentified as alphas 

because they have large pulse heights.in several counters, and 

thus we must subtract this fraction of the deuterons from the 
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Fig. 19. TOF distributions showing contamination of data with events 
from a different momentum. 
(Above) 1.75 GeV/c/N ct + C •+• d, 3H + X at momentum 4 GeV/c and angle 0° 
(Below) 1.75 GeV/c/N a + C •* 3H + X at momentum 6 GeV/c and angle 0°. 
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alpha total. The amount of this correction is determined by-

asking the program to identify 6He for data at the 3H peak. 

B. Calculation and Normalization of Cross Sections 

The single particle inclusive, cross section in the laboratory Lorentz 

frame is given by the formula 

^ a ! l i _ i L. m 
dfldp B t n dfldp/p p 0

 KXJ 

where N is the number of identified particles of a given type produced 

in the target, B t is the number of beam particles incident on the target, 

n is the number of target nuclei per unit area listed in Table 1, dftdp/p 

is the solid angle-momentum acceptance of the detectors, and p 0 is the 

central momentum of the detected particles (particle charge x rigidity 

setting). 

Since the other quantities have already been specified, we consider 

now the calculation of N t/B.. If we use the ion chamber [IC) or secondary 

emission monitor (SEM) as our beam monitor then, ignoring the fact that 

a small amount of the beam that is counted by the ion chamber misses the 

target, we have B = V C K where V is the voltage the IC or SEM produced 

across capacitance C, and K is the number of incident alpha particles per 

unit charge, i.e. the IC or SEM calibration constant. 

Since the events read in by the computer are gated by the computer-

generated dead time, and the IC and SEM are not, we need to make a correc­

tion for this dead time, using the numbers of gated events G and ungated 
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events U. If this correction is applied to the beam monitor, then the 

number of events per beam particle is N/B = NU/(GVCK). Finally, we must 

use the empty target run to subtract off production from sources other 

than the target. This gives 

where subscripts F and MT refer to the full and empty target runs, respec­

tively. Here N is the number of identified particles of a given type, some 

of which may come from sources other than the target. B is the number of 

beam particles when corrected for deadtime, of which B hit the target. 

If we use one of the monitor telescopes Ml, M2, or M3 as our primary 

beam monitor, we can take into account the fact that not all the beam 

may be intercepted by the target. In this case N t/B t = N (M K.). where 

M,. is the number of counts in monitor telescope Ml, M2, or M3 from 

particles produced in the target and K. is the calibration factor for that" 

monitor discussed in Appendix II. For full and empty target runs of 

equal length N = N„ - N._. Since the runs were not of equal length we 

must weigh the empty target run by the incident beam. For this purpose 

we use the ion chamber and the live-time factor G/U, obtaining 

N t NR NMT[ U } / { U J ^ 

We obtain M. in a similar manner, correcting the ion chamber with the 

ratio M/m where m is the number of ungated monitor counts. The result is 

M fNU 1 fVCG] 
F " |VCG|HT 1 u I F 
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Cross sections were calculated by these procedures for all the beam 

monitors, and the results were compared in order to determine the range 

in primary beam intensity and production angle over which the various 

monitors were reliable. Telescope monitor H3 was used for the majority 

of the final cross section calculations and Ml was used occasionally at 

low intensities, since it is more sensitive. For one segment (the majority) 

of the 2.88 GeV/c/N data, unstable behavior in the telescopes forced us to 

use the IC as the primary beam monitor. In order to take into account 

the small fraction of beam missing the target, we compared the data 

with repeated measurements made later using M3 for normalization. The 

results were consistent with 1.7% of the beam missing the target on the 

average. This correction was applied to the normalization. 

The S K 5 x 5 array of hodoscopes F4, F5X, and F5Y allowed us to make 

finer determination of the momentum and angular dependence of the cross 

sections. For this purpose we calculated the cross section for each 

particle type at each rigidity and angle setting, using 12 different angle 

and momentum bins. Bins 1-5 are the angle bins averaged over momentum 

obtained by binning according to which one of the five F5Y counters fired. 

The angular resolution of each bin is approximately ±1.9 mr and the mo­

mentum resolution is/ ±3%. Bins 6-10 are the momentum bins, and their 

approximate ranges of acceptance are shown in Fig. 20. The momentum 

resolution resulting is+0.6% for bins 2, 3, 4 and ±1% for bins 1 and 5. 

The angular resolution is ±9.5 mr. Bin 11 is the central bin consisting 

of events falling in the central 3 counters in F4„ F5X and F5Y. It has 

angular resolution ±5.7 rar and momentum resolution ±1.8%. Bin 12 is the 

"total" bin consisting of all events. Its angular resolution is ±9.5 mr 

and its momentum resolution is ±3%. 



Fig. 20. Approximate areas of acceptance in momentum and horizontal 
angle for cross section bins 6-10 (the momentum bins) according 
to f i r s t order optical theory of the spectrometer. 

XBL 779-2453 
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The full-empty target subtraction was applied separately for each 

bin in the manner described above, and the errors quoted for each bin 

include the normalization-uncertainty for that run, i.e. each bin is 

treated as an independent data point. 

C. Corrections to the Data 

The data were corrected for energy loss and absorption in the target. 

The energy loss correction was made using the Bethe-Bloch equation 
f441 and the tables of Barkas and Bsrger. J The correction ranged from 0.1% 

for fast_protons up to 8.3% for 1.5 GeV/c 3He in the lead target. The 

absorption corrections were made using the results of Jaros^ and the 
("45") 

energy dependence of the nucleon-nucleon total cross section. This 

correction varied from 1.2% for protons in the copper target to 3.8% for 

alphas in the CHZ target. The cross sections so calculated are listed in 

Table 4. 

D. Sources of Error 

For the purposes of this discussion of the errors associated with 

the measurement and calculation of the cross section, we may divide the 

possible sources of error into three types: 1) internal relative uncer­

tainties, i.e. those errors that apply to each cross section independently 

and determine the uncertainty in the relative values of the cross sections 

within the experiment; 2) the overall normalization uncertainty; 3] errors 

associated with special conditions. 
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The errors listed in Table 4 include all known sources of error of 

type 1. These include the statistical uncertainties in the numbers of 

particles identified and in beam monitor counts, and the uncertainty in 

the ion chamber background (no beam) signal. The uncertainty, in the 

measured target thicknesses (M).8%), the uncertainty in the calibrations 

of the beam monitors relative to each other (^2%), and the uncertainty in 

the settings of the spectrometer magnets (typically <1%) are also included. 

The errors in the corrections made in the particle identification are the 

following: the model time-of-flight distribution correction (30%), the 

X 1^ cut correction (40%), Landau tail cut correction for Z = 1 particles 

(50%) and the tail of deuteron x' 2 distribution to be subtracted from 

the alphas (SQ%) . The smallest errors resulting from the composition of 

these many sources of error are approximately ±6%. 

Fig. 21 shows measured Lorentz invariant single particle inclusive 

cross section for the reaction 1.75 GeV/c/N a + C •* p + X for protons at 

a momentum of 1.75 GeV/c and with transverse momentum in the neighborhood 

of 0.15 GeV/c. 

Cross sections were measured using all four of the carbon targets: 

the standard 1/2" thick and the "large," "small," and thin (1/4") carbon 

targets. In addition, the measurement with the standard carbon target was 

repeated two weeks later. Examination of these and other repeated measure­

ments, and of the smoothness of the data, leads us to believe that the 

tabulated errors well represent the relative uncertainties of the cross 

sections. The uncertainty in the overall normalization comes from two 

sources: the calibration of the ion chamber (2%) and the calibration of 

the acceptance of the spectrometer and detectors (8%). The resulting error 

of ±8.1% is not included in the errors quoted in Table 4. 
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Fig. 21. Repeated measurements of the Lorentz invariant single 
particle inclusive cross .section for the reaction 1.75 GeV/c/N 
• • C - t ' p t l i t 1.75 OeV/c and p T near .15 GeV/c. All four 
carbon targets were used during one run session and the standard 
carbon target measurement was repeated two weeks later. 
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Other errors which apply in different situations to a greater or 

lesser degree were not included in the tabulated errors. Since the cross 

section often changes very rapidly with angle and momentum, a small error 

in the angle or momentum can lead to a large error in the resulting 

cross section if the angle and momentum are assumed to be correct. The 

uncertainties in the angle and momentum are due to uncertainty in the 

accuracy of the hardware and software which set and control the magnet 

currents. Fortunately these uncertainties are greatest at low momenta 

where the cross section is usually relatively flat and the uncertainty is 

of little consequence. The error in the momentum setting is a constant 

4 parts in 4096 of the maximum momentum setting for magnets M8A, MSB, Ml 

and M2. This gives Ap = 0.0091 GeV/c. The error in the angle setting is 

composed from the uncertainty in the settings of M6V and M7V 

40 = 0.0014(Z/P) B E A M + 0.0016(Z/P) D E T E C T E D . 
PARTICLE 

Multiple coulomb sca t t e r ing of the primary beam and the produced 

par t i c les in the target material contr ibutes to the measured cross sect ions, 

broadening the angular d i s t r i b u t i o n s . This i s worst for the case of 

0.93 GcV/c/N at- Pb •* a + X at momentum 3.7.2 GeV/c--the sharpest angular 

d is t r ibut ion seen in the experiment. The angle az which the angular 

d is t r ibut ion from multiple Coulomb sca t te r ing has fallen to 1/e of i t s 

peak value i s 0. , = 1 1 . 7 mr, so p_ . = 43 MeV/c, a width which .is 

comparable to that of the observed angular d i s t r ibu t ion at small p_ 

(see Fig. 37), thus masking the par t of the d is t r ibu t ion due to the 

nuclear force. The effect of mult iple Coulomb sca t te r ing i s much less 
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for most other situations, and the data have not been corrected for its 

effects. 

Occasionally, in data taken at production angle 6=0°, the lowest 

momentum bin (bin 10) had a cross section result which was inconsistent 

with the rest of the data. Examination of the numbers of events in the 

momentum bins for the full and empty target runs revealed that a 

disproportionately large number of events often occurred in bin 10 in 

both full and empty target runs, at 8 = 0°. When bin 10 was inconsistent 

it vias also observed that the ratio of event rates in the empty and full 

target runs for this bin was very inconsistent with the other 5 bins, 

often exceeding a value of 0.6. This effect was attributed to particles 

produced by collision of the beam with material upstream of our target, 

since there are no bending magnets between the first focus after the exit 

of the Bevatron and our target. A slight shift in the circulating 

intensity or radius, extraction radius, or external tuning could cause 

collisions with the beam pipes. The bulk of this production from upstream 

of our target was seen to occur in bin 10. If the shift occurred during 

a full-empty target sequence, then the result of the subtraction for this 

bin would not reflect the true cross section for the target material. For 

this reason, data points for bin 10 which were inconsistent with neighboring 

points by more than 1.5 standard deviations and for which the empty/full 

target event rate ratio was 50% different from that of the other bins were 

removed from the data sample. 

Another effect which could produce incorrect cross sections at low 

momentum settings is the uncertainty in the magnet settings. If the 

settings of the different magnets are not matched, i.e. do not transmit 
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the same momentum down the center of the channel, then the acceptance of 

the spectrometer may be lower than at higher momenta where the relative 

uncertainties in the settings is less. This could result in the measured 

cross section's bein^j 5% low at po = 0.5 GeV/c. 

E. Editing of the Data 

Not all of the cross sections calculated by the methods described in 

Sections A and B are included in "able 4. Because of the very large 

quantity of data, we felt it necessary to produce a sample which was 

trustworthy and which exhibited all the essential features of the data. 

In order to accomplish this the data were edited according to a set of 

flexible but not arbitrary criteria. 

First, we eliminated all cross sections of bin 12 with relative errors 

greater than 75% and all cross sections of bins 1-11 with relative errors 

greater than 50%, since the number of events for such errors is so small 

that they 'nav be tails of distributions of other particle types. 

In addition, other cross sections were eliminated when it was clear 

that there was this type of contamination even though the errors calcu­

lated were less than 50%. The high momentum tail of the deuteron distri­

butions at small production angles was actually seen to level off. This 

was clearly due to contamination by the much more populous tritons and 

indicates that the model time-of-flight distribution is less accurate at 

velocities away from the beam velocity. Also for the reaction 2.88 GeV/c/N 

a + C •* 3H + X at 6 = 0° we see a peak in the momentum distribution of 3H 

at p = 2.88 GeV/c, i.e. right under the proton peak. In the same momentum 
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region the 3He-distribution is falling with momentum and charge independence 

is violated by more than a factor of 3 in the calculated cross sections. 

In other momentum regions charge independence holds to approximately 10%, 

a result consistent with other reactions involving 3H and 3He. ^ 

Finally, as described in Section D, bin 10 cross sections were omitted 

at production angle 9 = 0 ° when both the cross section and the ratio of 

event rates for the empty and full targets were inconsistent with nearby 

points. . 
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Table 4. 

[See inside back cover.) 
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V. RESULTS AND CONCLUSIONS 

The results are listed in Table 4, organized according to the 

momentum per nucleon of the projectile alpha, the target material, the 

momentum and angle setting of the^spectrometer, the type of detected 

particle w d the 12 angJe and momentum bins within a given setting of 

the spectrometer. The Lorentz invariant single particle inclusive cross 

sections and their associated errors—including all sources of error 

except the overall normalization uncertainty of ±8% for the experiment­

a l listed in units of mb-GeV/(sr-(GeV/c)3). Momenta are in GeV/c and 

angles in degrees. 

The invariant cros, . v-.ction is plotted in Figs. 24-71 with the error 

bars on the ordinate taken from Table 4 and the error bars for the abscissa 

[indicating the bin width) only plotted when the bin being plotted is bin 

12--the whole spectrometer bin. The data plotted have been edited further 

to keep the number of points on a plot at the minimum necessary to demon­

strate the dependence of the cross section on the abscissa. Thus we use 

bins 1-5 for plotting vs transverse momentum and bins 6-10 for plotting 

vs longitudinal variables. Bin 12 is used when the finer bins have been 

edited out according to the criteria in Section IV E, or when the cross 

section is relatively constant and the finer bins would add no.information 

to the graph. 

In some instances, the apparent dependence of the plotted cross section 

on the abscissa is not smooth. There are two types of situations in which 

this occurs: 

. 1) The transverse momentum distributions at non-zero production angle, 
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where the cross section falls steeply with momentum, appear to be discon­

tinuous with an apparently high cross section in the high angle bins for 

each spectrometer setting. An example of this is the transverse momentum 

distribution of deuterons from 2.88 GeV/c/N t x + C - » - d + X a t p = 6.75 

GeV/c, shown in Fig. 42. The momentum distribution at 6.75 GeV/c is very 

steep as may be seen in Fig. 29. When we take into account the second 

order effects in the spectrometer optics (chromatic aberrations} the 

vertical acceptance is smaller (i.e. the magnification from focus F3 to 

F5 is smaller) for momenta below the central momentum of the spectrometer 

and higher for higher momenta. As a result the angle bins are closer 

together in angle at a given setting for the low momentum particles and 

farther apart for the high momentum particles. Since nearly all the events 

in above mentioned examples are in the low momentum end of the acceptance, 

the angle bins are really measuring more closely spaced angles .eor those 

events than the nominal values. Of course the central bins (bins 3, 11, 12) 

do give a correct and smooth distribution. 

2) The moment'.is distribution at high momenta and non-zero angles 

shows an apparently lower cross section in the higher momentum bins within 

a given spectrometer setting. For example the deuterons from the reaction 

2.88 GeV/c/N a + C + d + X i n Fig. 29 show this effect. This results from 

the fact that we are not really plotting at constant p = .58 GeV/c, since 

the higher momentum bins sample a higher transverse momentum (though 

partially reduced by angle-momentum correlation introduced by vertical 

bending magnet M7V) and thus see a lower cross section. 

Except in Figs. 64-71, where the curves are computer-drawn fits, all 

curves are hand drawn to guide, but, we hope, not unduly prejudice, the eye 

of the reader. 
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A. General Characteristics 

Fig. 24 shows the 0° spectrum of fragments from the collision of 

0.93 GeV/c/N alphas with a carbon target. Namely, we have plotted the 

invariant cross section for the production of protons, deuterons, 3H 

and 3He at angle 0° versus the momentum of the produced fragment. Figs. 

25 and 20 show similar spectra for the 1.75 and 2.88 GeV/c/N alpha beams, 

respectively. The major features evident are: 1) Projectile fragmentation 

peaks for each fragment at the same momentum per nucleon as the projectile, 

2) a central plateau or valley at intermediate momenta, 3) the tail of the 

target fragmentation distribution at low momenta. In comparing Figs. 24, 

25, and 26 with each other we see that the heights of the peaks are inde­

pendent of projectile energy, whereas the cross section in the central 

region decreases with projectile energy, especially for the heavier frag­

ments. In fact in this central region the cross sections for 3H and 3He 

fall by a factor of 100 between 0.93 and 2.88 GeV/c/N. Fig. 27 shows the 

same data as Fig. 26 plotted against rapidity. The persistence of velocity 

and the clear separation between the projectile and fragmentation regions 

are evident. 

The near equality of the 3H and 3He cross sections is apparent in Figs. 

24-26, with the 3H cross section being approximately 10% higher. This 

result is in approximate agreement with isospin invariance of the nuclear 

force, with the 10% deviation from exact equality of the cross sections . 

being the same as the deviation observed in the exclusive reactions 

p + d •* 3H + v*, 3He + IT0, as predicted from electromagnetic effects. ' 

Fig. 28 shows the momentum distribution of protons at several values 

of transverse momentum for 2.88 GeV/c/N alphas incident on carbon. Figs. 
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29-31 show the analogous distributions for d, 3H (from 1.75 GeV/c/N alphaa), 

and 3He, respectively.' The fragmentation peaks are seen to be sharply 

peaked in transverse momentum, so that, for instance, in Fig. 28 at 

p„ = 0.44 GeV/c there is only a shoulder at p = 2.88 GeV/c, rather than the 

sharp peak seen in the p T - 0 spectrum. At momenta beyond the fragmentation 

peak, an approximately exponential decrease of the cross section with 

momentum is evident, with a slope which is nearly independent of transverse 

momentum. In addition, the momentum at which the cross section peaks at 

a given p„ shifts to lower values at larger p . This indicates the kinematic 

effect of scattering from the target and implies that the sudden approximation 

does not adequately describe the data, not ovc-n out to p_ = 0.15 GeV/c. 

Fig. 32 shows the momentum spectrum of protons produced at 0° by 2.88 

GeV/c/N alphas incident on each of the targets: H, C, Cu, and Pb. The 

cross section is only weakly target dependent beyond p = 2.5 GeV/c but is 

increasingly target dependent at lower momenta, so that, for the heavier 

targets, the tail of the target fragmentation region extends quite close 

to the projectile fragmentation region. This target dependence is stronger 

yet at low momenta for the heavier fragments; the d, 3H, and 3He distributions 

may be seen in Figs. 33-35, respectively. Fig. 36 shows the 0° production 

of protons from 2.88 GeV/c/N alphas incident on the four targets, i.e. the 

same data as Fig. 32, plotted against the proton rapidity. This shows more 

clearly that we see only the tail of the target fragmentation region. 

We now examine some transverse momentum distributions. Fig. 37 shows 

the p™ distribution of alpha particles scattered at the beam momentum from 

0.93 GeV/c/N alphas incident on the four targets. Figs. 38 and 39 show 

the analogous results for the 1.75 and 2.88 GeV/c/N alpha beams, and Fig. 
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40 shows the data for 2.75 GeV/c/N alphas separately for the four targets. 

At lower p T diffraction feature* are prominent, and at large p- the 

dependence on p„ appears to be exponential. 

The transverse momentum distributions of protons at several values 

of momentum for the reaction 2.88 GeV/c/N a + C •+ p + X are shown in Fig. 

41. At p = 2 GeV/c, well below the peak momentum, the p T distribution 

is relatively flat. At the projectile velocity (p = 2.88 GeV/c) the 

distribution has two apparent regions; for p™ < 0.2 GeV/c the distribution 

is approximately gaussian with a width of 55 MeV/c, and for p„ > 0.2 GeV/c 

it is approximately exponential with an inverse slope of -173 MeV/c. Nearly 

the same exponential slope appears at high momenta also. Similar features 

are observed in transverse momentum distributions of the deuterons (Fig. 42), 
3Hc (Fig. 43), and 3H. 

The data for the reaction 2.88 GeV/c/N a + C -* p + X ^°en in Figs. 28 

and 41 are summarized in yet another way in Fig. 44. Contours of constant 

invariant cross section are plotted on the rapidity-transverse momentum 

plane. The countours were obtained by finding the p and p T where tt.e 

curves drawn in Figs. 28 and 41 reach fixed values of the cross section. 

These points were plotted on the (Y, p„) plane and then the points for a 

given cross section were joined with a smooth curve. The mirror image in 

p„ was added for symmetry, and the scales were adjusted so that a distri­

bution which is isotropic in momentum will give circular contours for small 

momenta in the frame in which the distribution is isotropic. 

The highest contours in this plot clearly indicate the dominance of 

projectile fragmentation in our data. However we can see that, even for 

these highest contours, the distribution is not exactly isotropic, i.e. 
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not even out to p T = 0.1 GeV/c. It is apparently broader in the backward 

and transverse directions than in the forward (large rapidity) direction. 

The intermediate cross section contours indicate the broad central region 

which is relatively flat in Y and p T < And the lowest cross section contours 

at large transverse momenta indicate the kinematic limitation of longitudinal 

momentum at large p~, and possibly a source of protons in the central region 

of intermediate rapidity. This contour plot is a powerful way of summarizing 

the data and aiding our physical intuition. 

B. Limiting Fragmentation 

We now turn to a determination of the degree and range (in beam energy, 
PRO J transverse momentum p T > and projectile frame longitudinal momentum p. ) 

of validity of the hypothesis of limiting fragmentation in our data. The 

transverse momentum distributions of beam velocity protons produced by our 

three energies of alpha beams incident on a carbon target are shown in Fig. 

45 and again in Fig. 46 in a reduced p„ range. There is no apparent energy 

dependence of the invariant cross section between 1.75 and 2.88 GeV/c/N 

in these distributions; however the 0.93 GeV/c/N peak is approximately 15% 

lower, while at P T = 0.2 all three energies have the same cross section, 

indicating that the distribution is broader at 0.93 GeV/c/N. The broader 

distribution at 0.93 GeV/c/N is seen again for the deuteron p- distribution 

in Fig. 47. On the other hand, the transverse momentum distributions of 
3II shown in Fig. 48 show the opposite energy dependence from that of protons. 

Namely the 3H distribution peaks at a lower value and is broader with 

increasing beam energy. 
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The projectile rest frame longitudinal momentum distributions of pro­
tons at p_ = 0 for our three energies of alpha beams incident on a carbon '• 

PROJ target are shown in Fig. 49, and again in Fig. SO for p, > 0 only. Fig. 
51 shows the results for p_ » 0.3 GeV/c. In both cases, the 0.93 GeV/c/N 
data fall below the others beginning near p = 0.2 GeV/c. At p_ = 0 the 

PROJ ^ 
two higher energies agree within errors out to p = 0.4 GeV/c, while 
at p_ = 0.3 GeV/c, the 1.75 GeV/c/N data begin to fall below the 2.88 GeV/c/N 

PROJ * PROJ 
data near pi = °' 3 G e V/ c- F o r PL ° t h e c r o s s section falls with 
increasing beam energy. 

Limiting fragmentation is thus verified within experimental errors PROJ (±7-10%) out to p = 0.4 GeV/c in the energy range 1-2 GeV/N. The 
contrast between limiting fragmentation and scaling in this energy range 

PROJ may be seen by comparing the p. distributions for protons from our 
three energies of alpha beams incident on a carbon target in Fig- 49 with 

cm, cm 
P L / pmax' 

as shown in Fig. 52. 
this plot also indicates that the faster fall-off with p L at large 

PROJ Pj for the lower energy beams may be due to the constraint imposed by 
the available phase space. 

C. Projectile Frame Anisotropy 

In order to determine whether the sudden approximation applies, we 
can examine the fragment momentum distributions in the projectile rest 
frame to see if they aTe isotropic. 

First we examine the forward-backward symmetry. Fig. 53 show's the 
PROJ distribution of the longitudinal momentum in the projectile frame, p, , 
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PRftT PRftl 
for p[ > ° a n d Pr < ° i n - t h e reaction 2.88 GeV/c/tf a. + C •+ p + X 

PROJ PROJ 
at p T = 0. The p, *< 0 data is lower even at small p, . Similar 

results are shown for deuterons in Fig. 54 and tritons in Fig. 55 from 
1.75 GeV/c/N alphas on carbon. Forward-backward symmetry is clearly 
violated, especially for the lighter fragments. 

Forward-transverse symmetry may be examined in Figs. 56-60. Fig. 56 
PROJ ' PROJ 

shows the p. distribution at p T = 0 and the p„ distribution at p, = 0 
for protons from 1.75 GeV/c/N alphas on carbon. Fig. 57 shows the same 
distributions for 2.88 GeV/c/N alphas on carbon. The same distributions 
for deuterons, tritons, and 3He are shown in Figs. 58, 59, and 60 respec­
tively for 1:75 GeV/r/V alphas on carbon. In each case the p_, distributions 
are much broader and symmetry is violated for p. > 0.075 GeV/c/N. Clearly 
the sudden approximation is not valid and the effects of the scattering 
of the projectile and its fragments by the target must be taken into account. 

D. Target Dependence 

The dependence of the invariant cross sections on the target 
material at p„ - 0 has already been crudely shown in Figs. 32-36. In 
order to get a more quantitative measure of this dependence we have- fit 
the data for the carbon, copper, and lead targets to a dependence of 

N the form Al where A„ is the anionic number of the target material and 
the exponent N is determined from the fit. We may expect N < 1/3 for 
peripheral processes where the alpha interacts with the circumference of 
the target, N = 2/3 for processes in which the alpha interacts with the 
surface area of the target and N K 1 when the entire volume contributes. 
The target dependence N is plotted as a function of fragment momentum at 
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p T = 0 for the reactions 2.88 GeV/c/N a + Aj, * p, a, 3H, 3He in Fig. 61. 

The results for the same reactions at p„ - 0.3 GeV/c are shown in Fig. 62. 

And the transverse momentum dependence of-N for fragments at the beam velo­

city is shown in Fig. 63. 

For protons at p T - 0 and near or beyond the beam velocity we find 

a nearly constant value of N * 0.27, indicating peripheral production and 

approximate factorization of the target dependence in this region. For 

the heavier fragments at 0° and at the projectile velocity N is smaller yet, 

for example N = 0.12 for 3H and 3He. At lower momenta the value of N is 

higher, in fact for 3H and 3He it reaches N = 1.4 at p = l.S GeV/c. We also 

find that n rises with p~ (Figs. 62 and 63), indicating that a larger range 

of impact parameters contributes to events with larger momentum transfer. 

E. Model Comparison 

In a more quantitative look at the data we have fit the production 

of fragments at greater than beam velocity to the form (1 - X R ) n and 

compared the results with the predictions of Schmidt and Blankenbecler. 

They propose a relat^vistic parton model for the nucleus in which the 

nucleons play the role of partons. The model predicts, using nucleon-

nucleon scattering parameters and a generalized Hulthen wave function, 

which is characterized by a parameter g, that the fragment spectra at large 

X R will have the dependence (1, - X R) . The exponent n is determined by 

the measured (and thus fixed) form of the nucleon-nucleon scattering and 

by the wave function parameter g, which can be calculated from field 

theoretic models of the nucleon-nuc'leon interaction in the nculeus. -With 

alpha particles incident, they predict for protons n = 17, for deuterons •:. 
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n = 12» and for 3H and 3He n = S. Our data and the r e s u l t s of our f i t s are 

shown in Figs. .64-67. For the proton production in the reaction a + C -*• p + X, 

we are not able' to obtain a good f i t for a l l XR beyond the quas i -e las t i c f ' 

(beam velocity) peak. Rather we find two d i s t i n c t regions with the break .e 

• pDQJ 

. occurring at p. = 0.2 GeV/c. In Fig. 64 we see tha t the f i r s t region, 

near to the peak, i s f i t well by n = "35 (±0.4), and the second (higher Xft) 

region, where the model should apply, i s f i t by n = 15 (±6). For 1.75 

GeV/c/N alphas (Fig. 65) we obtain n = 11.3 (±0.2) for the high-XR region. 

These high Xn r e su l t s are both consis tent with n = 11.3 , since the error 
K 

on the 2.88 GeV/c/H data is very large. And the results are inconsistent 

with n = 17. Fitting the high X R distributions for non-zero p„ rfe get 

values of n near 11, decreasing slightly but consistently at larger p~. 

(Fig. 65). In contrast the model predicts that n should rise with p„. 

For 1.75 GeV/c/N a + C * d + X at p T = 0 we obtain n = 13.2 (+3.8) 

and at p = 0.3, n - 9.28 (±0.17) where n = II is predicted. The fits to 

the data are shown in Fig. 66 and large deviations from the data are ob­

served for both fits. For 1.75 GeV/c/N a + C -»• H + X at p_ = 0 we obtain 

n = 3.9 (+0.2), compared with the predicted value n = 5, and at p T = 0.3 

we obtain n = 3.54 (±0.04). These results may be seen in Fig. 67 and they 

deviate considerably from'the data at p„ = 0. For these heavier fra; lents 

the onset of the asymptotic region where the model should apply, is not 

clearly seen in our somewhat sparse data at large X_, so that it is diffi­

cult to make a clear test; however the model predictions appear to be 

consistently too high. 

In summary, although the model of Schmidt and Blankenbecler correctly 

predicts the usefulness of the parameterization of the cross section for 
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the fast forward fragments by (1 - XjJ , the detailed predictions of the 

model do not agree *|-"fch our data. 

We have also compared our data with the predictions of the coalescence 

model. This model-predicts the distribution of the heavier fragments 

by assuming that they are formed through the coalescence of the cascade 

nucIcons within some momentum radius po- The radius po is determined by 

. a fit to the data. Fig. 68 shows a comparison of the predictions for the 

deuteron and 3H- 3He spectra obtained from the proton spectrum for 1.75' 

' GeV/c/N alphas incident on carbon. Fin 69 shows the comparison for the 

2.88 GeV/c/N beam. The momentum, radius po = 110 MeV/c was chosen to fit 

• the data in the central regions. The model predicts well the relative 

sizes of the deuteron and 3H- 3He cross sections in this,region and does 

surprisingly well on the bulk of the 1.75 GeV/c/N data. For the 2.88 

GeV/c/N diata it falls below the data in the tails of the fragment distri-

•, buttons and is generally low for the. 3H- 3He production. Figs. 70 and 71 

show'that the angular distribution is not well predicted by the model, 

with the model falling consistently lower than the 3H- 3He data. Of 

course this model is expected to apply only in the central region where 

the production mechanism is pictured as having two steps: 1) the nuclei 

_, break into quasi-free nucleons, 2) these coalesce into the observed isotopes. 

'In. the'fragmentation peak- regions,, however, one does not expect the nuclei 

to.totally break apart into free nucleons. Thus in these *regions we can 

;* expect such a model at best,to set a minimum to which other mechanisms must 

,be.added.- , . - ' _ ' . ' ' • : 
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. .F. Summary and Conclusion . 

As yet the longitudinal and transverse momentum distributions measured 

in this experiment are not predicted by any existing model; however we. can 

point out the dominant features of the data: 

1) A sharp fragmentation peak at the projectile velocity and in the 

forward direction for each fragment of mass less than that of the projecr 

tile. The-production in these peaks is predominantly peripheral and agrees 

with limiting fragmentation for beam energies from 1-2 GeV/N and fragment 

momenta at least to 0.4 GeV/c in the projectile frame. The projectile .frame 

momentum distribution is not isotropic, being broader in the transverse 

and backward directions than the forward direction. These distributions,' 

at least in the case of protons, appear to be composed of two distinct 

regions in both the forward and transverse directions with the break 

occurring at p * 0.2 GeV/c. The momentum at which the cross section 

reaches its peak value at p T = 0 agrees well with what is expected from 

persistence of velocity, and this peak shifts to lower momenta at larger 

P T . 

2) Target fragmentation distributions of which we see only the 

distant tail. 

3) A central plateau (for protons) or valley (for the heavier products) 

with a very shallow angular dependence and approximate target mass depen-: 

dence of A- ' to A T " . With increasing beairi energy, this region becomes 

deeper (and of course broader), especially for the heavier fragments. 

We can as yet only begin to ask questions about the rich and varied 

spectra shown above. The wealth of data from this experiment will, we 
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hope, help us expand our understanding of "high energy" concepts such as 
liaiting fragmentation, particle production mechanisms, nuclear structure, 
and hadron-hadron interactions in general. It is only by combining.the 

. knowledge, insight, and techniques derived from the study of hadrons at all 
available energies that we are likely to be: able to reach a full and 
concrete'understanding of this apparently exptreme'ly" complex but, we hope, 
ultimately simple property of matter we call the strong interaction. 
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•;-" •-.'•;• APPENDIX' I 

,:.; » .•••:/. Ion Chamber Calibration * 

The ion .chamber was calibrated with be,ams "of 1.75'GeV/c/N and 2.88 

GeV/c/N 1 2 C + 6 counted directly with a scintillation counter. This 

straightforward procedure was slightly complicated by three facts: 

.1) The Bevatroh's pulsing magnetic field, motor generators and 

o.ther apparatus induced in the chamber and its signal cable a significant 

amount of noise" which had to be recorded and subtracted. 

2) The ion chamber had only a 1/4" thick active region and thus 

was of somewhat low sensitivity. 

3} At high incident'rates the photomultiplier and its electronics 

have significant deadtime and thus do not count with complete efficiency. 

In order to determine the background^ noise, the ion chamber readings 

were recorded for about 20 pulses with the beam plug in the channel. During 

the calibrations incident rates of 5 x 101* to 1.0 * 10 6 C + e per Bevatron 

pulse were used for about" 200 pulses. 

In order to. determine the ion chamber calibration all the data were 

fit to a formula which takes into account the deadtime T in the counter 

and electronics. For N particles per second counted, the deadtime per 

second is Nx, so if I particles per second are incident the number per 

second not counted is N T I , the number counted is N = I - N T I and I/N = 1 -*• TI. 

/If a charge Q is collected on capacitance C in one second, producing voltage 

• V to be read by the digital voltmeter, then Q - CV * I, so we may fit the 

• •._ data to_ the formula Q/N = a ? bQ and obtain the ion chamber calibration 
;. factor K = 1/a .[given in Table 3 in alphas/10"v11 coulombs). 
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FigureAl is a scatter plot of Q/N vs. Q for individual pulses of 1.7S 

GeV/c/N C + 6 . The fit determines K with a standard deviation of ±1%. 

The results of the calibrations are shown in Fig.A2 superimposed on 
f44) a plot of dE/dx in argon vs. kinetic energy. No saturation of the 

signal in the ion chamber relative to the other beam monitors was observed 

up to rates of 3 * 10 9 alphas per second, so the Z 2 and velocity dependence 

of dE/dx should allow us to determine the calibrations for our three ener­

gies of alpha-particle beams. The results of this determination, using, 

the 1.75 GeV/c/N C + & calibration as the basis for the calculation, are 

given in Table 4 in Section III. 
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Q (pC) 

Pig. M Ion chamber charge per counted carbon ion vs. ion chamber 
charge for individual Bevalac pulses. Each pulse is about one 
second long. 

2.0 

1 dE i p dx T 
1.0 

(MeV-cm /ftm.) .93 1.75 
GeV/c/N 

i 

2.88 

1. 2. 

Kinetic Energy/Nucleon (GeV/N) 

Fig. A2 Energy loss of protons in argon vs. kinetic energy/ 
nucleon compared with our- ion chamber calibration, results 
normalized to tho energy loss curve at 1.05 fieV/N (1.75 GeV/c/N). 

XBL 779-2469 
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APPENDIX II 

Monitor Telsocope Calibration 

The ionization chamber CIC) and secondary emission monitor (SEM) 

are sensitive to the entire beam coming down the channel; however the 

scintillation counter monitor telescopes Ml, M2 f and M3 are sensitive 

only to the beam incident on the target and are thus the most reliable 

beam monitors for cross section calculations. In order to obtain an 

absolute calibration of the telescope monitors at each energy and for 

each target we used the ion chamber and the "large" targets, which are 

made of material identical to the standard targets but are large enough, 

to intercept the entire incident beam. 

Let us define the calibration factor K for a beam monitor as the 

number of incident beam particles per beam monitor count. Appendix I 

describes the procedure for obtaining the ion chamber calibration factor 

KTf,. The number of counts per incident alpha in a telescope monitor 

M (M = Ml, M2, or M3) for a given large target and for charge Q collected 

on the ion chamber capacitor is M/CQ-K-.). We may obtain the number of 

counts for the target material alone by subtracting off the same number 

for the corresponding empty target. The calibration factor for this 

monitor is the reciprocal of this number: 
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T..Then,the calibration factor for a standard target of the same material 

- . • K S = K L G - < p * y - ( p l ) u ! • ; - . • • . 

.where p£ is the target thickness in gm/cm2. This calculation must be 

modified slightly for telsecope M3 because, as the target is moved verti­

cally upward for measurement 'at a larger production angle 6, M3 also 

.• views the target at a larger production angle. This angular dependence 

'is'determined by fitting to the formula M3/Q' = a + be + c6 2 all the 

suitable data runs for a-given beam energy and target. Then, if the 

large target calibration is made at production angle e = 0°, the M3 

':calibration factor is >. 

KgCe); = K L G(0?) -.(.1 + W a .+ ceVaHp^s/CpJ^LG- • 

As a check on this procedure, the cross sections obtained were 

.compared-for different beam monitors, and'the cross' sections obtained 

using the large and standard targets and the small and thin C targets 

were compared and found to be in agreement within the assigned errors. 

The results of the calibrations for all three alpha particle beam energies 

on the carbon, target are given in Table 3 in Section III, where, the 

calibration factors "given'for M3 apply at production angle 8 = 0°. 
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APPENDIX III 

Acceptance Calibration 

We define the solid angle-momentum acceptance of the detectors 
and spectrometer as 

<* ^ / / e c v y ^ de xd V(E-J (i) 

where po is the spectrometer rigidity setting and e , e > and p are the 
x y 

horizontal and vertical production angles and the particle magnetic 
rigidity .""respectively, at the target, and e(8 ,6 ,{|—) is the probability 

x y Po 

(efficiency) for detecting such a particle. 
During the design and construction of the spectrometer, the accep­

tance was predicted using the optical transforms from target to detectors 
calculated by program LBL TRANSPORT. To first order this is simply 
the dimensions of the detectors divided by the Jacobean determinant of 
the transformation 

PO 5 5 * 
fXs> v 5 . *>S\ 

' PoJ 
where X 5, Y 5, and Xi, are the detector sizes Cat focus F4 and focus F5). 
Because there are second-order effects linking 8 X and p/pp, a more exact 
calculation using the second .order transforms generated by TRANSPORT was 
carried out, employing a complex but straightforward analytic integration 
giving the result An -*- = '9.35 ysr. Po 

The acceptance was also determined empirically by measuring the de­
tection efficiency c(8 , 6 , p/Pn) using primary beams deflected ly small 
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angles 8^ and e at the target.; The efficiency ^(B^Cp/po) as a func­
tion of horizontal angle and rigidity at fl «=. 0° was determined by 
mounting a small, horizontal bending magnet M6S at the target which was 
used to deflect a 1.75 GeV/c/N'proton beam through angles 8 . Such a 
low momentum was heeded because of the modest strength of the M6S magnet. 

"Similarly, the efficiency e (0,8 ,p/Po) was measured with the deflection 
provided by vertical bending magnets M6V and M7V located symmetrically 
upstream and downstream of the target. The 2.88 GeV/c/N alpha beam was 
used in this set of .measurements to minimize the error in angle setting 

V'duij to the difficulty in setting and controlling M6V and'MW at low 
currents. The1 rigidity dependence was determined by varying the spectro­
meter rigidity setting PQ. The incident beams were counted with a target-
sized, scintillation counter T2 mounted at the target position. The 
efficiency is then c(8 ,8 ,p/p0) - TRIGGERS(6x,e ,p/p0J/T2 where, as 
defined in Section III', TRIGGERS = F4>F5X-FSY. The results of the measure­
ments are shown in Fig.A3 with hand-drawn curves to guide the eye. The 
fact that the maximum efficiency reached is £«.« = 0*9 may indicate 
obstructions or misalignment in the spectrometer beamline. 

In order to determine the acceptance, it is necessary to perform the 
integration indicated in equation (1). For the integrand we used the 
following function, which is consistent with, the horizontal and vertical 
measurements: 

E (8 , uY*p/Po) e

v(0, 8 , p/p 0 ) 

, •:: E t v v p / p ° > • *,. V (o , o, p / J — -
with the denominator included so as not to double count the maximum 
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CURVES ARE HAND DRAM TO OUTDE THE EVE' 

Fig. A3b e (0, 6 , £ ! vs. 0 2.8«-f!eV/o/H ALPHAS . ig. »J» y* y . p / y 

XBL 779-2470 
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efficiency; and the. momentum dependence. . The integrat ion was performed 

"•byj.fit.ting a cubic t o fourrdoftsecutive" points and in tegra t ing piecewise. 

^ A s a check, on,-this method the. mpmentuin dependence a t 6 =• 6 = 0° was 

integrated over^the independent measurements of e (0, 0, p/Po)» using 

•1.75,GeV/c proton's, and e (0, 0, p /pp) , using 2.88 GeV/c/N alphas. The 

measured points are shown in Fig. A4 with hand-drawn curves. The points 

are not iden t ica l for;the. two measurements due to the greater spread of 

the lower energy beam.- The ' resu l t s of the integrat ions d i f fe r by 3%^ 

The resu l t of the in tegra t ion of , the sol id angle-momentum acceptance 

i s 7.81 us t , which di f fers from the predicted r e su l t e . ^ • 9.35 = 8.24 yst 

by 5%. We have used t h i s measured value, with an assigned e r ro r of ±8%, 

which includes the effects of the uncertainty in the magnet s e t t i ngs and 

the measurement.and in tegra t ion procedure. 

I t was also, necessary to determine the acceptances of the angle.and 

momentum bins described in Section IV. The resolution in angle and 

momentum in the acceptance ca l ibra t ion measurements was only good enough 

to give an approximate se t of r e s u l t s for these sub-acceptances. In order 

to get more precise r e su l t s we measured cross sections using overlapping 

angle and momentum se t t ings and divided up the to ta l acceptance among 

the bins in order to obtain agreement in the overlapping regions. The 

resul t s of t h i s procedure are given in Table Al. 

Regions in which the cross' sect ion i s f l a t were used to determine the 

re la t ive acceptances of the b ins , and regions where the TTOSS section i s 

very-steep were used ' to determine the'mean angle or momentum for each bin. 

I t was found that counters F5Y-5 and F5Y-4 had less acceptance than 

• :F5Y-1,"2, and 3- This, r e su l t was consistent with the fact tha t e . , . v = 0.9, 
MAX 

http://�byj.fit.ting
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O 2 . 8 8 GeV/c/N a 

x 1.75 GeV/o p 

Pig.Alt e (0 ,0 , £ - ) v s . 2 _ 
P„ P -

XBL 779-2471 
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Table Al 

RESULTS OF ACCEPTANCE CALIBRATION 

< e ) ( m r . ) <p/P6> AS A p / p 0 (psr ) 

6 1 
y 

- 7 . 6 

V . ' - 3 . 8 

V 0 

e 4 
y . 

' 3 :6 

e 5 
y 

7'.6 

PI 0 
s 

P2 • . " 0 

P3 0 

P4 0 

PS ' p 
C e n t r a l • 0 

Whole 0 

1 . 0 . 1.614 

i:o 1.614 

1 . 0 ' 1.C14 

1.0 1.527 

1.0 1.43 

0 .029 . 2 .170 

i.on 1.279 

1.0 1.537 

.987 1.178 

f .968 1.721 

1.0 1.556 

1.0 7 .81 



indicating, a possible obstruction in the beamline and also consistent with 

the crude results of t'he acceptance calibration for these bins. The. 

mean angle 6 for these bins was adjusted by assuming the loss of acceptance 

was due to an obstruction which shadowed the lower portions of the counters, 

and this made the very sharp angular distributions smooth. Similarly the 

results obtained for the five momentum bins were consistent with the approx­

imate results of the acceptance measurement and gave smooth momentum dis­

tributions in both flat and steep regions. 


