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ABSTRACT

Essential capabilities of an integrated evaluation method-
ology for analyzing safeguards systems are discussed. Such a
methodology must be conceptually méaningful, technically defen-
sible, discriminating and consistent. A decomposition of safe-
guards systems by function is mentioned as a possible starting
point for methodology developﬁent.

The application of a societal risk equation to safeguards
systems analysis is addressed. Conceptual problems with this
approach are discussed. Technical difficulties in applying this
equation to safeguards systems are illustrated through the use
of confidence intervals, information content, hypothesisqtesting

and ranking and selection procedures.
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1. INTRODUCTION

Safeguards systems at nuclear facilities consist of the phy-
sical protection, material control and material accounting systems.
Therefore, a comprehensive methodology for evaluating vulnerabili-
ties and upgrade options of a safeguards system should consider the
interrelationships of these three systems. Suqh a technique is
needed to represent existing capabilities as well as £o quantify
the‘impacts of specific system improvements.

As a way of approaching this methodology development, the con-
cept of systems integration must be considered. A very general
integration scheme would allow for consideration of the safeguards
consequences arising from such systems as operations and safety.
However, safeguards integration has generally come to mean the spe-
cification of and allowance for interactions among thé physical
protection, material control and materiai accounting systems at a
nuclear facility. A comprehensive evaluation method should provide
the framework for including system interactions at any level
desired. The first major topic of this reportvis a general discus-
sion of comprehensive evaluation methods for safeguards systems
analysis and desiqn. -

One method of safeguards system evéluation that has been
proposed uses tHe concept of societal risk as a measure of system
effectiveness. The risk equation includes three terms: frequency
of events, probability of events having consequences of public
concern and a measure of the societal impact of the consequences.

A risk approach has been used effectively to analyze safety systemé

and associated risk to the public. However, the application of



risk anainis'to safeguards i$.no£AasAstﬁaightfdrward és'iﬁs
application to safety. The second subject of this réport is
a technical anélysis of risk and its application to analysis of
safeguards sYstems.' Particular atténtion is given ﬁo the prob-
abilistic assumptions in risk ahalysis, uncertainty ip societal
risk results and the use of risk as a decision-making tool in

safeguards analysis and design.
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2. EVALUATION METHODOLOGY

The desirability of developing a technique for evaluating
overall safeguards performance is recognized and should be
actively pursued. Several topics that must be considered in a
comprehensive evaluation have been identified. These include
problem definition, properties of evaluation methods, effective
ways of decomposing the problem into manageable portions and the
recognition of differences in integration and aggregation tech-
niques.

The first problem which must be addressed is the scope of
the effort. One possible type of integration involves strictly
safeguards functions; i.e., physical protection, material control
and material accounting. This approach would allow specification
of trade-offs among safeguards options within a facility in order
to optimize protection. A higher level of integration could be
achieved by consideration of interactions among systems at a
facility, such as safeguards, operations and safety. This level
of integration would be extremely useful in design studies but of
less use in vulnerability analyses. Therefore, the purpose of

the integration methodology must be defined explicitly.

2.1 Necessary Properties

The develobment of a comprehensive methodology for assessing
safeguards system performance would be useful for identifying
vulnerabilities, as well as for specifying trade-offs, for exam-
ple, in comparing the cost impact of upgrades to a facility or

upgrades at different facilities. There are several properties

11
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which such an evaluation method should possess in order to be

effective in determining appropriate trade-offs. The evaluation

method should be

1.

Conceptually ﬁeaningful. The method should be easily
understood and logically related to the feal‘éystem and
its environment. .

Technically defensible. The‘theofeticaliderivation of
the methodology should be oorrect and understandable in
order for the results to be accepted. Aléo{ the infor-
mation used in the method should be defensiblo ana as
far removed from arbitrary judgment as possible.‘
Discriminating. The‘methodology should be able to dis- -
tinguish quaﬁtitatively the differences in'&arious sys-
tems. It should aid a decision maker beyoqd his intui-
tion and knowiedge of tﬁe system.

Consistent. Independent analysis groups, using the same

information, should reach similar upgrade or evaluation

'decisions.. If theip_recommendations différ, it should

be theoretically and practically possible fo.identify

their different assumptions.

If these properties are included in an evaluation methodology,

then a useful tool for analyzing, comparing and contraéting safe-

guards systems should result.

2.2 Threat Decomposition

Some consideration has been given to two methods of decom-

posing this problem into logical, connected parts. One decompo-.



sition can be accomplished by generating a set of specific threats
that are believed to be credible at a certain facility. Another
method is based on decomposing the facility safeguards system |
according to functions performed by safeguardé components. Both
methods are discussed below.

The threat decomposition method begins with a specification
of adversary intent, such as sabotage or theft, and then proceeds
to more detailed threat characteristics, such as specific adver-
sary goals, adversary types, personnel and resources. Threat
decomposition relies explicitly on the choice of a small, facil-
ity=specific numher of threats chosen independently of the safe-
guards features at the facility. Figure 1 provides an example of
a threat decomposition to the personnel level, resulting in 13
specific threats. Because it depends on a specific threat spec-
trum, this method probably cannot identify safeguards deficiencies
other than those inherent in this set of threats. If intelligent
adversaries are assumed, then a threat that is not considered in
the site-specific threat spectrum and hence is not explicitly
guarded against, could easily become the most likely to occur.
Threat decomposition, because it begins with threat specification,
could provide no information on vulnerabilities or capabilities
beyond those addressing the analyst's a priori conception of cred-
ible threats.

Another shortcoming of threat decomposition is that it
forces analysis of safegquards systems using scenario techniques
in order to address the specific threats. Scenario techniques

certainly play an important role in safeguards analysis, but they
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Figure 1. Threat Decomposition
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present rather serious problems when used exclusively. The goal
of performing a comprehensive analysis can never bé attained by
considering scenarios alone with nb regard for the interactions
between the safeguards systems and the threats. Becausé of the
intractably large number of possible scenarios for any threat,
some bounding technique must be employed that ié as independent
of arbitrary judgment as possible. Threat decomposition requires
the analyst to bound the problem subjectively by making value
judgments concerning what is thought to constitute a "represent-
ative" scenario. It is not clear how this scenario is to be
chosen nor how it is to be determined that any one scenario
includes all aspects of a threat. This method relies heavily on
arbitrary judgment and thefeby loses technical éredibility be-
cause of the subjective choice of scenarios. For the reasons
cited above, this type of analysis is conducive to neither repro-
ducibility of results, internal consistency nor comprehensiveness.
2.3 Functional Decomposition

The threat spectrum must be factored into the evaluation,
however. The capabilities of the safeguards system itself should
be used to identify which types of threats are difficult to pro-
tect against and, therefore, must be further analyzed. This
approach to the problem would decompose safeguards systems into
the various functions performed by the systgm. Examples of func-
tions could include interruption, neutralizatioﬁ, access denial,
prevention of acquisition and prevention of removal. These terms,
as well as other safeguards terms, are defined, in the glossary.

The decomposition would proceed to a detailed level, such as the

15
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component level. If elements of the material control and account-
ing system, such as paper transactions or accounting récords, are
considered as components, then all decompositions qould be consid—
ered to extend to the component level. This method is logically
compelling because the adversary interacts wiﬁh the safeguards
system at the component level, and the specifics of thié interac-
tion are what the analyst needs. Component performahce can then
be specified, and the capabilities of the system can bé determined.

Figures 2a-2c show a decomposition based upon theiéubfunc-
tions of sabotage prevention and prevention of theft and diversion.
Sabotage is prevented by preventing access to or des;ruction of
material or components. Theft can be prévented by prevention of
access, acquisition or removal of material. The decomposition
can proceed in a similar manner to the component level. In this
manner, systems responsible for each Safeguards component may be
identified and evaluated. Figures 2a-2c identify thé'physical
protection (PP), material control (MC) and material accounting
(MA) systems and their resp095ibilities{ |

In the functionéi’décoméositibn, the threat épeééfum for a
facility is factored into the problem at the component level by
specification of component performanée against'postuiaﬁéd threats.
This is a more general method than considering threéts as the
first step in the analysis because the problem can be bounded in
an explicit, reproducible manner. Bounding is achieved by using

realistic limits on component performance against adversary capa-

bilities, thereby obviating the necessity of finding "representa-
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tive" scenarios. Best-estimate analysis is easily’performed, and
sensitivity analysis can be done by varying componént performance
parameters. Note that all elements of a safeguards system, e.g.,
barriers, alarms, communication devices, guards, procedures, paper
transactions, etc., can be considered as componenﬁs with associ-
ated performance paraﬁeters. Such a functional decomposition
could allow integration of safeguards syétems with other facility
systems.

It is impossible to specify an approach for the best evé;ua—
tion methodology. Conceptually, it does appear that a functional
decomposition provides a better starting point for evaluation
than a threat decomposition. The best approach may very well be
different from either of these. It is clear, however, that more
work should be devoted to this problem.

An additional word is in order concerning integration ver-
sus aggregation of results for a safeggards analysis.v An‘inte—
grated evaluation scheme implies that System characteristics are
meshed at a level as detailed as possible and that this inter-
locking is continued, where possible, until a coherent, manage-
able result is obtained. Thus, such a scheme should explicitly
account for system interactions at detailed levels. % This type
of analysis may be contrasted with aggregation schemes, in which
a combinatorial technique is used to produce a number for deci-
sion making. Aggregation may be employed at any level of the
analysis but is often uséd as the last step of the analytic pro-

cess. Information is lost in aggregation, but this loss may



sometimes be justified, quite properly, by the increased ease in
assimilating the results. A good integrated methodology would
almost certainly require some type of aggregation as part of the
analysis. It is felt, however, that an aggregation is not suffi-
cient; some integration of system chéracteristics should be con-
sidered since a method of identifying and accounting for system

interactions has not been developed.
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3. SOCIETAL RISK ANALYSIS AND SAFEGUARDS

Risk analysis has proved its worth in several areas of appli-
cation. 1In particular, the analysis of system safety has shown
"that risk analysis can be very useful. This utility is, of
course, a direct conseqguence of the appropriateness of the appli-
cation, as well as the existence of meaningful data for parameter
specification and validation procedufes. There is a relatively
large body of data for component failure, and much work has been
done on the modeling of physical consequences resulting from
reactor accidents. Fault tree analysis can provide probabilistic
data for a safety system. All these factors combine to provide a

meaningful application of risk analysis to reactor safety studies.

3.1 The Risk Eqguation

The risk equation R = F:.P+C, where F represents event fre-
guency, P is the probability of the event having conseqguences of
concern and C represents the consequences of the event, was
presented as a method for studying the societal impacts of safe-
guards systeras.5 This so-called ERDA-7 risk equation could pro-
vide useful results if F, P, and C could be specified realisti-
cally. This section discusses the risk equation and its applica-
tion to a comprehensive safeguards evaluation methodology in the
context of the four properties listed above.

In the use of this risk equation in safeguards analysis, the
three terms have the following specific interpretations: F is a
mneasure of the nuniber of adversary attempts which may be directed

against a facility (it may be an absolute or a relative magni-
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tude), P represents the probability of a successful adversary
attempt égainst a facility (it is a measure of the effectiveness
of the facility safeguards system) and C is a measure of the

consequences resulting from a successful adversary attempt.

3.2 Safeguards Application

In general, risk analysis is a conceptually meaningful way
to study safeguards systems. It is related to how well the system
responds to postulated threats and eould, theoretically, be used
to evaluate trade-offs. The ERDA-7 type risk approach has serious
problems in its implementation, however. In fact, the author
believes that the last three desirable properties-fo;'an evalua-
tion methodology are not satisfied by this particulaf risk formu-

lation.

3.2.1 Technical Coﬁsiderations

The author feels that the ERDA-7 type risk frame@drk is not
technically defensible. The first objection is thaf‘the three
terms in the risk equation are not independent, an implicit assump-
tion of the method. Tﬁe numbers assigned to ffeéuéncy'agd pro-
bability are correlated because the advérsary's perception of the
probability of successful action influences the frequency of his
attempts and the type of strétegy to be used. Consequence numbers
are correlated with attempt frequencies because the adversary's
perception of possible consequences affects the likelihood of
his attempting any aggressive action. SuccessfulAattempt probab-
ilities are influenced by consequences through both the adver-

sary's dedication to achieving a particular consequence and the



safeqguards system's dedicatién to preventing that particular con-
sequence. Specification of the appropriate F, P and C, each of
which depends dynamically on the others, appears to be an intrac-
table problem.

In particular, the specification of F in safeguards applica-
tions is impossible. In safety studies, F represents component
failure frequencies. These frequencies can be measured and/or
approximated by experimental techniques and historical data. F
can be specified realistically in this application because of'the
predictability of hardware performance. In safeguards applica-
tions, the frequency of events, e.g., sabotage attempts, is not
predictable because the adversary is human and intelligent with
unpredictable actions. Also, the adversary is influenced by a
multitude of considerations. Thus, the analyst is forced to try
to predetermine a strictly human decision with virtually no in-
puts. The current data base of incidents at nuclear installa-
tions is so small that no useful information can be obtained from
it; nor is it clear that data for industrial sabotage and terror-
ist attacks is applicable to the nuclear industry. Even if such
a data base did exist, the extrapolation of the data into the
future would have little a priori validity, again because of the
human element involved. For example, it is possible that a suc-
cessful act against one facility would lead to a number of simi-

lar assaults at other facilities. The important point to make

in this regard is that the frequency of attempts is not a random
variable, although in the risk framework it is assumed to be

random.
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If the frequency term is considered to specify relative fre-
quencies, the same problems are encountered. Suppose the rela-
tive frequency of threat 1 to threat 2 is to be used. Then, the
the ratio Fl/F2 is of interest. 1In order'to assign a meahihgful
value to this ratio, meaningful information concerning F; and F,
must be available, whether or not a value is explicitly assigned
to these frequencies. Thus, specifying the relative frequency
is plagued by the same problems as assigning individual values
to frequencies.

Further problems arise when consequences ére_cohsidered.
Physical modeling has been done for radiation plume dispersal,
health effects and damage resulting from release of radiation,
such as from an act of sabotage. The result is a broad spectrum
of consequences depending on the amount of release and its char-
acteristics, meteorological conditions, population, evacuation
procedures, medical facilites, etc. Choosing a number to repre-
sent such a broad range of consequences is at best a rough
approximation, even though the potential health effects are the
portion of consequence analysis that can be tied to physical laws.

Other questions in consequence analysis must address soci-
etal impacts of events. How can the effects of theft of special
nuclear material be quantified? Even if the ultimate use of the
material were known, which will not usually be the case, it is
only possible subjectively to assign a consequence to the theft.
Factors such as public opinion toward the nuclear industry and
regulatory pressure resulting from nuclear incidents are also

germane to consequence analysis. Prediction and quantification



of these factors is little more than guesswork. It is concluded
that the enumeration of accurate consequences is an exceedingly

difficult problem.

3.2.2 Decision Making

It also appears that the ERDA-7 type risk analysis approach
is not able to discriminate adequately between different systems.
The uncertainty inheren@ in F, P and C as estimates of the true
values limits the ability of this risk methodology to distinguish
differences. This limitation of the risk equation will be illus-

trated, assuming for the first example a normal distribution of

the variables and fur Lhe second example a lognormal distribution
of the variables. Also, the information contained in the risk

equation will be shown to be always less than the information in

the probability term P. The information in P is obviously degraded

by using the ERDA-7 type risk approach.

Confidence Intervals

Consider the following measured ranges for the risk parame-

ters, assuming only one threat category:

C = 0.5+ 0.2

F may be interpreted as either an absolute or a relative event
frequency. F and C have been chosen to lie within the interval:
from O to 1 in order to minimize the impacts of absolute magni-

tudes on the risk. P, and P, are the probabilities of adversary
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success against the original system and against the upgraded sys-
tem, respectively. Note that each parameter is specified as a
random variable.

The error bounds on these parameters are interpreted in the
following way. 'Some measurement procedure, or analog of a mea-
surement procedure, is used to obtain the F, P and C parameters.
The errors indicate the standard deviation associated with the
proceduré. The underlying probability distribution is assumed
normal in each case, although this is certainly not necessary
for the following analysis. Normality_may generally be assumed,
however, for measurements and associated errors. Also note that
the uncertainty in each case is a conservative assumption. 1In
this example, F and C are assumed to be known with very good
precision, given the arguments cited previously. In an actual
application, these standara deviations would probably be much
larger than the specified mean in each instanée, perhaps by
orders of magnitude.

Using standard error propagation techniques, described in

Appendix A, the original risk is

R, = 0.04 + 0.031 .

The risk associated with the upgraded system is given by

R, = 0.015 + 0.015 .

The question of interest is whether or not the difference between
E[RO] and E[Ru] is statistically significant and distinguishable

by risk analysis.
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Figure 3 shows the frequency distribution of the original

risk, R This distribution was obtained by a Monte Carlo simu-

o
lation. One thousand random samples were chosen for each of the
parameters F, Po and C. These samples were drawn from the appro-
priate distribution for each parameter. The random samples were
constrained to lie within the unit interval, another conservative
assumption which decreases the variation in the resulting risk
values. One thousand samples of R, were thué obtained; Figure 3
gives the results.

The difference, d = E[R, - R, ], is also shown in Figure 3,
and the interval of width 2d about E[R,] is indicated. The sig-
nificance of this figure lies in the following. It can be
asserted that E[Ru] is significantly different from E[Ro]; how-
ever, from a statistical point of view, this assertion has a 43%
probability of being incorrect, as indicated by the cross-
hatched area in Figure 3. Another way of saying the same thing
is that a random sample from the frequency distribution of Ro
has a 43% chance of being farther away from E[RO] than E[Ru]
is away from E[R_]. 1If a one-sided test is preferred, siﬂce
E[R,] is less than E[R ], there is a 40% probability of a random
sample R, falling below E[R,].

Figure 4 is the probability distribution function of the
differences in sample values of the random variables RO and Ry,
again obtained from a Monte Carlo simulation. Assuming that the

F and C terms have been estimated independently for R, and R,

the calculated value of the difference is

D = 0.025 + 0.034 .

29
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If the mean value of the difference, 4 = E[D] = 0.025, is used as
a binary décision variable, this figure shows that with a 24% pro-
bability, indicated by the cross-hatched area in the figure, the
upgradéd system would be evaluated as having a worse risk than
the original systém, i.e., 24% of the time the random variatle

L = Ro - Ru < O; so that R, > R,- However, this difference /
‘will not be used only as a binary decision variable, i.e., for
choosing one systém over another, but also as a method for
comparing several systems. Because of the large standard devia-
tion associated with this difference, the use of this number and
similar numbers from other systems in a comparison or ranking
would lead to decisions with large probabilities of being errone-
ous. Figures 3 and 4 graphically illustrate the effects that
errors can have in this risk analysis 6f safeguards. .These un-
certainties arise when comparing only two systems. The problems
would be greétly compounded when considering several different

systems. Recall also that conservative assumptions have been

made at each step of this example.

" Information Content

Another way.bf examining uncertainty in the risk equation is
to consider its information content. In this context, the infor-
mation content is considered to be measured by the ratio of the
expected value to the standard deviation. This quantity may be
heuristically compared to the signal-to-noise ratio in communica-
tion theory. Appendix B provides the derivation of the informa-
tion content of the risk equation. A measure of uncertainty may

be defined as the inverse of the information content. Figure 5
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shows the information in AR as a function of uncertainty in AP.
The quanfityyAR is the difference in R, and R, resulting from the

change AP from PO to P,, that is,
R = F-AP*'C .

Figure 5 shows plots for information content in both the
risk equation and the P parameter as functions of uncertainty in
AP. As uncertainty increases, information content decreases, as
expected. Conversely, as uncertainty in AP approaches 0, corre-
sponding to perfect knowledge of AP, information in AR approaches
a finite value as a result of uncertainty in F and C. However,
information in P approaches infinity, again indicating perfect
knowledge. The most important point to notice is that there is
always more information containediin P than in the ERDA-7 type
risk equation. Therefore, the risk approach always decrades the
information which it utilizes. For statistically meaningful
changes in successful attempt probabilities from an original to
an upgraded system, the uncertainty in AP will probably be on
the order of 0.6 or less. This is the area of substantial infor-
mation loss in using the risk equation. For this example, the
uncertainty in AP is 0.4. Although chosen arbitrariiy, the values.
for P and P, that result in this value for AP are not unreason-
able. However, even if uncertainty in AP were near 1.0 or even
larger, the information content in the‘P parameter is still
greafer than that in the risk equation, and the problems with

statistical significance are still encountered if risk is used

as a decision tool.



flypothesis Testing

As can be seen from the foregyoing arguments, the merits of
risk as an evaluation tool are heavily influenced by assumptions
concerning the uncertainties in ¥, P and C. The usual cost-
impact approach ignores uncertainties, assuming that measured or
derived values are the true values. Consider another exanple
that incorporates somne of the measurement error concepts from the
Reactor Safety Study (WAstH-1400) .1 ‘rhis study was performed on
safety systems rather than safeguards systems, thus, probabilis-
tic assumptions are justified, and error bounds are easier to
specify. The example is based on lognormal probability distribu-
tions and uses the WASH-1400 assumption of order of magnitude
error bounds on certalin parameters.

The goal is to ascertain whether a given upgrade improves
performance over the original system. The original and upgraded
systems can be compared analytically by computing E[DJ = EﬁRO -
Ru] and examining the information content of this difference.

The goal is to determine whether an upgrade improves system effec-—
tiveness by greater than g x 100% cver the original system. In
terms of standard hypothesis testing, the goal is to determine
whether ry, = r, or whether ry, < (L - q)ro, where the lower case
letters represent the true values. The numbers for this example
were obtained from Reference 2, Table 9. Appendix C provides the
details supporting the following conclusions.

A system effectiveness measure of q = 0.24, or 24% improve-
ment, was derived by Al-Ayat and Judd.2 Suppose that a Type I

error of 25% is acceptable, i.e., 25% of the time an upgygraded
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system will be judged better than the original system when in
fact the risk associated with both systems is the same. Imple-
mentation of worthless upgrades would result from making a Type I
error. As is shown in Appendix C, 67% of the time the 24% up-
grade in systems effectiveness determined by Al-Ayat and Judd
will be rejected as worthless. If, instead of the 25% value
above, a Type I error of 10% is desired, then the 24% upgrade
will be rejected 83% of the time.

Alternatively, suppose that the capability of detecting the
24% upgrade 80% of the time is desired. Then a 70% chance of
making a Type I error occurs. In other words, 70% of fhe time
worthless upgrades will be implemented. If only 50% detection
of the actual upgrade is acceptable, then 38% of the time useless
upgrades will be implemented.

This example is yet another graphic illustration of the un-
certainties which plague the ERDA-7 type risk approach to safe-
guards. Drawing conclusions from this type of analysis will very
likely result in wrong decisions. In fact, even determining the
tradeoff between implementing statistically insignificant upgrades
and not implementing meaningful upgrades is virtually impossible

because of uncertainties.

Ranking and Selection

Another desirable attribute for an evaluation method is to

be able to rank upgrades. Suppose that there are n feasible up-
grades, U(1),...,U(n), and an analysis team would like to choose
the upgrade with the lowest risk. Common ranking procedures that

might be used for ranking the upgrades are weakened in much the
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same way as the hypothesis testing procedure when similar assump-
tions about uncertainty in F and C are made. To see this, com-
pare two upgrades, 1 and 2. Assume upgrade 1 has the true higher
risk so that ry > ry. The analysts would evaluate the two up-
grades and produce estimates R; and R;. They would then compare
the two estimates and choose the system with the lowest estimated
risk. In this case, they would like to choose upgrade 2. This
correct selection occurs if R; R2'or if D =R; - R, > 0. Thus,

the probability of making the correct .decision is
P(p>0) = P(R; >Ry) . (1)

Assume that F, P and C are independent lognormal random
variables. Also assume that the better upgrade, 2, has at least

a g x 10U% effectiveness as compared to the inferior upgrade, 1.

This constraint may be stated as
(1 - r,/r;) 2 q . (2)

Using Eq. < and two threat categories, consider the following

example:
THREAT
1 2
Upgrade 1 Py1 P12
Upgrade 2 Ps1 Py
Frecduency of Attempt £ £,
Conseqguence <y cy
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where p;§ = probability of adversary success'ag;inst the facility
with upgrade i.when threat j occurs. Let pjj; = p; and pzé = P2
and suppose that p;; = p,; and are negligible with respect to él
and p,. This assumption‘is made fof computational and notatioﬁal
convenience and does not materially affect the conclusions. Note-
that this example.is easily extended to any number of threats and
any number of upgrades.

The estimated parameters are related‘to the true parameter

values by-(see Appendix D, Egq. Dl):

Jop £, « exp(8g X;)
i

Ti i
C; = ¢4 -exp(SciYi) ‘ (3)
Pij = pij . exp(SpijZi)

and Z; are independent standard normal random

whgre the Xi, Yi

variables. Because of the assumptions concerning P12 and pyy,
b = FlClPl - F2C2P2 3

From kgs. 1 and 3, the probavility of a correct decision is

approximately

P(Flclpl > F2C2P2) = P[flclpl .exp(Slel + SClYl + S

plZl) >

f2C2P2 -exp(Sf2X2 + SC2Y2 + SPZZZ)] .

Taking the natural logarithm of this event does not change the

probability, therefore



Yl + S Zl) -

PLFiC P, > FyCyP,] = PL(Sg Xy + 84 :
1~1"1 2 fl P, (4)

1

The random variable on the left side of this equation is normal

with zero mean and variance

2 2 2 2 2 2 2
s¢ = § + S, + 8 + S + S + S . (5)
£ £, 1 ) Py Py

Using Eg. 2 and a g x 100% effectiveness of upgrade 2 as

compared to upgrade 1,

£,e2p
.
fyc1p1
Thus,

The probability in Egy. 4 may now be rewritten as

5 - = i - Ty l
pisW > In(f copy/fieypy)d = PLW > gln(l - 4)]
-1 - (ln(é-— ) ) (7)

where W is a standard normal random variable, and G(x) is the
standard normal cumulative distribution function.

prror factors for lognormal random variables are discussed
in Appendix D. -From the Appendix D discussion, Eg. 5 and the
assumption that error factors for F and C are greater than some
value, e, (see especially Appendix D, Eg. D2):

4(1n(e))?

s? > 5
(1.645)
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where 1.645 is the 95%N percentile point for the standard normal

distribution. The probability in Eg. 7 is bounded above, i.e.,

plW > é In(1 - q)] <1 - g

1.645 1n(1l -'q))
2 1n(e)
With a bound on the error factor, e, of 10 and q = 0.25, corre-

sponding to a 25% upgrade, the probability of making the correct

decision with this risk procedure is
P(correct decision) = 1 - G(-0.103) = 0.54 .

In other words, a risk ranking precedure ﬁsing the'f;equency and
conseguence error uncertainties in Appendlx D would have only a
4% edye over flipping an unolased coin for ch0051ng a'aS% upgrade.

As can be seen from these illustrations,, the uncertainties
associated with the risk equation limi£ its,effective‘use as a
decision-making aid. Even with conservative aesumpﬁions concern-
ing errors, the uncertainties preclude accurate judgements based
on the results. Furthermore, there hay be a better'decisien
variable subsumed in the rlsk equatlon, namely é.' The use of
successful attempt probabilities, P, is most likeiy not the
answer to the probleme posed by the deVelmeent of a comprehen-
sive safeguards evaluation method, but‘the argument -can certainly
be made that it is a more effective tool than the risk eqguation.

There are also problems with the consistency of the risk
approach. Because of the lack of meaningful daﬁa and method-
ologies for specificationAEf F and C‘as'well as discfepahcies
which may arise in the calculation of P, different analysis

groups would almost certainly arrive at different conclusions



regarding comparisons of safeguards systemé. The author feels
that the méjor coﬁtributors to this probable inconsistency are
the arbitrariness of specifying attempt frequencies, either abso-
lute or relative, and the problems of specifying meaningful con-
sequences. In general, the lack of a coherent methodology for
parameter specification places séveré constraints on the consist-
ency of the risk analysis approach.

For the several reasons discussed in this section, it is
believed that the application of the ERDA-7 type risk approach
to safegqguards systems is not feasible. In particular, the use
nf this risk equation as a safequards analysis tool has serious
technical drawbacks, is unable to discriminate effectively be-
tween different systems and is likely to be inconsistent in its
application. Therefore, an entirely different approach is indi-

cated for development of a comprehensive evaluation methodology.
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4. CONCLUSIONS

A need exists for the developmentlof a comprehensive evalua-
tion methodology for analyzing safeguards systems. Such a method-
ology would also be valuable as a design aid. An acceptable eval-
uation technigue must be conceptually meaningful, technically
defensible, discriminating and consistent. Preliminary work indi-
cates that a useful starting point for development is a functional
decomposition of safeguards systems, proceeding to the component
level, if possible. More work remains to be done, however, before
the best method can be specified. |

The ERDA-7 type risk approach has been examined in some detail
in its application to safeguards systems analysis. This approach
is inappropriate in safeguards work for many reasons. These include
the problems of obtaining useful data, errors in assuming that
attempt frequencies are random, dependence of terms in the risk
equation, problems in performing a meaningful consequence analysis
and uncertainties in the results of the risk analysis. For these
reasons, it is concluded that the use of societal risk as a
safeguards analysis tool will not be productive and, indeed, may

likely result in wrong decisions being made and implemented.
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GLOSSARY OF SELECTED TERMS IN
SAFEGUARDS SYSTEMS MODELING

Access Control - A function which monitors and enables authorized
movement of people and material through barriers and prevents
unauthorized movement of people, special nuclear material, and
contraband.

Access Privilege - Authorization to enter a protected area or to
have access to a security system component or to a protected
object.

Adversary - An individual or an organized group threatening health,
safety, or national security through an intention to comment
malevolent acts involving protected objects, e.g., nuclear
weapons. ’

Alarm - A mechanism to warn or alert the guard force; generally
consisting of some form of sensor and a device to communicate
signals from the sensor to the security force.

Area - A space enclosed by a connected set of barriers and con-
trolled openings.

Assessment (of an alarm) - Action by members of the security force,
to determine whether an activated alarm indicates an actual
threatening situation or is a false alarm, or to collect fur-
ther information on the origin of an alarm signal.

Barrier - A material object or set of objects that separates,
demarcates, or impedes passage.

Component (security-system component) - A mechanism that helps
carry out one or more of the assigned functions of the security
system, e.g., an alarm or a barrier.

Consequences - Losses to society caused by perpetration of an event,
including death, injury, and property damage, as well as other

types of losses to society.

Covert Activity - An activity that has not been recognized by the
security system.

Critical Insiders - An insider, or some combination of a few in-
siders, that has high capability or the highest capability
(based on access and control privileges) to carry out success-
fully an adversary action.

Critical Path - A penetration path that, by some measure, provides
an adversary with a high probability (or the highest probabil-
ity) of successful accomplishment of his goal.
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Deceit (mode) - An action mode wherein the adversary seeks to
overcome some element of the security system by misrepre-
sentation or deception, e.g., by wearing a bogus uniform or
using counterfeit identification.

Delay - An increase in the time required for compietidn of some
activity.

Detection - A determination that an unauthorized action has
occurred. Detection includes sensing, alarm, and assessment.

Deterministic (treatment of stochastic elements) - A type of
mathematical treatment wherein any random elements in a system
are not explicitly retained. They may be reflected in values
chosen for certain parameters, e.g., mean values for stochastic
variables.

Diversion - The removal of SNM from authorized. locations, '‘process

lines, or transports for some unlawful use by persons who are
authorized to possess the material.

Diversionary Activity - An adversary activity, the main objective
of which is to divert the attention of the security system
(or its capability to respond) from another, more important
adversary action.

Events - Unauthorized acts involving nuclear materials/or nuclear
facilities which cause or threatened to cause damage to
society.

Fault Tree Analysis - A technique that identifies those sequences
of events that lead to some defined end event. The analysis

reveals combinations of basic antecedent events that result
in the outcome of interest.

Force (mode) - An action mode wherein the adversary employs overt
aggressive activities--such as violence, compulsion, con-
straint, or the proximate threat of these--against people or
things, in order to overcome some element of the security
system. ' )

Global Assessment - An evaluation of a security system that is,
in some well-defined sense, comprehensive with respect to
the entire range of adversary actions that are judged to

threaten the Protected facility. For example, a model might
estimate the "worst-case" probability of success for a single

group of up to 12 men (with defined capabilities) that might
attempt to penetrate to a storage space and escape with SNM,

along any path through the facility.

Insider - Someone with legitimate authorization to carry out some
activity within the protected facility.
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Interruption - A security system action that breaks into an
adversary action sequence, leading at least to a delay or
shift in adversary action, e.g., the arrival of a guard and
the initiation of a combat engagement.

Material Accounting System - The personnel, equipment -and pro-

cedures intended to provide information on the quantity and
location of SNM within a facility for the purposes of inven-

tory and production control, as well as detection of theft
or long-term diversion.

Material Control System - The personnel, equipment and procedures
intended to limit the opportunity for diversion of nuclear

material, to initiate emergency material protection measures
upon receipt of alarms and to provide information relevant to
detection and assessment of anomalous conditions.

Monte Carlo Calculation - The statistical estimation of some
quantity by repetitive execution of a series of calculations
using an appropriately weighted random sampling of a parameter

space.

Neutralization - Defeat of an adversary force by a secuitry system,
in a combat engagement or by other means.

Outsider - A person that interacts with a facility without legiti-
mate authorization, i.e., someone other than an insider. ‘ v

Overt Activity - An activity that is recognized by the security

system.
Path (adversary path) - A possible route for an adversary between
specified points of interest at a protected facility, «g., '

from a point at the perimeter to a target (protected asset)
location, from the target to the perimeter, or both combined.

Pathfinding Procedure - A procedure that identifies adversary
paths that meet certain criteria, e.g., the path from the
facility perimeter to an interior target for which an adver-
sary using stealth would have the hlghest probability of
avoiding detection.

Performance Parameter - A numerical quantity, the value of which
decribes the level of performance of a person, system, sub-
system, piece of equipment, or component in relation to a
specified objective or function.

Physical Protection System - The personnel, equipment and pro-
cedures intended to operate in real time to interrupt and
neutralize unauthorized events.

Portal - A passageway through a barrier.
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Response - The actions of a safeguards system after the detection
and verification of an unauthorized event.

Response Time - The time required for a guard force to respond to
a perceived threat to protected assets. This can include time
for assessment of an alarm, for communication between guards,
and for travel between different points in the facility. In
the case of off-site response forces, it may include time for

preparation and transportation.

Safeguards System - The total system intended to prevent unauthorized

events involving nuclear materials or nuclear facilities.
Often subdivided into the physical protection system, the
material control system and the material accounting system.

Scenario-Oriented Model - A model that provides a capability to
simulate the events of specific scenarios when provided with
either a specified set of starting conditions and adversary
objectives or a detailed specification of the main course of
events.

Sensor - A device that responds to a physical stimulus (as sound,
pressure, or a particular motion) and transmit a resulting
impulse; generally a component of an alarm system.

Single Random Draw - Generation of a value for some quantity, such
as a performance parameter or a binary decision variable, by a
single random selection carried out in accord with an appropriate

probability distribution function. -

Stealth (mode) - Adversary action directed at overcoming elements
of the physical protection system by escaping detection. Such
actions may include evasion, covert violent actions, etc.

Subsystem (physical security subsystem) - A group of persons or

devices (components) forming a unified whole that serve some
common purpose as part of the security system, e.g., to detect
intrusion through the perimeter fence using various sensors,
power supplies, signal lines, signal amplifiers, an audible
alarm unit, and a visual display unit.

Tampering - Covert alteration of some security system component

or subsystem so as to weaken it or change it for the worse,
e.g., the covert deactivation of an intrusion sensor.

Target - An object or location that must be reached by an adversary
to accomplish his malevolent intentions.

Theft - The unlawful removal of SNM from a facility or transport .
by persons who are not authorized to possess the material.

Threat - All the attributes, actions, and strategies of a hypothe-

sized single individual or group intent on malevolent action
involving nuclear material.
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Timely Detection - Detection of an adversary activity in time to
have some chance to prevent the adversary from successful com-
pletion of his goal, e.g., the detection of an intrusion in

time to permit interception of the adversaries before they
reach their target.

Unauthorized Activity - In a protected facility, an action that is

not an authorized procedure or that is done by a person that is
not authorized to do it.

Validation - As applied to a security system evaluation model, the
collection of evidence that the results of the model's calcula-
tions are true, probable, or valid indications of the security
system's ability to accomplish its objectives.
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Appendix A

Standard Deviation of Product of Three Terms

Suppose three quantities are given by

X i a
y+b
4 i c .

Then, the standard deviation of the product, denoted by
xyz + 4 ,

can be calculated from the relation

()" - () () '

~|lo
NN
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Appendix B

Risk Analysis: Information Content

Given the equation

w
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where F, P and ¢ are specified as
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we are interested in the information content of
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Define the information content to be the ratio of the expected

value of a parameter to its standard deviation. The guantity of

interest is then

AR

OAR

Rccalling that Var(x) = E(xz) I Ez(x),

AR _ E(F.AP-C)

CAR JVar (AR)
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Appendix C-

Risk Analysis: Hypothesis Testing

The examplé presented in this appendix incorporates some of
the measurement error concepts described in Reference 1. The
study suggests that certain hardware components have order-of-mag-
nitude error bounds on their availabilities. The example illu- .
strates that similar uncertainty conéerning F and C terms seri-
ously degradés the discriminatory power of an evaluation tool
using societal risk. Note that these error bounds are based on
hardware. The actual uncertainty associated with F and € in the
safequards application would certainly be greater.

An important role for an evaluation scheme is to ascertain
whether a certain upgrade improves system perfbrmance. The method
should allow the analyst to determine whether performance is
actually improved or if the proposed upgraded system has virtually
the same risk as the original system. Upgrades generally consist.
of adding safeguard features to a facility so that risk will be‘
reduced; however, an expensive upgrade that leads to a very small
percentage decrease in risk may not be cost-effective. It is

imperative, therefore, that the method allow consideration of

whether a substantial decrease in risk has occurred or whether the
new system has essentially the same risk. This problem can be
placed within the framework of statistical hypothesis testing. In
this framework, there are two situations, or states of nature,

that concern the analyst:
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‘'l.. The original system risk is the same as the upgraded
system risk, i.e., ry = r,, and

2. The upgraded system risk is more than g x 100% lower than
the original system risk, i.e., r, < (1 - q)ro,

'Lower case letters represent true values, while capital letters

represént estimates of the true values. The following decision

table illustrates the situation.

TRUE STATE

ro = r, Ty < (1 - g)rg
]
ANALYST'S r, = r, Correct Type II Error |
DECISION - . .
r, < (1 --qg)rg Type 1 Error . . Correct

.If the analyst concludes that thé fisks aré'equal, when ih
fact they are, he has made a cdrfect choice; if he concludes that
“they‘differ when in féct they do not, he has made a Typé I error.
In this context, the Type I error corresponds to aetermining that
a marginal upgrade is valuable. Alte}hatively, it may be true
‘4tha£ the upgraded system is in fact q x 100% better; in this case,
if the analyst concludes that the fiéks are equal, he‘has méde a
Type Il error. A Type II error corresponds to deﬁermining that an
éffective upgrade is insignificant in terms of system performance.
Both of these errors must be considered in an evaluation. There is

generally a trade-off between the two: in this application of risk

analysis, the trade-off results in no confidence in any decision.



Assume that the goal is to determine whether a system upgrade
improves effectiveness by at least g x 100% over the original sys-
tem; Stated as a hypothesis test, the goal is to determine whether
r, = r, or whether r, < (1 - q)ro. Assuming that Ry - R, = D is

>normally distributed, standard theory suggests that no significant

improvement has been accomplished unless
b > z(a) x s(D) , (C1)

where S(D) is the standard deviation of the difference, Z(a) is the
(1 - a) x 100 percentile point of the standard normal distribution
function, designated G(x), and a is an acceptable Type I error.

The power function of this test is defined as the probability
of correctly rejecting the hypothesis of equal risks and is useful
for determining how well the test given by Eq. C4 performs when an
eftective upgrade has been échieved. The power function is given

by
1 - ¢(z(a) - E[DI/S(D))

where G(x) is the cumulative normal distribution function, e.qg.,
G(2) = 0.977.

The higher the power function, the greater the prooability
that evaluators will not discard a desirable upgrade as being
worthless. C(onversely, the higher the Type I error, the higher
the proovability that a worthless upgrade (rO = ru) will be judged
to have a better than g x 100% reduction in risk. As an example,
the numbers in Reference 2, Table 9, are used. It is shown in
Appendix D that usihg reasonable assumptions from the Reactor

Safety Study,l
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ELDJ/sS(D) = 0.305 ,

with q = 0.24. Using this ratio, the following table is deter-

mined.

Z(a) Type I Efror Power
0.0 0.5 ; 0.620
0.25 0.401 0.526
0.5 0.308 0.422
0.75 0.227 0.328
1.0 0.159 . 0.243
1.25 0.1056 0.172

1.5 0.067 | 0.116

The proper trade—-off between Type I error and power is indé—
terminate because of uncertainties. To achieve a Type'I error of
25% requires lowering the power to approximately 0.33. In other
words, 67% of the time, the upgraded system in Reference 2, Table 9,
will be rejected as an ineffective upgrade. On the other hand, if
the power_is fixed at 0.5, a Type I error of approximately (.38
results. In other words, useless safeguardg systems would be

Judyed to be effective 38% of the time.



Appendix D

Risk Analysis: Ranking and Selection

The effect of uncertainty on societal risk analysis is
explored in this appendix using data from Reference 2, Table 9.
Assume that the F, P and C terms in k are lognormally distributed.
Uppar case letters indicate estimated values, while lower case

letters indicate the true values. For a variate, say F,
’ F = exp(X) ,

where X is a normal random variate with mean, u, and standard devi-
ation, s. The mean value, u, is determined by assuming that the

true value, f, is the median of the F distribution, i.e.,

u = 1ln(f) .

Thus, F has the form
F = £ exp(swW) , (D1)

where W is a standard normal random variate and the standard devi-

ation, s, is defined in terms of an error factor, e, given by

(17
"

exp(z(a) x s) ,
so

ln(e)/Z(a) ’

1]
I

where Z(a) is the (1 - a) x 100th percentile point of the standard
normal distribution. Reference 1 uses a = 0.05 as does General

Atomic in an illustration of Risk Assessment Methodology.3 The
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error factor has the following significance. If the error factor

for £ is 10, then

P(O.1 x £f< F <10 x f ) 21 - 2a .

For simplicity, assume that the F and C terms collectively have an
error factor, e, while the probability terms have a common error
tfactor, e(p). The frequency and cohsequence terms can be thought
of as coming from expert analysis; therefofe, tﬁeir error factors
will be similar; probability terms are results of various evalua-
tion codes, modified by expert opinion, so that they would have a

different error factor. Define

s ln(e)/Z(Q.OS)

(D2)

s(p) 1n(e(p))/2(0.05) ,

where s is the common standard deviation for the normal variates
used in the F and C terms, while s(p) is the common standard devi-
ation for the normal variates used'in the P terms. Assume thét
the F, C and P terms are iﬂdependent random variables.

In Reference 2, Table 9, the facility risk with no safe-

guards, designated the Reference Risk r

o is compared to the

-facility risk with safeguards, designated the Exisﬁing Risk r,-
Assuming the values in Reference 2, Table 9, are the true but un-
known values for the facility, the safeqguards system reduces soci-
etal risk by 24%.

The mean and standard deviation of the difference D = Ry, = R,

are derived below in order to arrive at a conservative upper bound

‘on E[DJ/S(D) in terms of the error factor, e. This bound is used
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for the analysis in Appendix C. The difference in risk is

14 . 14
D= 2 FiCiPjo - 2, FiCiPjy
i=1 i=1
14
= - FiCi(l - Piu) '

i=]1
since P.io = 1 for every i as a result of the assumption of no safe-
guards in the original system. Let Piu = P; and p;,; = pj for nota-

tional convenience.

The product Fici‘is a lognormal randou variable where the
exponentiated normal random variable has mean ln(fici) and variance
232 (see Reference 4, Theorem 2.2). To simplify notation, let

D =ZA.‘LB:L .

The following result allows the calculation of the expected value of

‘ 4 A
“each teria. If Y = exp(X) and X ~ N(u,s“), then E[Y] = exp(u + 52/2)

(see Reference 2, page 8). Thus,

= (aj exp(2s2/2))' (1 - pi)-exp(sz(p)/Z)
< fici(l-— P;) - exp(s®)
= aibiQ '
wlicre
Q= exp(sz) .
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Therefore, d, the expected value of D, is bounded above by
d<qQZ fici(l = Pi) = Q(ro - ru) . (D3)

. . 2 . . . : . C

The variance of D, 8<(D), is the sum of the variance of the indi-
N

vidual terms AiBi' i.e.,

var(p) = 2 Var(AiBi) .
The variance of the product AjB; can be sinplified to

(aB)“] - E4[AB]

3]
e

var(aB) =

b

|
r

= u[A2JE[B%] - E4[AJE%[3]

= (Var(a) + E°[al) * (var(s) + E4[B]) - E2[AIE2[B] . (D4)

Eg. L4 reduces to

Var(AB) = var(a)-E(B%] + 2%LAJ-var(B) .
The analysis in this. appendix focuses on the uncertainty in
Fy and Cye combined in the A; term, so that the variance of

A;B; can be bounded below by

4 oTR. 27

The variance of Ay is (see Reference 3, Eq. 2.8)

2

var(a,) = E“LA;]- (exp(Zsz) - 1)

a;%04(Q% - 1) .

The variance of D is bounded below by
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Var(D) > ¥ Var(a;)E(B;%]

= %0 - 1)Za;2 5l (1 - 2]
Let 8 = ¢2(Q% - 1), so that
D Y - 27
var(D) > M a;“E[(1 Pi) .

This summation can be expanded considering that the jth moment of
the lognormal random variable is exp(ju + j232/2) (see Reference 4,

page 8). Then

var(p) > m ° T a;“(1 - 2E[P ] + E(P;%]1)

=M ° (a;% - zexp(s?(p)/2) T a;%p; + exp(2s2(p)) Za;%p;%) . (D6)

sz(p) is unknown; however, if the variable v = exp(sz(p)/z), the
sums in Eg. D6 become a fourth-order polynomial in v that can be

plotted as a function of v. For this example, the function is

4

479v* - 1148v + 701 .

This function is a strictly-increasing function of v for v 1, so
that

Var(D)

\Y

M (Ealz - ZEalzpl + Ea12p12)

- 2
=M " Za;“ (1 -pyl)© . (L7)
The ratio E[DJ/S(D) is then bounded above by

Qlrg - r,)

S (D)

ELD]/s(D) <

Q(rgy - r,)

- \/;1- \/zalz(l - Pl)z
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The first inequality is a result of Eq. D1, while the ‘second fol-
lows frow Eg. D7. The relationship between Q and M allows us to
write

1 o, - ry,

Vo =1 Vza 21 - p)2

E[D]/S (D) <

Using the values of Reference 2, Table 9, we obtain
ELDI/S(L) = 2.14/VQ% - 1 . (D8)

-~

Reference 1 includes error factors of 3 and 10 in its discussion
of error propagation (see Reference 1, Appendix II). The latter
factor of 10 is used for some components (see also Reference 1,

Appendix III); it is highly questionable whether human judgment

concerning fi and c; could be more accurate. Therefore, for an

1

error factor of 10U, the bound in Eqg. D8 is 0.305, i.e.,

E[D]/s(D) = 0.305 .
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