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A method for on-line, nonperturbative detection and identification
of sensor failures in nuclear power plants was studied to determine its
feasibility. This method is called analytic redundancy, or functional
redundancy.!>2 Sensor failure has traditionally been detected by com-
paring multiple signals from redundant sensors, such as in two-out-of-
three iogic. In analytic redundancy, with £he help of an assumed model
of the physical system, the signals from a set of sensors are processed
to reproduce the signals from all system sensors.

The concept of analytic redundancy can be realized in a variety of
forms depending on cne's purpose and his knowledge of the system under
study. One rezlization is shown in Fig. 1; its key element, the esti-
mator, was designed using the theory of Kalman filtering because of its
simplicity of implementation. Each estimator is designed to work on a
single-variable observation so that the comparison logic can take the
form of simple, majority-vote logic.

We assume that the physical system can be represented by a iinear,

time-invariant mathematical system:

X(k + 1) = AX(k) + BU(k) )

and _
yi(k) = Cix(k) + Vi(k)’ i=1,2,..., m, 2)
where X is an n-dimensiona? vector of state variables, and Yy is the Zth
of m observation variables. Syscem noise vector U and measurement noise

v, satisfy the following conditions: E[U(k)] =0, E[vi(k)] = 0,

. T
ElU(k)U (5 = 03 .
[u)u™ ()] Q3 ., and E[Vi(k)vi(J)] = Giakj’ where C; is a (1,n) obser-

vation matrix. For each Yi» the estimator is given by the following

recursive algorithm:
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R(ck|k) = AR(k|k-1) + K(k)[ciP(klk—l)C§ + of] [yi(k) - CiX(klk*l)] > B

K(k) = AR(k|k-1)C] , C)

and
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P(k+1]k) = AP(k|k-1)AT + BaBT - K(K) [cip(klk-l)c'i + ai] K (k) (5)

where i(k+llk) represents the estimated wvalue of X at time (k+l) based on
past observations up to time (k), K(k) is the filter gain for the
estimator, and P(k+llk) is the estimated variance of i(k+l]k). With
empirically determined initial estimates for ﬁ, P, Q, and Gi, the
algorithm provides a successive estimation of X(k).

The feasibility of the method was studied with a simulation model
for a commercial pressurized water reactor (PWR). A 10th-order simula-
tion model3 was shown to adequately represent the PWR dynamics by com-
parison to results obtained from a 50th-order model.3 The model was
then decoupled to two subsystems (core dynamics and steam generator
dynamics) to simplify computational complexity and to increase the
‘detectability of sensor failures; however, the performance of the sensor
failure detection algorithm was examined both for the overall and
decoupled systams. An example of the results for the decoupled steam
generator subsystem dymamics (having variables of hot-leg temperzture,
cold-leg temperature, primary water temperature within the steam genera-
tor, steam generator tube temperature, and pressure in the steam generator
secondary loop) is shown in Fig. 2 for . simulated pressure sensor

failure (in this case, an abrupt 207 decrease in sensor sensitivity).
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Figure 2 plots the algebraic difference between cold-leg temperature,
Tcl’ as estimated both from hot-leg temperature and from secondary ¥oop
pressure. A significant increase in the magnitude of this difference
following the occurrence of the simulated failure (time 50 s) indicafes
the feasib%lity of detecting such a change in sensor characteristies.

Additf)nal-studies, involving other simulated sensor failure modes

th

(alteration signal rise time, signal clipping, various degrees of

sensitivity change) as well as other semnsors, led to the following con-
clusions:
1. Detection §nd identification of the failed sensor by analytic

redundancy \s feasible., In most simulated sensor failure cases,
the X estima ed from the failed sensor reading showed significantly
different behavior from the other X's.

2. Because the difference between X's from failed and normal sensors
changes in character depending on the type of failure, the detection
logic design will require special care to provide adequate detection
sensitivity for all likely failure modes.

3. Order reduction and/or decoupling of the system of equations is a
key to successful application of the analytic redundancy method.

4. On-line, real-time implementation of the amalytic redundancy method

appears to bs feasible for a five-variable system and a sampling

interval of 0.5 s.

It should be stressed that the scheme of Fig. 1 is only one trial
realization of various possible schemes. Other versions, providing

greater sensitivity and decreased calculational complexity, are under

study.
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FIGURE CAPTIONS
Fig. 1. Diagram of scheme for sensor failure detection.
Fig. 2. Time trace of difference in estimated cold-leg temperature

before and after a postulated pressure sensor sensitivity decrease
of 20%. '
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