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1.0 INTRODUCTION 

The objective of this project has been to extend 
the technology of Model Reference Adaptive Control 
(MRAC) for multi-input, multi-output (MIMO) systems 
in such a way as to make the technology applicable to 
the control of electric generating plants. In work- 
ing toward these objectives this project has been 
divided into two phases. The first phase has been to 
develop an MRAC algorithm for HIM0 systems. An impor- 
taut component in this phase has been the development 
of the MIMO Model Reference Control (MRC) algorithm. 
The HRC algorithm is the nonadaptive counterpart of 
the MRAC algorithm and represents the steady state 
(in the adaptive sense) behavior of the MRAC algo- 
rithm. The second phase has been the validation and 
understanding of the algorithms using a power plant 
model. An important development in this phase is the 
nonlinear model of Philadelphia Electric's Cromby 
No. 2 Unit. A linearization of this model has been 
used to test and evaluate the MRC algorithm. 

2.0 BACKGROUND 

The electric power plant control problem is 
characterized by multiple plant inputs and outputs. 
That is, a set of controls (e.g., coal mill feeder 
stroke, feed water and governor valve positions, 
spray flows and burner positions) must be manipulated 
such that the power generated will track load demand 
while other plant variables (e.g., drum level, steam 
temperatures and pressures) remain within specified 
constraints. The relationships between the outputs 
(power generated and regulated plant variables) and 
the controls are highly nonlinear with each output 
possibly influenced by a number of controls. Modern 
multivariable control design techniques are well 
suited for this type of problem. 

Current industry-wide control designs are based 
on single-loop principles relating each output to a 
single control. These designs include feedforward 
commands which may attempt to coordinate some of the 
single-loop structures (see Fig. 1-1 where u 1, U2 . . -  
are the controls and y y2, . . .  are the outputs); 
however, performance is limited by the lack of 
coordination or "direct. communication" between feed- 
back controllers. This lack of feedback coordination 
leads to hunting as each controller responds to proc- 
ess changes on an individual basis. Modern control 
approachis, which intrinsically account for loop 
interactions (see Fig. 1-2 where Command Generator 
Tracker is a feedforward/feedback multiloop coordi- 
nator), promise improved performance capabilities, as 
demonstrated by contr21-related performance improve- 
ments in many aerospace designs and at least one 
utility simulation -- the Cromby study. 

Figure 1-1 Current Control Designs for 
Power Plant 

Figure 1-2 Modern Multivariable Control Design 
for Power Plant 

Electric generating plant performance and re- 
sponse have been improved in the past primarily 
through advancements in plant and controller hard- 
ware. Controller hardware evolution is exemplified 
by the change in turbine governors from mechanical to 
analog-electro-hydraulic and to. digital-electro- 
hydraulic designs (Ref. 1). However, the enhancement 
in hardware has not been accompanied by corresponding 
advances in control strategies. Single-loop control 
strategies continue to be used, despite the signifi- 
cant advantages associated with modern multi- 
variable control. 

The very fact that coordination of controls is 
inherent to the success of modern control algorithms 
is, ironica,lly, the reason for doubting the practical 
value of such algorithms in utility applications. 
These control algorithms are dependent on models of 
the systems to be controlled and the performance of 
the coordinated controls depends on the accuracy with 
which the models predict the behavior of the system. 
Due to the complex and diverse nature of utility-type 
systems, their models have limited accuracy. As a 
result, the improved performance generated by modern 
control algorithms is diminished. 

The overall objective of this project has been to 
develop a multi-input, multi-output (HIMO) Model Ref- 
erence Adaptive Control (MRAC) algorithm which e x -  
hibits reduced sensitivity to modeling errors and 
measurement noise. MRAC algorithms intrinsically 
adapt to changes in plant parameters and hence offer 
enhanced robustness of the control system which im- 
proves performance under less-than-ideal conditions. 
The robustness of the MRAC algorithm with uncertain 
system parameters is assumed through a Lyapunov sta- 
bility analysis. 

3.0 ACCOMPLISHMENTS 

An extensive review of the literature has shown 
that existing adaptive control schemes are of two 
general types: either the self-tuning regulator (STR) 
or the model reference adaptive controller. 
Although STRs have fewer restrictions and thus wider 
applicability, unlike MRACs they cannot guarantee 
closed loop stability. Previous MRAC algorithms 
which have been designed for single-input, single- 
output (SISO) systems have global stability proper- 
ties that cause output errors to asymptotically 
approach zero. MRAC algorithms which have previously 
been designed for HIM0 systems are globally stable 
but only result in state errors being bounded. The 
goal of this effort has been to develop HIM0 MRAC 
algorithms with characteristics similar to the SISO 
MRAC algorithms. 

The fundamental achievement in this project has 
been the development of the MIMO Model Reference Con- 
trol (MRC) algorithm (or model following control 



algorithm) using the Command Generator Tracker method- 
ology. The MRC algorithm has been developed for lin- 
ear multi-input, multi-output (MIMO) time-invariant 
continuous- and discrete-time systems with known 
parameters. The MRC algorithm is the nonadaptive 
(requiring knowledge of the plant parameters) coun- 
terpart to the MRAC algorithm. The MRC algorithm 
development is a significant achievement in this 
research because: (1) it is a unique model follow- 
ing control algorithm and (2) represents the steady 
state behavior (or ideal goal) of the MRAC. That is, 
the MRAC algorithm adjusts the control gains toward 
the MRC algorithm gains. Once the gains reach their 
MRC values, no more adaptation will occur. Thus, the 
MRC algorithm is an important component in the MRAC 
algorithm analysis. 

Model Reference Control (MRC) is based upon 
matching the response of a system having known param- 
eters to that of a reference model which has desirable 
design specifications incorporated within it. For 
example, the outputs to a step input might be charac- 
terized by specified rise times, overshoots, and/or 
damping ratios. The controller and reference model 
work together to incorporate these characteristics 
into the plant outputs. The reference inputs are fed 
l r l t b  tRe teteredee mbdel, the outputs of which re- 
spond in accordance with the design specifications 
that have been built into it. The control system is 
designed such that the inputs to the plant drive the 
outputs of the plant to equal the outputs of the 
reference model. 

The second major accomplishment has been' the 
development of the MRAC algorithm for linear HIM0 
time-invariant and continuous-time systems with un- 
known parameters. The adaptive algorithm is an ex- 
tension of the MRAC algorithm, previously developed 
by Mabius and Kaufman (Ref. 2), using the MRC algo- 
rithm described above. The algorithm is also an 
extension to HIM0 systems of previously developed 
single-input, single-output (SISO) MRAC algorithms 
(Ref. 3). In fact, the MRAC algorithm presented here 
degenerates into the SISO algorithm if the number of 
inputs and outputs is one. The fundamental differ- 
ence in the approach taken here is that the KRC algo- 
rithm and most of the MRAC algorithm are formulated 
in state-space and matrix format -(as opposed to 
input/output differential equation format). The MRC 
algorithm is implementable if the plant parameters 
are unknown, whereas the MRAC algorithm is applicable 
when the plant parameters are unknown. 

Since the MRAC algorithm is derived from a 
Lyapunov function, the resulting system i s  globally 
stable. The applicatian of this algorithm is re- 
stricted by one aspect of the design which is 
required to complete the stability analysis. The 
author feels this restriction on the design can be 
overcome with continued research on the algorithm. 
Other MRAC algorithms have been developed earlier in 
this contract. These algorithms are similar in na- 
ture to the previously developed HIM0 MRAC algorithms 
resulting in bounded error stability and requiring a 
more stringent constraint for stability. 

The third major accomplishment is development of 
a boiler-turbine-generator power plant model of Phil- 
adelphia Electric Company's Cromby No. 2 Unit used to 
study and validate the control algorithms. This model 
is a nonlinear, state-space representation of the 
Cromby plant and has been developed from first- 
principle considerations (Refs. 4 and 5). Since test 
data are available for validation, this model is con- 
sidered to be highly realistic with regard to pre- 
dicting plant behavior. 

The fourth major accomplishment of this project 
has been validating the continuous-time MRC algorithm 
with a linearization of the power plant model behavior 
near 190 MJ. In this application, five controls have 
been designed to maintain throttle pressure and tem- 
perature, reheater output temperature and drum level 
at a fixed level. At the same time, generated power 
response to load demand rate has been included in the 
reference model as a first order lag and integator. 
The regulating controls are mill feeder stroke, super- 
heater burner tilt, reheater burner tilt, feedwater 
valve area and throttle valve area. With the MRC 
algorithm, the output of the linear model responds 
exactly as designed (no output variations except gen- 
erated power which has very smooth 7% of load demand 
per minute response) and the controls remain within 
their designed bounds. This result is important since 
the MRC algorithm represents the behavior of the MRAC 
once adaptation is complete. In effect, the applica- 
bility of the MRAC algorithm in the (adaptive) 
steady-state has been verified. 

The final major achievement of this project has 
been the enhancement of the MRC algorithm. The appli- 
cation previously described is characterized by rapid 
and large variations in the controls. This result has 
been dramatically improved by introducing the remain- 
ing power plant controls, air flow, feedwater valve 
area, and governor valve lift. In the enhanced MRC 
algorithm these controls are optimally chosen to 
balance the efforts of all the controls in an outer 
loop control system around the inner loop HRC algo- 
rithm. If the MRAC algorithm were similarly enhanced. 
these outer loop controls would not be adaptive. 

4.0 RECOMMENDATIONS 

Future efforts in this area of research should 
deal with the MRC algorithm high feedback gain charac- 
teristics. Is suite of the excellent performance 
reported in Section 3.0 above, the feedback gains are 
relatively high. This causes large fluctuations in 
the controls when unmodeled disturbances enter the 
system or initial condition errors are significant. 
This problem may not have occurred if the control 
system could be applied to a lower order model o f  the 
power plant. However, the MRC and MRAC stability 
theory do not deal with modeled dynamics. Hence, 
the stability problem with unmodeled dynamics is an 
important topic for future research with respect to 
the MRAC algorithm. 

Future efforts on the MRAC algorithm should also 
deal with the structural constraints nrrpssary to 
establish stability. As noted above, the algorithm is 
limited to plants satisfying limiting structural con- 
straints, necessary to complete the stability analy- 
sis. The author feels that, without much difficulty, 
future efforts should be able to modify the algorithm 
or the stability analysis to eliminate this 
restriction. 
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1.0 INTRODUCTION in hardware has not been accompanied by corresponding 
advances in control strategic;. Single-loop ;ants 

1.1 BACKGROUND 

The electric power plant control problem is 
characterized by multiple plant inputs and outputs. 
That is, a set of controls (e.g., coal mill feeder 
stroke, feed water and governor valve positions, 
spray flows and burner positions) must be manipulated 
such that the power generated will track load demand 
while other plant variables (e.g., drum level, steam 
temperatures and pressures) remain within specified 
constraints. The relationships between the outputs 
(power generated and regulated plant variables) and 
the controls are highly nonlinear with each output 
possibly influenced by a number of controls. Modern 
multivariable control design techniques are well 
suited for this type of problem. 

Current industry-wide control designs are based 
on single-loop principles relating each output to a 
single control. These designs include feedforward 
commands which may attempt to coordinate some of the 
single-loop structures (see Fig. 1.1-1 where u,, 

strategies continue to be used, despite the signifi- 
cant advantages associated with modern multivariable 
control. 

The very fact that coordination of controls is 
inherent to the success of modern control algorithms 
is, ironically, the reason for doubting the practical 
value of such algorithms in utility applications. 
These control algorithms are dependent on models of 
the systems to be controlled and the performance of 
the coordinated controls depends on the accuracy with 
which the models predict the behavior of the system. 
Due to the complex and diverse nature of utility-type 
systems, .their models have limited accuracy. As a 
result, the improved performance generated by modern 
control algorithms is diminished. 

1.2 OBJECTIVES 

The overall objective of this project has been to 
develop a multi-input, multi-output (MIMO) Model Ref- 
erence Adaptive Control (MRAC) algorithm which ex- 

1 

u2, . . .  are the controls and yl, y2, ... are the out- hibits reduced sensitivity to modeling errors and 
measurement noise. MRAC algorithms intrinsically 

puts); however, performance is limited by the lack of adapt to changes in plant parameters and hence offer 
coordination or "direct communication" between feed- enhanced robustness of the control system which im- 
back controllers. This lack of feedback coordination proves performance under less-than-ideal conditions 
leads to hunting as each controller responds to proc- The robustness of the MRAC algorithm with uncertain 

Figure 1.1-2 Modern Multivariable Control Design 
for Power Plants 

ess changes on -an individual basis. Modern cohtrol 
approaches, which intrinsically account for loop 
interactions (see Fig. 1.1-2 where Command Generator 
Tracker is a feedforwardlfeedback multiloop coordi- 
na tor), 'promise improved performance capabilities, as 
demonstrated by control-related performance improve- 
ments in many aerospace designs and at least one 
utility simulation -- the Cromby study (see 
Chapter 5). DIS~~IIA*CCS - 

Electric generating plant performance and re- 
sponse have been improved in the past primarily 
t h r n l ~ g h  advancem~nt.~ in plant and cantroll.er hard- 
ware. Controller hardware evolution is exemplified 
by the change in turbine governors from mechanical 
to analog-electro-hydraulic and to digital-electro- 
hydraulic designs (Ref. 1). However, the enhancement 

t ., 

t., -En P U N .  

- 
system parameters is assumed through a Lyapunov sta- 
bility analysis. 

1 

-11 G I N f I A T I D  

Research by Monopoli (Ref. 2) and others (Ref.3) 
on single-input, single-output (SISO) MRAC design 
procedures has led to adaptive algorithms which cause 
the plant and model outputs to converge asymptotic- 
ally. These algorithms do not require any positive 
real constraints on the plant and only output (not 
full state) feedback. However, due to their formu- 
lation, it is cumbersome to extend the algorithms to 
multivariable systems. 

1 1 1  

Figure 1.1-1 Current Control Design for 
Power Plants .- 

Ark 

An approach for designing model reference adap- 
tive controllers for multivariable linear systems was 
originally proposed by Mabius and Kaufman (Refs. 4 ,  5, 
6). The applicability of this adaptive controller has 
been demonstrated using the linearized equations of 
motion for a typical fighter aircraft (Ref. 5). 
Results showed the' algorith;n to be capable of suffi- 
ciently rapid adjustment of control gains to compen- 
sate for instantaneous altitude and velocity changes. 
However, the algorithm was limited by: 

The guarantee of only a bounded error 
between the plant and model state vector 

The need for the order of the model to 
be the same as the o.rder of the plant 

The requirement that the plant satisfy a 
positive real constraint to achieve 
stability 

The requirements of full state feedback. 

The specific objective of this effort has been 
to generalize the SISO MRAC algorithms to HIM0 sys- 
tems. First, previous work at TASC'on Command Genera- 
tor Tracker (CGT) algorithms (Refs. 7, 8) has led to 
the devel.opment of the MIMO Model Reference Control 
(MRC) algorithm. This algorithm then provides the 
basis for the HIM0 MRAC design. The evolution of the 
latter is analogous to the development of Monopoli's 



SISO MARC design from early SISO model-following con- 
trol ideas. 

1.3 ACCOMPLISHMENTS 

T h e  fundamental achievement in this project has 
been the development of the MIMO Model Reference Con- 
trol (MRC) algorithm (or model following control al- 
gorithm) using the Command Generator Tracker method- 
ology. This algorithm represents the steady state (in 
terms of adaptation) behavior of the Model Reference 
Adaptive Control (MRAC) algorithm and hence is a 
fundamental component in its design and analysis. The 
MRC algorithm has been developed for :linear multi- 
input, multi-output (MIMO) time-invariant continuous- 
and discrete-time systems with known parameters. 

The second major accomplishment has been the 
development of the HRAC algorithm for linear HIM0 
continuous-time systems with unknown parameters. 
Since the algorithm is derived from a Lyapunov func- 
tion the resulting system is globally stable. The 
algorithm is formulated around the c~ntinuqus-time HRC 
algorithm, and in some aspects is a generalization of 
Monopoli's algorithm. The fundamental difference in 
the generalized approach is that the HRC algorithm and 
most. of the MRAC algorithm are formulated in state- 
space and matrix format (as .opposed to input/output 
differential equation format). The' application. of 
this algorithm is, restricted by one aspect of the 
design which is required to complete the stability 
analysis. The author feels this restriction on the 
design can be overcome with continued research on the 
algo.rlthm. Other MRAC algorithms have been developed 
earlier in this contract. ,These algorithms are simi- 
lar i.n nature to the previously developed MIMO MRAC 
algorithms resulting in bounded error stability and 
requiring a more stringent constraint for stability.. 

The'thlrd major accomplishment is development of 
a boiler-turbine-generator power plant model of Phil- 
adelphia Electric Company' Cromby No. 2 Unit used to 
study and validate the control algorithms. This model 
is.. a nonlinear, state-space representation of the 
Cromby. plant and has been developed, from first- 
principle considerations (Refs. 9 and.10). Since test 
data are available for'validation, 'this model is con- 
sidered ,to be highly realistic 'with regard to pre- 
dicting plant behavior. 

. .The fo'urth major accomplishment of this project 
has been validating !he continuous-time MRC-algorithm 
with a linearization of the:power plant model behavior 
near 190 IN. In this application, five controls have 
been designed to maintain throttle pressure and tem- 
perature, reheater out?ut temperature and drum level 
at a fixed level. At the same time, generated power 
response to load demand rate has been included in the 
reference model as a first order lag and integrator. 
The regulating controls are mill feeder stroke, suger- 
heater burner tilt, reheater burner tilt, feedwater 
valve area and throttle valve area. With the MRC 
algorithm, the output of the linear model responds 
exactly as designed (no output variations except gen- 
erated power which has very smooth 7% of load demand 
per minute response) and the controls remain within 
their designed bounds. This result is important since 
the MRC algorithm represents the behavior of the MRAC 
once adaptation is complete. In effect, the applica- 
bility of the MRAC algorithm in the (adaptive) steady- 
state has been verified. 

The final major achievement of this project has 
been the enhancement of the HRC algorithm. The 
application previously described is characterized by 
rapid and large variations in the controls. This re- 
sult has k e n  dramatically improved by introducing the 
remaining power plant controls, air flow, feedwater 
valve area, and governor valve lift. In the enhanced 
MRC algorithm these controls are optimally chosen to 
balance the efforts of all the controls in an outer 
loop control system around the inner loop MRC algo- 
rithm. If the HRAC algorithm were similarly enhanced, 
these outer loop controls would not be adaptive. 

This report presents a detailed description of 
the achievements summarized above. A literature re- 
view of adaptive control and a formulation of model 
reference adaptive control appears in Chapter 2. The 
basic MRC algorithm and its enhancement are detailed 
in Chapter 3 along with analysis of the plant/model 
error with the HRC algorithm. Chapter 4 presents the 
MRAC algorithm and a stability analysis using the 
Lyapunov approach. Other MRAC algorithms developed 
during this contract and reported in previous Topical 
Reports are included in Appendix E. Chapter 5 presents 
a summary of the Cromby model; a detailed development 
is given in Appendix A. The application of the MRC 
algorithm to a linearization of the power plant 
appears in Chapter 6. 



2.0 ADAPTIVE CONTROL PROBLEM FORMULATION 

2.1 BACKGROUND 

As discussed in Chapter 5 and detailed (using a 
representative example) in Appendix A, the power plant 
is a system which, when modeled in state variable for- 
mat, has nonlinear dynamics and measured outputs which 
are nonlinear combinations of states. As a result, it 
is not easy to apply modern control theory (largely a 
linear system technology) directly to power plant con- 
trol design. Usually, however, each control can be 
computed as the sum of an open loop. control and an 
incremental control. The open loop control, which can 
be computed a priori, drives the plant to a given (us- 
ually constant) state referred to as the operating 
point. The incremental control responds to deviations 
of the system about the operating point. Since the 
system behavior near the operating point can be de- 
scribed approximately by a linear model, the incre- 
mental control design can be formulated using linear 
modern control theory. 

Due to their nature, the incremental controls are 
feedback-type controls. They serve to stabilize the 
system about the operating point and regulate transi- 
ent performance when small changes in the operating 
point are required. In nonlinear systems such as the 
power plant, the following problems can arise. 

a The parameters of the linear incremental 
model may change as the operating point 
changes 

a The nonlinear dynamics of the power 
plant may change with time (e.g., due 
to aging) 

a The linear incremental model only 
approximates the nonlinear behavior of 
the plant near the operating point. 

In many cases these problems can be overcome by the 
incremental control design technique because 

a The robust property of the incremental 
control design causes the system stabil- 
ity to be insensitive in a local sense 
to small parameter changes and disturb- 
ances 

a The control design gains are sch~rlrlled 
as  Euncrions of the operating point. 

However, large uncertdinly of the parameters (often 
the case in power plants) can result in undesirable 
transient performance and even global instability. 

The problem of performance regulation in the face 
of unknown system parameters has been heavily ad- 
dressed by adaptive control for single-input, single- 
output systems; however, the corresponding problem for 
the more general multi-input, multi-output (MIMO) non- 
linear system snrh a s  the pGUtr plant has not yet re- 
ceived much emphasis. Since theoretical advances in 
adaptive control may lead to its application in power 
plant cottrol design, TASCls goal is to extend adap- 
tive control theory in such a way as to make it 
applicable to the particular problems of the power 
plant control discussed above. This chapter and 
Chapters 3 and 4 address the progress we have made 
toward these goals. Section 2.2 prcocnts a review of 
previous resu1.t.s that ore relevant to our study. In 
Section 2.3, a formulation of the linear HIM0 model 
reference adaptive control problem is presented. 

2.2 REVIEW OF PREVIOUS WORK 

Although the ultimate goal of our work is apply- ' 

ing adaptive control to the power plant system, the 
intent of this report is a theoretical development. 
Hence, this review of the theoretical work includes a 
brief description of the literature on application. of 
the technology. 

Most of the research in adaptive control has been 
devoted to linear systems with either continuous- or 
discrete-time representations. A significant part of 
this research has concentrated on single-input, 
single-output (SISO) systems. Within the ,class of 
linear SISO systems two promising 'approaches have 
emerged: the self-tuning regulator (STR) (Ref. 11) 
and the Model Reference Adaptive Controller (MRAC) 
(Ref. 3). The STR approach adjusts the .control 
parameters based on explicit estimates of the system 
parameters which are obtained through a parameter 
identification scheme. MRAC directly adjusts the con- 
trol law parameters using a Lyapunov-based scheme 
which ensures that the resulting closed loop system is 
stable. In the current literature STR's are more 
easily designed and less restricted but generally do 
not guarantee stability, whereas, MRAC's are complex 
structures and have restricted applications, but 
guarantee a stable closed loop system. 

The first step in designing adaptive control 
schemes is the development of a parameterized control 
law such that, given complete knowledge of the system 
to be controlled, the control law parameters can read- 
ily be chosen. The model reference controller (HRC), 
which serves this purpose adequately, is an intrinsic 
part of MRAC designs (Ref. 11 and 12) and is commonly 
used in STR designs. It is, however, restricted to 
minimum phase systems. Astrom has proposed an alter- 
native controller (similar to HRC) which the more 
flexible STR can use, and which is not restricted to 
minimum phase systems. 

The development of adaptive controllers for mul- 
ti-input, multi-output (MIMO) systems has been very 
minimal. For the MRAC approach, the results to date 
are extremely restrictive in their application. 
Landau (Ref. 12) has proposed a continuous time solu- 
tion that requires "perfect model following" condi- 
tions for stability. (He has also proposed a dis- 
crete-time solution of the HIM0 problem in Ref. 13). 
tlabius and Kaufman (Refs. 4, 5 and 6) have relaxed 
these conditions and achieved stability 'with a 
bounded-stat+--error tracking: result. ,However, the 
application is restricted to positive real systems, 
which is more limiting than the minimum. phase condi- 
tion. Monopoli aLtempted to extend his SISO approach 
(Ref. 14) to HIM0 systems (Ref. 15); however, the for-* 
mulation is rather cumbersome and is not sufficiently 
general for the power plant application. The results 
to be discussed in this report are a continuation of 
the Mabius-Kaufman and Monopoli work. 

Applications of STR and MRAC that appear in the 
literature are generally based on Astrom's STR OF 
Landau's discrctc time ImC. A number of applications 
of STR's and MRAC's to power systems, aircraft systems 
and process control appear in Ref. 16. Reference 17 
presents an STR application to chemical process con- 
trol, and Ref. 18 a MRAC application to a pointing 
system control. Reference 19 discusses the use of 
minicomputers in a STR application. Reference 20 dis- 
cusses a MRAC algorithm with output errors that can be 
made arbitrarily small during tronsirul periods of 
adaytat,inn. TASC has p~eviously applied adaptive con- 
trol to the missile guidance problem (Ref. 21). 



2 . 3  PROBLEM FORMULATION wl~ere  

A s  d i s c u s s e d  i n  S e c t i o n  2 . 1 ,  t h i s  r e p o r t  p r e s e n t s  
t h e o r e t i c a l  developments i n  Model Refe rence  Con t ro l  
(MRC) and Model Reference Adapt ive  C o n t r o l  (MRAC) a s  
a p p l i e d  t o  m u l t i - i n p u t ,  m u l t i - o u t p u t  (MINO) sys tems.  
MRAC i s  an  a d a p t i v e  v e r s i o n  o f  MRC t h a t  i s  implemented 
when t h e  sys tem pa ramete r s  a r e  unknown. T h i s  s e c t i o n  
p r e s e n t s  a  f o r m u l a t i o n  o f  t h e  MRC/MRAC problem f o r  
con t inuous  and d i s c r e t e  time-domain r e p r e s e n t a t i o n s  
of  l i n e a r  sys t ems ,  beg inn ing  by f o r m u l a t i n g  t h e  MRC 
problem.  

Model Refe rence  Con t ro l  (MRC) i s  based upon 
matching t h e  r e sponse  of a  sys tem having known param- 
e t e r s  t o  t h a t  of  a  r e f e r e n c e  model which h a s  d e s i r a b l e  
d e s i g n  s p e c i f i c a t i o n s  i n c o r p o r a t e d  w i t h i n  i t .  For 
example,  t h e  o u t p u t s  t o  a  s t e p  i n p u t  might be  cha rac -  
t e r i z e d  by s p e c i f i e d  r i s e  t i m e s ,  o v e r s h o o t s ,  and/or  
damping r a t i o s .  The c o n t r o l l e r  and r e f e r e n c e  model 
work t o g e t h e r  t o  i n c o r p o r a t e  t h e s e  c h a r a c t e r i s t i c s  
i n t o  t h e  p l a n t  o u t p u t s .  The r e f e r e n c e  i n p u t s  a r e  f ed  
i n t o  t h e  r e f e r e n c e  model, t h e  o u t p u t s  of  which respond 
i a  a r r n r d a n c e  w i t h  t h e  d e s i g n  s p e c i f i c a t i o n s  thaL have 
bsen h l l i l t  i n t o  i t .  I f  t h e  c o n t r o l  system is  dc r igncd  
p r o p e r l y ,  t h e  i n p u t s  t o  t h e  p l a n t  d r i v e  t h e  uuLpuLj of 
t h e  p l a n t  t o  e q u a l  t h e  o u t p u t s  o f  t h e  r e f e r e n c e  model. 

The cont inuous- t ime p l a n t  (sys tem) 1s d e s c r i b e 0  
by a s e t  o f  l i n e a r  d i f f e r e n t i a l  e q u a t i o n s  wi th  m i n -  
p u t s  u  ( t ) ,  

-P 

u  ( t )  i s  a  2x1 i n p u t  v e c t o r  
-P 1 

u  ( t )  i s  a  (m-e)xl i n p u t  v e c t o r  
-P 2  

and t h e  m a t r i c e s  B  and B  a r e  s u b s e t s  of R 
P  1  P 2  P  

The f i r s t  s e t  of  conLrols  u  ( t )  i s  used i n  t h e  MRC .-p 1 
and MRAC a l g o r i t h m s  and compensates f o r  p lant /model  
e r r o r s  gene ra t ed  by u  ( t ) .  The second s e t  of  con- 

-p2 
t r o l s  u  ( t )  can be  a r b i t r a r y  b u t  t hey  a r e  used i n  t h e  

-p2 
enhanced HRC a l g o r i t h m  t o  b a l a n c e  t h e  c f f o r t s  of  
u  ( t ) .  
-P 1 

The d i s c r e t e - t i m e  p l a n t  is  desc r ibed  by a  s e t  of  
l i n e a r  d i f f e r e n c e  e q u a t i o n s  r e p r e s e n t i n g  t h e  i n p u t s ,  
o u t p u t s ,  measurements and s t a t e s  a t  d i s c r e t e  ( e q u a l l y  
spaced)  p o i n t s  i n  t ime .  The numbers of  i n p u t s ,  o u t -  
p u t s ,  measurements and s t a t e s  a r e  t h e  same a s  i n  t h e  
cont inuous- t ime fo rmula t ion  (Eq. 3 .3-1)  and k i s  a  
t imo- ind r r  Thus, 

x (k+ l )  = F x (k) + G u  (k) (2 .3-3a)  
-P P  -P P  -P 

; ( t )  = A x (t) + B  u ( L )  ( 2 . 3 - l a )  
-P P -P P -P ys(k)  = Hp z p ( k )  (2 .3-3c)  

y p ( t )  = Cp z p ( t )  (2 .3 - lb )  where t h e  m a t r i c e s  F and G ( l i k e  A and B  ) a r e  con- 
P  P  P  P  

s t a n t  m a t r i c e s  of  a p p r o p r i a t e  dimensions c o n t a i n i n g  

y s ( t )  = H  x ( t )  (2'. 3 - l c )  t h e  p l a n t  pa ramete r s .  A s  i n  t.he con t inuous  t ime c a s e  
P  -P i f  m>e then  Eq. 2.3-3a is  expanded t o  

where 

x ( t )  i s  a  n  x  1  s t a t e  v e c t o r  
-P 

u  ( t)  i a  a  m x  1  i n p u t  v e c t o r  
-P 

y p ( t )  i s  a  Q x  1 o u t p u t  v e c t o r  

y s ( t ) ' i s  a QS x 1 measurement v e c t o r  

The o u t p u t s  y  ( t )  a r e  t h o s e  q u a n t i t i e s  ( l i n e a r  combin- 

a t i o n s  of t h e  s t a t e s )  t h a t  a r e  manipula ted by t h e  con- 
t r o l s  t o  be e q u a l  t o  t h e  r e f e r e n c e  model o u t p u t s .  The 
v a r i a b l e  y ( t )  r e p r e s e n t s  t h o s e  l i n e a r  combinat ions  of  

S 

s t a t e s  t h a t  a r e  m e a s u r d .  The m a t r i c e s  A , Bp3 Cp and 

H a r e  c o n s t a n t ,  of  a p p r o p r i a t e  d imensions ,  and run- 
P  

t a i n  t h e  p l a n t  pa ramete r s .  These pa ramete r s  a r e  
assumcd to be ~ ~ I I ' I U I I  i n  the MRC p r o h l ~ m  and u n b o r n ,  
b u t  bounded, i n  t h e  MRAC problem. 

where G and G a r e  s u b s e t s  o f  G . 
PI  ~ 2  P  

If t h e  p l a n t  is  d e s c r i b e d  i n  cont inuous- t ime f o r -  
mat (Eq. 3 . 3 - I ) ,  t h e  r e f e r e n c e  model i s  desc r ibed  by a  
oo t  of o.. l i n e a r  d i f f e r e n t i a l  equa t ions  wi th  mm i n p u t s  m .- 

and Q o u t p u t s  ( i . e .  t h e  p l a n t  and r e f e r e n c e  model have 
t h e  same number of  o u t p u t s ) ,  

& i t )  = C  X ( c )  
m - 

where 

A ( t )  i s  a  am 'x 1 state v e c t o r  
-m 

I t  i s  assumed t h a t  t h e  number o f  o u t p u t s ,  h?, i s  ~ ( t )  i s  a  Q x  1  o u t p u t  v e c t o r  
l e s s  than  o r  e q u a l  t o  t h e  number o f  i u p u t s ,  m .  Gen- 
e r a l l y ,  o n l y  Q i n p u t s  a r e  r e q u i r e d  t o  r e g u l a t e  e u  ( t )  i s  a mm x  1 i n p u t  v e c t o r  
n l l t pu t s .  If  m > Q ,  Eq. 2 . 3 - l a  i s  expanded t o  10 

z p ( t )  = A x ( t )  + Bpl 
P  -P 

( t )  The c o n s t a n t  m a t r i c e s  A B  and C  a r e  of a p p ~ u p r i a t c  m '  m m 

( t )  (2 .3-2)  
d imensions .  Note t h a t  ~ ( t )  i s  t h e  r e f e r e n c e  model 

+ Bp2 EP2 
command and ~ ( t )  is  t h e  d e s i r e d  p l a n t  r e sponse  

(achieved by a p p r o p r i a t e l y  p i c k i n g  t h e  r e f e r e n c e  model 
p a r a m e t e r s ) .  S ince  Ll~e r e f e r e n c e  model i s  s y n t h e s i z e d  
by t h e  c o n t r o l l e r  a l l  i t s  s t a t e s  and i n p u t s  a r e  known 
9uant.i t i e s .  



I f  t h e  p l a n t  i s  d e s c r i b e d  i n  d i s c r e t e - t i m e  format  
(Eqs.  2 . 3 - 2 ) ,  t h e  r e f e r e n c e  model i s  a l s o .  The number 
of i n p u t s ,  o u t p u t s  and s t a t e s  i s  t h e  same a s  i n  t h e  
cont inuous  f o r m u l a t i o n .  Thus,  

where Fm, Gm and Cm a r e  m a t r i c e s  o f  a p p r o p r i a t e  d i -  

mensions c o n t a i n i n g  c o n s t a n t  pa rame te r s .  

I n  te rms o f  t h e  p l a n t  and model, t h e  s o l u t i o n  t o  
t h e  MRC o r  MRAC problem is  a  p l a n t  c o n t r o l ,  u  ( t )  o r  

-I) 

u  ( k ) ,  t h a t  causes  t h e  p l a n t  o u t p u t ,  y p ( t )  o r  y p ( k ) ,  
-P 
t o  approach t h e  r e f e r e n c e  model o u t p u t ,  ~ ( t )  o r  

~ ( k ) ,  a s y m p t o t i c a l l y .  The d i f f e r e n c e  between t h e  HRC 

and MRAC problem i s  t h a t  i n  t h e  former  t h e  p l a n t  
pa rame te r s  (Ap, B C F  G H ) a r e  known whi l e  

P '  P '  P '  P '  P  
i n  t h e  l a t t e r  t h e y  a r e  unknown. 



3 .0  MODEL REFERENCE CONTROL 

This  chapter  p resen ts  the  Hodel Reference Control 
(MRC) algori thm s o l u t i o n s  t o  t h e  c o n t r o l  problem posed 
i n  Chapter 2. The MRC a lgori thm i s  t h e  nonadaptive 
( r e q u i r i n g  knowledge of t h e  p l a n t  parameters) counter- 
p a r t  t o  t h e  MRAC algori thm. The MRC algori thm devel- 
opment is  a  s i g n i f i c a n t  achievement i n  t h i s  research 
because: (1) it i s  a  unique model following cont ro l  
a lgor i thm and (2 )  represen ts  t h e  s teady s t a t e  behavior 
( o r  i d e a l  goa l )  of the  MRAC. That i s ,  t h e  MRAC algo- 
r i thm a d j u s t s  t h e  con t ro l  gains  toward t h e  MRC algo- 
rithm g a i n s .  Once the gains reach t h e i r  MRC va lues ,  
no more adap ta t ion  w i l l  occur. Thus, t h e  MRC algo- 
r i thm i s  an important component i n  t h e  HRAC algori thm 
a n a l y s i s .  

Model Reference Control (MRC) i s  based upon 
matching t h e  response of a  system having known param- 
e t e r s  t o  t h a t  of a  reference model which has d e s i r a b l e  
design s p e c i f i c a t i o n s  incorporaLrd within i t .  For 
example, the  aurpuw to a  sLep input  might bc charas- 
t e r i z e d  by s p e c i f i e d  r i s e  t imes,  ovcrshoots ,  and/or 
damping r a t i o s .  The c o n t r o l l e r  and re fe rence  model 
W Q ~ J !  toge ther  t o  incorporate  these  c h a r a c t e r i s t i c s  

. i n t o  t h e  p l a n t  outputs .  The re fe rence  inputs  are fed 
i n t o  t h e  reference model, the  outputs  of which respond 
i n  accordance with the design s p e c i f i c a t i o n s  t h a t  have 
been b u i l t  i n t o  i t .  The c o n t r o l  system is  designed 
such t h a t  the  inputs  t o  t h e  p l a n t  d r i v e  t h e  outputs  of 
the  p l a n t  t o  equal  the outputs  of t h e  reference model. 

3 .1  CONTINUOUS-TIME ALGORITHM 

The continuous-time MRC algori thm i s  based on 
continuous-ti.me Command Generator Tracker (CGT) 
methodology and a  continuous-time observer .  Before 
p r e s e n t i n g  t h e  algori thms i n  s e c t i o n  3 .1 .3 ,  these  two 
technologies  a r e  reviewed. 

3 . 1 . 1  Command Generator Tracker Methodology 

The c o n t r o l s  developed from CGT technoiogy (Ref. 
7 )  a r e  based on the so-ca l led  i d e a l i z e d  o r  * - t ra jec -  

The f i l t e r  i n i t i a l  conpit ion,  e(O), i s  a r b i t r a r y  a s  
long a s  t h e r e  e x i s t s  a  g (0)  whicTh s a t i s f i e s  Eq. 3.1-2d 
f o r  t = O .  Rea l iza t iuu  of Eq. 3.1-2d involves a  complex 
reformulat ion,  but  subsequent developments el iminate  
t h i s  f i l t e r  from t h e  MRC a lgori thm. 

The c o e f f i c i e n t s  i n  Eq. 3.1-2 a r e  p a r t i t i o n s  of 
t h e  S  and R matr ices ,  which s a t i s f y  

Equation 3.1-3a has a  s o l u t i o n  i f  none of the  p l a n t  
t ransmission zeros a r e  equal  e i t h e r  t o  zero o r  t o  any 
of the  reference model poles  (Ref. 2 2 ) .  Equation 
3.1-3b has a  s o l u t i o n  i f  none of t h e  p l a n t  transmis- 
s ion  zeros a r e  equal  t o  zero (Ref. 23). 

The MRC algorithm i s  def ined i n  terms of these  
* - t r a j e c t o r i e s  and an es t imate  of the  p l a n t  s t a t e ,  
x  ( t ) .  I f  HD i s  of f u l l  rank (with 2  =n) then t h e  
-D 9 

l s t i m a t e ,  2 6) i s  given by 
-P 

t o r i e s .  The i d e a l  p l a n t  s t a t e  t r a j e c t o r y ,  x*( t ) ,  I f  HD i s  l e s s  than f u l l  rank ( l e t  the  rank be p=n-PS) 
-D 

r epresen ts  t h a t  t r a j e c t o r y  which t h e  p l a n t  i t a t e  thearthe es~i luaLe i s  LLc "utput of Q minimal order ob- 
fol lows when t h e  p lan t  ou tpu t ,  y D ( t ) ,  equals  t h e  r e f -  se rver  given byq 

erence model ou tpu t ,  & ( t ) ,  f o r  a l l  time. The idea l -  
.*- - i ( t )  = A. ~ ( t )  + Bo q ( t )  + C u  ( t )  (3.1-5) 

ized p l a n t  c o n t r o l  t r a j e c t o r y ,  u" ( t ) ,  r epresen ts  t h e  0 -P 
-P 1  

c o n f r ~ l  t h a t  w i l l  cause . the  p l a n t  s t a t e  t o  follow t h e  i ( t )  = W1 ~ ( t )  + W2 y S ( t )  (3.1-6) 
-P 

i d e a l  p l a n t  s t a t e  t r a j e c t o r y  f o r  any a r b i t t a l y ,  where 
g p 2 ( t ) .  That i s ,  fo r  a l l  time 

and 
J. . n * J- 

( t )  = A ( t )  + Bpi g p l ( t )  + Bp2 Ep2(t)  (3.1.-lb) 
-P P  -P 

A i s  a pxp matrix  with l e f t  ha l f  plane 
O e igenvalues 

Bo i s  a  pXks matr ix 

Co is  a  pxm matrix 

W1 i s  a  nxp matrix I n  App~ndix C ,  expressions f o r  t h e  * - t r a j e c t o r i e s  
a s  l i n e a r  func t ions  of ~ ( t ) ,  ~ f m ( t ) ,  u ( t )  and !(t) 

-p2 W2 i s  a  nxk matrix 
S (a f i l t e r e d  version of ~ ( t ) )  a r e  derived.  The ex- 

J. 111 

pressions f o r  '*('), "'(f) and Ire given *Subsequent discussion of the  observer will refer  t o  -.- -P , -P 
Eqs. 3.1-5 and 3.1-6 r a t h e r  than Eq. 3.1-4. I f  Hp 

is  nonsingular ,  the r e s u l t s  a r e  equal ly re levan t  

(3.1-2a) with W2 =  HI^ and a l l  terms assoc ia ted  with ~ ( t )  

being el iminated.  



t 
These matrices satisfy the following equalities 

[Ao Bo] = [I 0 ] w - l A p W  (3.1-7) 
P P es 

A few notes on observers. 

It can be shown there exists a matrix E 
such that 

r 1  
Figure 3.1-1 Model Reference Control Algorithm 

Appendix D presents a methodology for construct- 
ing a matrix K satisfying Eqs. 3.1-17. This method 
depends on: 

Structural constraints' on the.reference 
model (analogous to the relative order 
constraints in Refs. 3 and 14) 

Structural constraints on u (t) whjch 
-p2 

then 

; (t) = Aoez(t) -Z 
(3.1-13a) 

and 

limit its relative order to- be greater 
than u (t). This can be satisfied by 

-P 1 
the appropriate partitioning of con- 
trols into (t) and u (t) EP 1 -p2 ? (t) - x (t) = Wlgz(t) (3.1-13b) 

-P -P Frequency domain constraints on the 
transmission zeroes between u (t) and 

-P 1 3.1.2 MRC Algorithm &mulation 
- 

The MRC algorithm, u (t), is defined in terms of 
-P 1 

the CGT gains and the observer output. Thus, 

iPl(t) = -Pip(t) + PXZ(t) + iuu(t) + P u2-p2 u (t) 

Ep2(t) in that they must lie in the 
left half plane. This can be a sig- 
nificant restriction on the use of the 
algorithm but can be corrected by the 
appropriate choice of u (t)" (see 
Section 3 . 3 ) .  -p2 

Also prese~ted- in-Appendix D is a mechanism for con- 
structing Kx, KU, Ku2 without using the s'.. 'matices as 

1J 
in Eq. 3.1-16. 

( t )  = Aoz(t) + Boys(t) + C u (t) 
0-P 

i (t) = W1ys(t) + W24(t) 
-P 

where 3.1.3 Stability Analysis 

itx = S21 + P.Sll 

itu = S22 + P S12 
. Pu2 = S23 + P S13 

and P satisfies 

In Lhis section, the stability ,and asymptotic 
performance of the MRC algorithm are demonstrated. In 
particular, if the control, u (t), is set equal to 

-P 1 
the MRC algorithm, inl(t) (Eq. 3.1-14), then the plant 

output, yn(t), will asymptotically approach the refer- 

euce model output, ~ ( t ) .  The error dynamics derived 
in this analysis are an important component in the 
subsequent HRAC stability analysis (Section 4.3). (all + n,,) $(t) = g 

and The first step in analyzing the MRC algorithm 
performance is to note from Eqs. 3.1-2, 3.1-14, 3.1-16 
and 3.1-17 that A - B P has stable eigenvalues. 

P PI 

This algorithm is shown graphically in Fig. 3.1-1. 
b *If the number of controls m equals the number of out- 

puts P then 11 (t) doc3 n o t  e x i s t  and 1t the trans- -p2 . - 
mission zeroes are unstable the algorithm cannot be 
applied. 

0 
p 2 is a pxl! null matrix. 



Now, the errors, ~ ( t )  and $t) (Eq. 3.1-12), are 
defined 

-C 

e(t) z x"(t) - x (t) - (3.1-19) -P -P 
e (t) r g(t) - E g(t) 
-2 

(3.1-20) 

Replacing the x terms in Eq. 3.1-18 with the errors 
-P 

in Eqs. 3.1-19 and 3.1-20 (using Eq. 3.1-13b) yields 
* 

gp 1 - (t) = u (t) + ile(t) - Wlez(t)l (3.1-21) 
-P 1 

Differentiating Eqs. 3.1-19 and substituting Eqs. 
2.3-2 and 3.1-lb results in 

I; 
Fi.trally, solving Eq. 3.1-21 fnr 11 I t ]  and subsci- 
ruclrlg iuto Eqs. 3.1-22 yiuLrls -p 1 

;(t) = (Ap - Bpli) e(t) + B 1; (t) - u (t)] - PI -PI -P 1 
+ ~~~i Wlgz(t) (3.1-23a) 

Reiterating Eq. 3.1-13a far completeness 

; (t) = Aoez(t) 
-2 

(3.1-23b) 

and stating initial conditions 

Equations 3.1-23 and 3.1-24 define the dynamics 
for the error vectors, ~ ( t )  and Cz(t). Of particular 

importance to the stability ana-lysis is the behavior 
of the error when u (t) = u it) I i . e . ,  Llre llRC 

-PI -P 1 
algorithm). Given that both A - B i and A. have 

P Pl 
stable eigenvalues, then, as t + m, ~ ( t )  + 0. Multi- 
plying Eq. 3.1-19 by CD and substituting Eqs. 3.1-la 

r 

and 2.3-lb yields the output error, e (t). 
-Y 

C e(t) = ~ ( t )  - y (L) 5 e (t) 
P- P 

(3.1-25) 
-Y 

Hence as t + W ,  yp(t) + ~ ( t )  which is Llie desired 

result. In summary, if the transfer function from 
u' (t) to y (t) has no right half plane finite trans- 
-P P 
miccion zeroes,  is chosen as described in Appendix D 
and the observer is designed to be stable, then the 
continuous-time algorithm causes the plant output to 
asymptotically track the reference model output. 

3.2 DISCRETE-TIME ALGORITHM 

The discrete-time MRC algorithm for the system 
described in Eqs. 2.3-3, is based on the discrete-time 
Command Generator Tracker (CGT) methodology (Ref. 8) 
and discrete-time observer. Before presenting the 
algorithm in section 3.2.3, these two technologies are 
reviewed. 

3.2.1 Command Generator Tracker Methodology 

As with the continuous-time formulation, the con- 
trols developed from discrete-time CGT technology are 
based on the idealized or *-trajectories. The ideal 

plant state trajectory, x"(k), represents that trajec- 
-P 

tory which the plant state follows when the plant out- 
put, yp!p(k), equals the reference model output, ~ ( k ) ,  

for all time. The idealized plant control trajectory, 
u* (k), represents the control that will cause the 
-D 1 x -  

plant state to follow the ideal plant state trajectory 
for arbitrary u (k). That is, for all time 

-P 2 

and 
-4- 

xolk+l) = F x*(k) + G u" (k) 
-P ' P -P PI -PI 

In Appendix C, expressions for thc *-trajectories 
as linear functions of x (k), ~ ( k )  and g(k) (a fil- 

-m 
tered version of u (k)) are derived. The expressions 

4. . - "  
for x (k), u (k) and e(k) are glved by 

-p-.. -P 1 
x"(k) = R x (k) + R12 ~ ( k )  
-P 11 -m 

As with continuous time formulation, the filter ini- 
tial condition, 0(0), is arbitrary as long as there 
exists a c(1) wEich satisfies Eq. 3.2-2c for k=O. 
Realization of Eq. 3.2-2d involves a complex formu- 
lation, but subsequent developments eliminate this 
filter from the MRC algorithm. 

The coefficients in Eq. 3.2-2 are partitions of 
the R and A matrices, which satisfy 



Equat ion 3.2-3a has  a  s o l u t i o n  i f  none o f  t h e  p l a n t  
t r ansmiss ion  ze ros  a r e  equa l  e i t h e r  t o  u n i t y  o r  t o  any 
of  t h e  r e f e r e n c e  model p o l e s .  Equat ion 3.2-3b has  a  
s o l u t i o n  i f  none of t h e  p l a n t  t r a n s m i s s i o n  z e r o s  a r e  
equa l  t o  u n i t y  (Ref .  23 ) .  

3 . 2 . 2  Observer Formulat ion 

As i n  t h e  cont inuous- t ime c a s e ,  t h e  MRC a l g o r i t h m  
i s  d e f i n e d  i n  terms of  t h e s e  * - t r a j e c t o r i e s  and an 
e s t i m a t e  of  t h e  p l a n t  s t a t e ,  x  ( k ) .  I f  H i s  o f  f u l l  

-P P  
rank (wi th  Q =n) then  t h e  e s t i m a t e  i s  by 

If  H i s  l e s s  than  f u l l  rank ( l e t  p=n-Q be t h e  rank 
D 

d e f i c i e n c y )  then  t h e  s t a t e  e s t i m a t e  i s  t h e  o u t p u t  o f  
a  minimal o r d e r  obse rve r  g iven  by* 

z ( k + l )  = Fo g ( k )  + Go y s (k )  + H u  ( k )  (3 .2-5)  
0 -P 

i (k )  = W ~ ( k )  + W2 y s ( k )  1  - (3 .2-6)  
-P 

where 

Fo i s  a  pxp m a t r i x  wi th  l e f t  h a l f  p l a n e  
e igenva lues  

Go i s  a  px2 m a t r i x  

Ho i s  a  pxm mat r ix  

W1 i s  a  nxp ma t r ix  

W2 i s  a  nx2 ma t r ix  

These m a t r i c e s  s a t i s f y  t h e  fo l lowing  e q u a l i t i e s *  

A few no tes  on obse rve r s  

There e x i s t s  a  m a t r i x  E  such t h a t  

3 . 2 . 3  MRC Algorithm Formulat ion 

The MRC a l g o r i t h m , .  ; ( k ) ,  i s  de f ined  i n  terms 
-P 1  

of CGT g a i n s  and obse rve r  o u t p u t s .  That  i s  

; ( k )  = i 2 ( k )  + i u  ( k )  
-P 1  -P Y -m 

z ( k + l )  = Fo z ( k )  + Go y s (k )  + H u  (k)  (3 .2-15a)  - 
0 -P 

where 

ix = RZ1 + i Rll 

iu = RZ2 + i R12 

iu2 = R23 + R13 

and s a t i s f i e s  

and 

F  - G i has  s t a b l e  e igenva lues  
P  P I  

(3.2-17b) 

A m a t r i x  i s a t i s f y i n g  Eqs.  3.1-17 can be con- 
s t r u c t e d  i n  a method s i m i l a r  t o  t h a t  d e s c r i b e d  i n  
Appendix D. T h i s  method would depend on: 

S t r u c t u r a l  c o n s t r a i n t s  on t h e  r e f e r e n c e  
model (analogous  t o  t h e  r e l a t i v e  o r d e r  
c o n s t r a i n t s  i n  Refs. 3  and 14)  

S t r u c t u r a l  c o n s t r a i n t s  on u  ( k )  which 
-p2 

l i m i t  i t s  r e l a t i v e  o r d e r  t o  be g r e a t e r  
t han  u  ( k ) .  Th i s  can be  s a t i s f i e d  by 

7 1  
t h e  a p p r o p r i a t e  cho ice  of  c o n t r o l s  i n  
u (k) and u i k j  
-P 1  -p2 

Frequency domain c o n s t r a i n t s  on t h e  
t r a n s m i s s i o n  z e r o e s  between u  ( k )  and 

-P 1  
u  (k) i n  t h a t  t hey  must l i e  i n  Lhe u n i t  
-p2 
c i r c l e .  Th i s  can be  a  s i g n i f i c a n t  r e -  
s t r i c t i n n  on t h e  use  o f  t h e  a lgo r i thm 
b u t  can be  c o r r e c t e d  by t h e  a p p r o p r i a t e  
cho ice  of  u  (k)*.  

-p2 

3 .2 .4  S t a b i l i t y  Ana lys i s  

e  ( k )  = z ( k )  - E % ( k )  I n  t h i s  s e c t i o n ,  t h e  s t a b i l i t y  and a sympto t i c  
-z (3.2-12) performance o f  t h e  MRC a lgor i thms  a r e  demonstra ted .  

A s  w i th  t h e  cont inuous- t ime a l g o r i t h m ,  i f  t h e  c o n t r o l ,  
t hen  gDl (k ) ,  i s  s e t  e q u a l  t o  t h e  MRC a l g o r i t h m ,  gDl (k )  (Eq. 

e  ( k + l )  = Fo e z ( k )  
-2 

(3.2-13a) 3:2-141, t hen  t h e  p l a n t  o u t p u t ,  yD(k)  w i l l  asymp- 

and t o t i c a l l y  approach t h e  r e f e r e n c e  model o u t p u t ,  ~ ( k ) .  

2 ( k )  - x  ( k )  = W1 e z ( k )  (3.2-13b) 
-P -P * I f  t h e  number of  c o n t r o l s  m e q u a l s  t h e  number of ou t r  

p u t s  Q t h e n  u  ( k )  does  n o t  e x i s t  and i f  t h e  t r a n s -  
-p2 

"See f o o t n o t e  on page 7 
mis s ion  z e r o e s  a r e  u n s t a b l e  t h e  a lgo r i thm cannot  be  
a p p l i e d .  



3.3 ENHANCED MRC ALGORITHM The first step in analyzing the MRC algorithm 
performance is to note from Eqs. 3.2-2, 3.2-14, 3.2-16 
and 3.2-17 that 

; (k) = u" (k) + i?[i*(k) - 2 (k)] (3.2-18) 
-P 1 -PI -P 

Define ~ ( k )  and gz(k) (see Eq. 3.2-12) 
3- 

e(k) = x"(k) - x (k) (3.2-19) - -P -P 

e (k) = z(k) - E sp(k) 
-2 

(3.2-20) 

Replacing the x terms in Eq. 3.2-18 with the error in 
-P 

Eqs. 3.2-19 and 3.2-20 (using Eq. 3.2-13b) yields 

Using Eqs. 2.3-4 and 3.2-lb with Eq. 3.2-19 results in 

. - e(k+l) = Fp e(k) + Gpl[<,(k) - +,,(k)l 

(3.2-22) 

f 
Finally, solving Eq. 3.2-21 for u (k) and substitut- 
ing into Eq. 3.1-22 yields -PI 

g(k+l) = ( F ~ - G ~ ~ R )  ~ ( k )  + G [; (k) - u (k)] Pl -PI -P 1 

+ G W1 ez(k> 
Pl 

(3.2-23a) 

Reiterating Eq. 3.2-13a for completeness 

and stating initial conditions 

Equations 3.2-23 and 3.2-24 define the dynamics 
for the error vectors, ~ ( k )  and gz:k). Of particular 

importance is the behavior of the error when u (k) = 
-p! 

; (k) (i.e. , the MRC algorithm). Given that F -G g 
-P 1 P Pl 
and Fu have stable eigenvalues then as t + a, 

e(k) + 0. Multiplying Eq. 3.2-19 by C and substi- - D 
tuting Eqs. 3.2-la and 2.3-3b yields the output 
error, e (k). 

-Y 

C e(k) = ~ ( k )  - yp(k) B e (k) P - 
(3.2-25 ) 

-Y 

Hence as t -+ ca, yp(k) + ~ ( k )  which is the desired 
result. 

In summary, if all finite transmission zeroes of 
the transfer function from u (k) to y (k) are inside 

-P 1 P 
the unit circle, k is chosen in a procedure analogous 
tothat described in Appendix D and the observer is 
designed to be stable, then the discrete-time MRC 
algorithm causes the plant output to asymptotically 
track the reference model output. 

The previous two sections presented continuous- 
and discrete-time MRC .algorithms that cause the plant 
outputs to track ~e reference model outputs provided 
that 

the reference model and u satisfy 
-p2 

(mild) structural constraints analogous 
to relative order constraints 

the transmission zeroes of the transfer 
function from u to yp are stable. 

-P 1 

This section presents the continuous-time enhanced MRC 
algorithm which deals the latter of these constraints. 

The reason the plant transmission zeroes must be 
stable is because lor each-transmission zero, one 
eigenvalue of A -B K (F -G K) equals that transmis- 

P PI 9 91 
sion zero. Hence,-if one transmission zero is un- 
sl:al.il.t! so i s  A -R K auil t11.e cri.ta1:i.a fo r  FIRC stah.il .-  

P P1 . . 
iry is not satisfied. A less serious prub1r111 occurs 
if the transmission tern is marginally stable. Tn 
this case, the MRC algorithm causes the system to be 
marginally stable which leads asymptotically to yD 
perfectly tracking the & after initial oscillations. 
However, Lhr controls, gulp exhibit large oscillations 
at the transmission zero frequencies. This problem is 
demonstrated in Chapter 6. 

The enhancement of the MRC algorithm presented in 
this section alleviates this problem for systems with 
more inputs than outputs (m>2 see Eq. 2.3-1). Only 
the continuous-time enhancement is presented, however, 
the discrete-time equivalent can be developed in an 
aualugous E~shioa. 

The derivation of this enhanced algorithm is 
based on the closed loou ~ l a n t  dvnamics with the MRC 

A - 
algorithm. In particular assume u (t) = LII](~). 
From Eq. 3.1-14 -P 1 

~ ~ ~ ( t )  = -2 i (t) + kx ~ ( t )  + ku %(t) 
-P 

' iU2 !p2(t) (3;3=1) 

Substituting Eq. 3.3-1 i,nto the plant dynamics, 
Eq. 2.3-2 

a(.) = A x (t) + B [-E % (t) + ii8 ~ ~ ( t )  
P -P PI P 

+ iu %(t) + kU2 t+2(t)l + Bp2 a2(t) 

(3.3-2) 

If the observer is assumed to be in steady state 
(i.e., e (t)=O) then Eqs. 3.3-1 and 3.3-2 become 

-2 

u (t) = -ii x (t) + Rx ~ ( t )  + gU &(t) 
-P 1 -P 

+ ku2 !!p2(t) (3.3-3) 

t = (A B 1) x (t) + (Bplku2 + Bp2) q2(t) 
-P P Pl -P 

+ Bpl[Zx ~ ( t )  + Eu l&(t)l (3.3-4) 



Consider these two equations as representing a 
dynamic system with u (t) as an input, x (t) and 

-p2 -m 
u (t) as disturbances, and up2(t) as an output. If 
-In 
the transmission zeroes of the plant are unstable or 
marginally stable this system (open-loop) is unstable 
or marginally stable, respectively. He3ce, the ob- 
jective in designing the enhanced algorithm is to 
~ l i u u s r  u ( L )  LO stabilize the above system and mini- 

-v2 
mize the excursions .of u (t). (Recall that any 

-D 1 
choice of gD2(t) preserves the PiRC algorithm). Taking 

the standard optimal control approach, the following 
cost function is used. 

W '  
T T J = (o [u (t) R1 ~+(t) + u (t) R2 a2(t)ldt 
-P 1 -P 2 

The resulting choice. of u (t) is of the form (note 
-p2 

x (t) is replaced by its estimate) 
-P 

u (t) = G (t) + G x (t) + G,, %(t) 
-p2 -P x -in 

(3.3-6) 

The MRC algorithm acts as inner loop and the en- 
hancement acts as outer loop (see Fig. 3.3-1). The 
cost function (Eq. 3.3-5) causes the action of the 
controls, u (t) and u (t), to balance each other 

-D 1 -D 2 
(with appropriate weighting factors) without dis- 
turbing the action of the MRC algorithm in driving 
y (t) toward ~ ( t ) .  At the same time the closed loop 
D 
system is stabilized. This enhanced algorithm is 
demonstrated in Chapter 6. 

Figurc 3.3-1 EnGaucrJ Model Reference Control 
Algorithm 



4 . 0  MODEL REFERENCE ADAPTIVE CONTROL 

Th i s  c h a p t e r  p r e s e n t s  t h e  m u l t i - i n p u t  mul t i -ou t -  
p u t  (MIMO) Model Reference Adapt ive  Con t ro l  (MRAC) 
a l g o r i t h m  and a  s t a b i l i t y  a n a l y s i s  of  t h e  r e s u l t i n g  
c l o s e d  loop  sys tem.  The a d a p t i v e  a l g o r i t h m  i s  an  ex- 
t e n s i o n  o f  t h e  MRAC a l g o r i t h m , p r e v i o u s l y  developed by 
Mabius and Kaufman (Ref. 3 )  u s i n g  t h e  MRC a l g o r i t h m  
d e s c r i b e d  i n  Chapter  3 .  The a l g o r i t h m  i s  a l s o  an  
e x t e n s i o n  t o  HIM0 systems of p r e v i o u s l y  developed 
s i n g l e - i n p u t ,  s i n g l e - o u t p u t  (SISO) MRAC a lgor i thms  
(Ref .  1 5 ) .  I n  f a c t ,  t h e  MRAC a l g o r i t h m  p r e s e n t e d  
h e r e  d e g e n e r a t e s  i n t o  t h e  SISO a l g o r i t h m  i f  t h e  u u -  
b e r  o f  i n p u t s  and o u t p u t s  i s  one. One l i m i t a t i o n  t o  
t h e  s t a b i l i t y  proof  (desc r ibed  i n  S e c t i o n  4 . 3 )  l i m i t s  
t h e  use  o f  t h i s  a l g o r i t h m .  However, f u t u r e  e f f o r t s  
shou ld  r e a d i l y  e l i m i n a t e  t h i s  r e s t r i c t i o n  and make 
t h e  a l g o r i t h m  g e n e r a l l y  a p p l i c a b l e .  

The MRC a lgor i thm p r e s e n t e d  i n  Chapter  3  is  
implementable  i f  t h e  p l a n t  pa ramete r s  a r e  unknown, 
t h e  HRAC a l g o r i t h m  d e s c r i b e d  h e r e  i s  a p p l i c a b l e  be- 
cause  it adjuS29 t h e  g a l u s  tu account f o r  unlmewn 
p l a n t  pa ramete r s .  The g a i n s  a d a p t  t o  t h e  MRC g a i n s  
d e s c r i b e d  i n  Chap te r  3 a t  which p o i n t  t h e  p lant /model  
i s  d r i v e n  t o  z e r o .  S i n c e  t h e  a d a p t a t i o n  is  d r i v e n  by 
t h i s  e r r o r ,  t h e  g a i r ~ s  remain f i x e d  and 36 wirh   he 
MRC a l g o r i t h m  t h e  p l a n t  o u t p u t  t r a c k s  t h e  r e f e r e n c e  
model o u t p u t .  

S e c t i o n  4 .1  p r e s e n t s  a  r e f o r m u l a t i o n  of  t h e  ob- 
s e r v e r  n e c e s s a r y  t o  p u t  t h e  MRC a l g o r i t h m  i n t o  a  con- 
t e x t  amenable t o  a d a p t a t i o n .  The KRAC a lgor i thm 
a p p e a r s  i n  S e c t i o n  4 . 2  and s t a b i l i t y  a n a l y s i s  appea r s  
i n  S e c t i o n  4 .3 .  

4 . 1  OBSERVER MODIFICATION 

Tho key t o  the ariapt.ive a l g o r i f b  d i s c u s s e d  i n  
t h e  n e x t  s e c t i o n  i s  t h a t  t h e  c o n t r o l  must be a  l i n e a r  
combinat ion o f  known q u a n t i t i e s .  Note t h a t  t h e  ob- 
s e r v e r  term i n  t h e  HRC a l g o r i t h m  (Eq. 3.1-14) i s  
dependent  cn  ~ ( t ) ,  t h a t  i s  

t i ( t )  = i W1 ~ ( t )  + i W2 y s ( t )  (4 .1-1)  
-P 

But ~ ( t )  i s  computed u s i n g  B  and Co ( ~ q .  3.1-5) bo th  

o f  which a r e  dependent on unknown p l a n t  pa ramete r s ;  
hence,  ~ ( t )  i s  "unknown". I n  t h i s  s e c t i o n  t h e  ob- 
s e r v e r  s t a t e  ~ ( t )  i s  r edes igned  t o  be a  l i n e a r  com- 
b i n a t i o n  of known q u a n t i t i e s .  

R e c a l l  t h a t  ~ ( t )  i.s a  p x l  v e c t o r  (p=n-Ps) aud is  

governed by (Eq. 3.1-5) 

L e t  t h e  e l emen t s  of  y s ( t )  and u  ( t )  be  y s i ( t )  
-P 

( i = l  ... Es) and u  . ( i = l  . . .  m), r e s p e c t i v e l y ,  and l e t  
P  1 

. t h e  columns of  Bn and C be b  . ( i = l  ... a s )  and c . 
0 -01 -0 1 

1  m ,  r e s p e c t i v e l y .  Then, Eq. 4 .1-2  becomes 

Tha t  i s ,  t h e r e  a r e  2  +m p x l  v e c t o r s  i .  ( t ) .  
-1 

I f  ; . (o )  i s  chosen t o  s a t i s f y  
-1 

t h e n  f o r  a l l  t 

Each s e t  of dyalmics jn Eq. 4 .1 -3  con be t r a n o f o m e d  
i n t o  (Ref .  24) 

where 

The m a t r i x  A h a s  t h e  same e igenva lues  a s  A. and t h e  

v e c t o r  b i s  independent  of  index i .  Thus 

and ~ ( t )  i s  a  "known" q u a n t i t y  independent  of  t h e  

p l a n t  pa ramete r s .  

Equat ions  4.1-6 and 4 .1-8  can be conso l ida ted  
i n t o  two v e c t o r  e q u a t l o n s  g iven  by 

i ( t )  = Aw " t )  + BW y , ( t )  + C u  ( t )  (4.1-9a) 
-P 

, 
and t h e  m a t r i c e s  a r e  de f ined  a s  fo l lows  

Def ine  w . ( t )  a s  a  p x l  v e c t o r  governed by 
-1 
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a  qxq m a t r i x  

(4.1-11) 

a  qXes m a t r i x  

(4 .1-12)  

a  qxm m a t r i x  

(4 .1-13)  

a  pxq m a t r i x  

(4 .1-14)  

I n  summary, t h e  pth o r d e r  dynamics o f  ~ ( t )  (Eq. 
4 .1 -2 )  have been t r ans fo rmed  i n t o  t h e  sys tem d e f i n e d  

t h  by Eq. 4.1-9 w i t h  q o r d e r  dynamics (Eq. L.1-qh) 
The srZe of q  can be  reduced i f  t h e  observed s t r u c -  
t u r e  i s  somewhat decoupled .  I n  p a r t i c u l a r ,  t h e  i n -  
d i v i d u a l  sys tems d e s c r i b e d  i n  Eq. 4 .1-3  may be  o f  
o r d e r  l e s s  t h a n  p ,  s a y  p f .  I n  t h i s  c a s e  

The enhanced a l g o r i t h m  ( f eedback  t o  u  ( t ) )  i s  n o t  
-P 2  

a d a p t i v e  and t h u s  i s  n o t  i n c l u d e d  i n  t h e  e q u a t i o n s .  
The s t a b i l i t y  of t h e  MRAC ( s e e  S e c t i o n  4 . 3 )  depends 
on t h e  MRC b e i n g  s t a b l e .  

As mentioned i n  S e c t i o n  4 . 1 ,  t h e  MRAC a l g o r i t h m  
i s  d i f f e r e n t  t h a n  t h e  MRC a l g o r i t h m  i n  t h a t  t h e  ob- 
s e r v e r  d e s c r i b e d  i n  Eq. 4.1-9 r e p l a c e s  t h e  MRC ob- 
s e r v e r .  S u b s t i t u t i n g  Eq. 4.1-15 i n t o  Eq. 3 .1-14 
y i e l d s  t h e  f o l l o w i n g  

where ~ ( t )  is  d e f i n e d  by Eq. 4.1-9a and 

The MRAC a l g o r i t h m  has  t h e  same s t r u c t u r e  a s  Eq. 
4.2-1 and is  g i v e n  by 

As i n  Mabius-Kaufman a l g o r i t h m  i n  Re f .  4 ,  t h e  q u a n t i -  
t i e s  ~ ( t )  and K ( t )  a r e  now d e f i n e d  t o  p rov ide  more -r 
compact n o t a t i o n  f o r  t h e  a d a p t i v e  c o n t r o l l e r ,  v i z ,  

K r ( t )  = IKw( t ) ,  K ( t ) ,  K x ( t ) ,  K U ( t ) ,  Ku2( t ) l  
Y .  

(4 .2-5)  

K r ( t )  r e p r e s e n t s  a  c o n c a t e n a t i o n  o f  t h e  a d a p t i v e  

g a i n s .  With t h e s e  d e f i n i t i o n s  

u ( t )  = K r ( t )  ~ ( t )  (4 .2 -6 )  
-P 1  

But the basic result is that observer term in the mC The mechanism by which K r ( t )  i s  adap ted  i s  de f ined  by 

a l g o r i t h m s  (Eq. 3 .1-14)  i s  g iven  by 
K r ( t )  = Kp( t )  + K I ( t )  (4 .2-7a)  

t i ( t )  = i w1 Tw y ( t 1  + f u2 y s ( t )  
'-P 

(4 .1-16)  T 
Kp( t )  = QL ~ ( t )  f f ( t )  TKP (4 .2-7b)  

r 
where hot.h ~ ( t )  and y s ( t )  a r e  "k~~owu" q u a n t i t i e s  ( i n -  K I ( t )  = QL g ( t )  g f ( t )  TIP (4 .2 -7c )  

dependent  o f  t h e  p l a n t  p a r a m e t e r s ) .  KI(0) (4 .2-7d)  

where t h e  augmented e r r o r  i s  g iven  by 
4 . 2  MRAC ALGORITHM FORMllLATION 

~ ( t )  = e  ( t )  - ( t )  - 
The Model Re fe rence  Adapt ive  C o n t r o l  (MRAC) a l -  -Y -Y 

go r i t hm p r e s e n t e d  h e r e  has  t h e  same s t r u c t u r e  a s  t h e  t h e  output. e r r o r  i s  g iven  by 
KRC a l g o r i t h m  d e s c r i b e d  i n  Chapter 3 .  Only t h e  con- 
t i nuous - t ime  a l g o r i t h m  i s  p r e s e n t e d  wh i l e  t h e  d i s -  e  ( t )  = y,,,(t) - y p ( t )  
c r e t e - t i m e  c o u n t e r p a r t  i s  ve ry  s i m i l a r  i n  s t r u c t u r e .  -Y 



t h e  o u t p u t  e r r o r  e s t i m a t e  i s  g iven  by 

and f i n a l l y  

The m a t r i c e s  TKp, TKI, TLP and TLI a r e  p o s i t i v e  

d e f i n i t e ,  QL i s  any n o n s i n g u l a r  2 x J? m a t r i x  t h a t  

s a t i s f i e s  a  c o n s t r a i n t  d e s c r i b e d  i n  S e c t i o n  4 . 3  
and KIO and LIg a r e  i n i t i a l  g u e s s c s  clL K and L. r 
Note t h a t  K ( t )  i s  a  p r o p o r t i o n a l  g a i n  and K I ( t )  is  P  
a n  i n t e g r a l  g a i n ,  and t h e  c h o i c e  o f  TKp and TKI 

a f f e c t s  t h e  t r a n s i e n t  b e h a v i o r  o f  Ll~r a d a p t i v e  a l g o -  
r i t hm.  The m a t r i x  Ae is  a  s t a b l e  sys tem m a t r i x  which 

s a t i s f i e s  c o n s t r a i n t s  s p e c i f i e d  i n  S e c t i o n  4 .3 .  

The q u a n t i t i e s  r ( t )  and u  ( t ) ,  which a r e  de- -f -D f  
f i n e d  i n  S e c t i o n  4 . 3 ,  a r e  f i l t e r e d  v e r s i o n s  o f  ~ ( t )  
and u  ( t )  r e s p e c t i v e l y .  T h i s  a l g o r i t h m  is  sum- 

-P 1  
mar ized i n  F i g s .  4.2-1 and 4 .2-2 .  

F i g u r e  4 .2-1  node1 Refe t ence  Adapt ive  C u u t ~ x ~ l  
Algor i thm 

The a l g o r i t h m  i s  g r e a t l y  s i m p l i f i e d  i f  t h e  f i l -  
t e r  f ( s )  i s  u n i t y  ( s e e  S e c t i o n  4 . 3 ) .  I n  t h i s  c a s e  
u  ( t )  = u  ( t )  and r f ( t )  = ~ ( t )  and t h u s  !(t) = 0  and 
-P f -P 
G ( t )  = e .  The governing e q u a t i o n s  a r e  t hen  
-Y 

F i g u r e  4 .2-2  - H o d e l  Re fe rence  Adapt ive  Con t ro l  
Adapt ive  Mechauism 

which i s  t h e  p r e v i o u s  r e s u l t  appea r ing  i n  Appendix E. 

The s t a b i l i t y  a n a l y s i s  i n  t h e  n e x t  s e c t i o n  shows 
t h a t  ~ ( t ) ,  ; ( t ) ,  h ( t )  and t h u s ,  e  ( t ) ,  approach 

-Y -v 
z e r o ,  a s y m p t o ~ c a l l y .  Given s u f f i c i e n i  e x c i t a t i o n  o f  
t h e  sys tem,  t h e  g a i n s  K I ( t )  and L I ( t )  approach K r  and 

L  ( d e f i n e d  i n  Appendix D) r e s p e c t i v e l y .  Once t h e s e  
g a i n s  a r e  reached f u r t h e r  e a c i i a t i r s a  does  n e t  coucc 
e  ( t )  t o  d e v i a t e  from z e r o .  S i m i l a r l y ,  % ( t )  remains -v 
a t  z e r o  and t h u s ,  g ( t )  is  z c r o  and no f u r t h e r  adap ta -  

t i o n  t a k e s  p l a c e .  

4 . 3  STABILITY ANALYSIS 
(, .--a 

Thi s  s e c t i o n  p r e s e n t s  a  s t a b i l i t y  a n a l y s i s  of .J1 

t h e  sys tem d e s c r i b e d  i n  Chapter  2  (Eqs.  2 .3 -1  and 
2 .3-2)  w i t h  t h e  i n p u t  u  ( t )  d e f i n e d  by Eq. 4 .2-6  and 

-P 1  
gail l  a d a p t a t i o n  d c i i n c d  by Eqs. 4.2-7  1 . 0  4 .2 -12 .  
F r r s t ,  t h e  f i l t e r s  used t o  compute r f ( t ) ,  u  ( t )  and 

-P f 
6 ( t)  ( i . ~ .  , ( s l - ~ e ) - ' )  a r e  d e f i n e d .  Then, t h e  aug- 
-Y 
mented e r r o r ,  e ( t ) ,  dynamics a r e  d e r i v e d ,  a  Lyapunov 
f u n c t i o n  i s  dg f iucd  and f i n a l l y ,  t h e  s t a b i l i t y  i c  
v e r i f i e d .  

I n  Eq. 4 .2 -9 ,  t h e  o u t p u t  e r r o r ,  e  ( t ) ,  i s  de- 
-Y 

f i n e d .  I n  S e c t i o n  3 . 1 ,  t h e  dynamics governing t h e s e  
e r r o r s  a r e  shown t o  be  

e ( t )  = ( A  -B i?) ~ ( t )  - P P I  



I n  Appendix D ,  t h e s e  equa t ions  a r e  shown t o  be  equiva-  
l e n t  t o  

where 

e  ( t )  = N ~ ( t )  -N (4 .3-3)  

and t h e  m a t r i c e s  AN, BN, CN, L ,  N and Q a r e  de- 

f i n e d  i n  Appendix D .  The m a t r i c e s  AN,  BN, CN and Q 

a r e  known ( independent  of  t h e  p l a n t  pa ramete r s )  
and i n  p a r t i c u l a r ,  t h e  cho ice  of  Q i s  a r b i t r a r y .  

From t h e  d e f i n i t i o n s  of  AN, BN and C N ,  Q can be 

chose  such t h a t  t h e  2x2 t r a n s f e r  f u n c t i o n  m a t r i x  
H ( s ) ,  g iven  by 

is  d i a g o n a l ,  g iven by 

w i t h  each e lement  of  t h e  d i a g o n a l  of  t h e  form 

where 

f . ( s )  = 1  
i=l. .  . 2  ( s+a .  ) ( s + a .  ) . . . ( s + a .  ) r  1  12 ~ d .  

The r e l a t i v e  o r d e r  index d .  is  

and i f  d .  = 0  

I n  o r d e r  t o  prove t h a t  t h e  a l g o r i t h m  d e f i n e d  i n  
S e c t i o n  4 .2  i s  s t a b l e ,  Q must be s e l e c t e d  such t h a t  
t h e  f i l t e r s  f i ( s )  s a t i s f y  

Th i s  can be t r u e  on ly  i f  t h e  p l a n t  i s  s t r u c t u r e d  s o  
t h a t  

Th i s  is  a  s e r i o u s  r e s t r i c t i o n  on t h e  use  of  t h e  a lgo -  
r i t hm,  however, t h e  a u t h o r  f e e l s  t h i s  r e s t r i c t i o n  can 
be e l i m i n a t e d  by an a l t e r n a t e  s t a b i l i t y  proof  o r  by 
p r r f i l t e r i n g  t h e  i n p u t s .  I n  t h e  subsequent  a n a l y s i s ,  
i t  is  assumed Eq. 4.3-11 i s  t r u e .  

The f i l t e r  f ( s )  i s  a  s t a b l e  f i l t e r  of  o r d e r  
d i (=dl=d2,  e t c . )  and t h e  f i l t e r s  p i ( = )  are s t a b l e  

f i r s t  o r d e r  low pass  f i l t e r s .  These f i l t e r s  d e f i n e  
H(s)  

and a s  desc r ibed  above d e f i n e  Q .  Fur thermore ,  t h e s e  
f i l t e r s  d e f i n e  t h e  m a t r i x  A (Eq. 4.2-10) t o  be a  
d i agona l  2x2 m a t r i x  

Also t h e  e lements  of  g f ( t )  a r e  d e f i n e d  a s  t h e  o u t p u t  

of a  f i l t e r  w i th  t h e  r e s p e c t i v e  e lements  of ~ ( t )  a s  
t h e  i n p u t .  I n  p a r t i c u l a r  

where r ( t )  i s  t h e  ith element  of  r ( t )  and r i ( t )  i s  
f i  -f 

t h e  ith element  of  ~ ( t ) .  The e lements  of  u  ( t )  a r e  
d e f i n e d  a s  -P f 

where u f i ( t )  i s  t h e  ith element  of  u ( t r  and u i ( t )  
-P f 

i s  t h e  ith element  o f  u  ( t ) .  
-P 1  

With t h e s e  d e f i n i t i o n s  we can d e r i v e  t h e  dy- 
namics of  t h e  augmented e r r o r ,  & ( t )  (de f ined  i n  Eq. 
4 .2 -8 ) ,  upon which t h e  s t a b i l F t y  proof i s  based .  
From Eq. 4.3-13 t h e  o u t p u t  e r r o r  dynamics Eq. 4 .3-2  
can be r e w r i t t e n  a s  

; ( t )  = A e  ( t )  + f ( s )  L[; ( t )  - u  ( t ) l  
-Y e  -Y -P 1  -P 1  

+ f ( s )  L K W1 $ t )  (4.3-16) 

Def in ing  f. analogous  t o  K r ( t )  
- - 

ir = [ f ,  Ky,  K ~ ,  K ~ ,  K31 

- 
u  ( t )  can be w r i t t e n  a s  
-P 1 

= ir ~ ( t )  

Def in ing  gzf ( t )  a s  

e  ( t )  = f(s) e,(t.l 
-.4 1 

and u s i n g  Eqs.  4.3-14, 4.3-15, 4.3-18 and 4.3-19, t h e  
o u p t u t  e r r o r  dynamics,  Eq. 4 .3-16,  become 

; ( t )  = A  e  ( t )  + L [ K ~  r f ( t )  - u ( t ) ]  
-Y e  -Y -P f 

From t h e  d e f i n i t i o n  o f  n ( t ) ,  Eq. 4.2-12, n o t e  t h a t  
t h e  b racke ted  q u a n t i t y  i n  Eq. 4.3-20 s a t i s f i e s  t h e  
i d e n t i t y  

K r  r f ( t )  - u  ( t )  = P ( t )  + [k r  - K r ( t ) l  r f ( t )  
-P f 

(4.3-21) 

Hence, Eq. 4.3-20 becomes 

; ( t )  = h c ( t )  + L  A ( t )  + ~ [ i ,  - K p ( t ) l  r f ( ~ )  
-Y -Y r 



Recall that the augmented error, g(t), is the 
difference between the output errors, e (t) and the 

-Y 
output error estimate, (t), as defined in 

-Y 
Eq. 4.2-10. Hence, using Eq. 4.2-10, and 4.3-20 

The cornerstone of all MRAC algorithms is the 
Lyapunov function from which the algorithms are de- 
rived. Deriving the algorithms with the Lyapunov 
function assures their global stability. Although 
'this MRAC algorithm has been presented first, it has 
been derived from the augmented error dynamics, 
Eq. 4.3-23, and the Lyapunov function V(t). 

where SK and SL are nonsingular matrices and P is a 

positive definite symmetric matrix. The matrices 
must. sati.sfy the constraints discussed below. 

II: call be shown that if 

and 

then 

T T $(t) = 5 (t) [PAe + Ae P] g(t) 

An analysis analogous to that in Ref. 4. shows 
that if V(t) is positive definite in g(t) and V(t) is 
negative definite* in ~(t), then g(t) will approach 
zero asymptotically. By its definition, Eq. 4.3-24, 
V is positive definite in ~(t). If Qe, defined as 

is positive definite then t(t) is negative definite 
in ~ ( t )  and the augmented error g(tj 1s asjfiqroric 
ally stable to zero; hence, (t) + e (t). This re- 

-Y . -Y 
sult along with the structure of V(t) implies that 

ey(t) + 0 (i.e., yp(t) + %(t)) as discussed in Ref. 

2. In this reference. the stability discussion re- 
fers to single-input, single-output systems. However, 
for the algorithm discussed here the reasoning is the 

*The term e (t) asymptotically approaches zero; -z f 

same. In particular, g(t) is bounded and. from the 
structure of V(t), rf(t) can be shown to be bounded. 

To summarize, the MRAC algorithm presented in 
Eqs. 4.2-5, 7, 8, 9, 10 and 11 is stable provided that 
Lhr constraints presented in Eqs. 4.3-25, 26 and 28 
are satisfied. Unlike constraints on previous 
algorithms generated in this effort (Appendix E) these 
constraints are much easier to satisfy. Let Lo be a 

nominal value of L, then choose QL = L;' and SK = Lo 
and the constraints become 

T P = SL SL (4.3-29) 

PL = Lo (4.3-30) 

where P and Q are positive definite. If L = Lo, 
T .  P = I Qe = -A -A 1.s an obvious solution. Thus, a R' c c 

solution clriotc everywhere in t.he a~ighhnrhnod n f  
L = LO' 

hence, after some time, the quadratic terms in 
&(t) dominate these linear terms. - 



5.0 POWER PLANT MODEL 

5.1 BACKGROUND 

Modern control system design procedures are pre- 
dicated on models of the system being controlled. The 
model reference adaptive control theory being devel- 
oped in this project will likewise lead to a model- 
dependent design methodology. To enhance the under- 
standing of the theory and implications of various 
design options that may arise, TASC has developed a 
realistic power plant model. 

The model chosen to aid in studying the theory is 
that of Philadelphia Electric' Company's Cromby No. 2 
Unit. A nonlinear, state-space model of this plant 
has been developed from first-principle considerations 
(Refs. 9 and 10). Moreover, test data are available 
for validation and, therefore, this model is consid- 
ered to be highly realistic with regards to predicting 
(restricted) operating conditions. A linearization of 
this nonlinear model has been used to validate the 
applicability of MRC algorithms (and thereby MRAC 
algorithms) as described in Chapter 6. For various 
reasons discussed below, TASC has extended the capa- 
bilities of this model as part of the research effort. 

5.2 MODEL DEVELOPMENT 

The major objective of the model development task 
has been to extend the capabilities of the mathe- 
matical model for the Cromby No. 2 Unit which consists 
of a fossil-fired reheat boiler-turbine-generator. 
These extensions include: 

Restructuring the turbine model to improve 
extraction flow modeling 

Providing representation of governor-valve 
overlap 

Increasing the range of thermodynamic 
state relations. 

5.2.1 The Cromby Model 

TASC has been engaged in building a simulation 
from portions of the Cromby model as documented in 
Ref. 10. In particular, a model of the boiler has 
bccn c-stcrl1islit.d. This includes (according to nomen- 
clature of Ref.. 10) 

Feedwater valre/boiler feed pumps 

Downcomers 

Waterwalls 

Drum 

Primary superheater (steam side) 

Superheat spray 

Secondary superheater (steam side) 

Reheat spray 

Reheater section (steam side) 

Mills 

b Combustion 

Superheat furnace 

Reheat furnace. 

Two major assumptions about the plant cycle were 
made in the original work, and all are adopted herein, 
they significantly impact the final model formulation. 
The first is that dynamic phenomena related to air and 
hot gases are much faster than those that occur in the 
steam cycle. Consequently, these dynamics are ig- 
nored; their inclusion would lead only to computa- 
tional difficulties during simulation without con- 
tributing to overall control analysis capability. For 
similar reasons, the second assumption made was that 
feedwater train and economizer dynamics could also be 
omitted. Building a model based on Ref. 10 entails 
resolving simultaneous nonlinear algebraic equations, 
and establishing the order for implementing the re- 
solved equations. The resolved equations are pre- 
sented in Appendix A. The 14 state variables used to 
model the boiler are tabulated in Table 5.2-1. Addi- 
tional state variables will be defined for the turbine 
model; control and output variables are discussed in 
Section 5.3. 

TABLE 5.2-1 
CROMBY MODEL BOILER STATE-VARIABLES . 

Drum steam density 
Drum water volume 
Fractional mill volume occupied by coal 
Crusher-zone coal mass 
Superheat-furnace waterwall tube temperature 
Reheat-furnace waterwall tube temperature 
Primary-superheater steam density 
Primary-superheater steam enthalpy 
Secondary-superheater average steam density 
Secondary-superheater average steam enthalpy 
Secondary-superheater outlet steam enthalpy 
Reheater average steam density 
Reheater average steam enthalpy 
Reheater outlet steam enthalpy 

1 

5.2.2 Model Extensions 

Modifications of the Cromby model have been in- 
cluded as part of this TASC effort in order to develop 
a more generic power plant model. These modifications 
are centered around substitution of the dynamic tur- 
bine model developed in Ref. 25 for that originally 
used in the Cromby model. Incorporation of the dy- 
namic turbine affords more realistic representation of 
the following: 

turbine steam dynamics 

gnvernor valve operation 

effects of turbine back-pressure 

These items are important from the viewpoint of tur- 
bine control in the presence of balance-of-plant in- 
teractions. 

Turbine steam dynamics - The original Cromby tur- 
bine model was developed under the assumption of reac- 
tion-turbine flow being proportional to inlet pres- 



s u r e ;  t h a t . i s ,  s o n i c  flow p r e v a i l s  throughout  t h e  t u r -  
b i n e  over  t h e  e n t i r e  load range.  Th i s  model rep- 
r e s e n t s  t h e  r e a c t i o n - t u r b i n e  flow a s  being a lgebra -  
i c a l l y  r e l a t e d  t o  s u p e r h e a t e r  o u t l e t  f low.  The 
dynamic model of Ref .  25,  &owever, a l lows  f o r  steam 
mass and ene rgy  s t o r a g e  i n  t h e  h igh-p ressu re  t u r b i n e  
which i n  t u r n  f a c i l i t a t e s  t h e  use  o f  S t o d o l a ' s  flow 
e q u a t i o n .  S i n c e  t h i s  flow e q u a t i o n  i s  e q u a l l y  v a l i d  
f o r  s o n i c  and subson ic  t u r b i n e  f low,  t h e  dynamic model 
i s  l e s s  r e s t r i c t i v e  t h a n  t h e  a l g e b r a i c  one. 

Governor v a l v e  o p e r a t i o n  - The model o f  Ref. 25 
a l s o  i n c o r p o r a t e s  an  a lgor i thm t o  r e p r e s e n t  governor 
v a l v e  o v e r l a p .  Governor va lve  o v e r l a p  is  a n  o p e r a t i n g  
p r a c t i c e  which i s  used t o  reduce t h e  impul se - l ike  flow 
d i s t u r b a n c e s  in t roduced  upon opening o f  a  governing 
v a l v e .  The p r a c t i c e  i s  c a r r i e d  o u t  by opening succes-  
s i v e  v a l v e s  b e f o r e  p r e v i o u s l y  opened v a l v e s  a r e  f u l l y  
opened. The procedure  i s  reve r sed  upon c l o s u r e .  

The i m p l i c a t i o n s  o f  o v e r l a p  a r e  t h a t  some v a l v e s  
may b e  p a s s i n g  s o n i c  flow whi le  o t h e r s  o p e r a t e  sub- 
s o n i c a l l y .  These mixed c o n d i t i o n s  and model c a p a b i l -  
i t . ies are  a l l u d e d  t o  i n  t h e  o r i g i n a l  Cromby work and 
c x t t n d c d  i n  Ref .  25. 

E f f e c t s  o f  t u r b i n e  back-pressure  - The o r i g i n a l  
assumption nf algebraic r e a c t i o n - t u r b i n e  f low l i m i t s  
t h e  c a p a b i l i t y  t o  model e f f e c t s  of t u r b i n e  back-pres-  
s u r e .  T h i s  can b e  amel io ra ted  by use  of t h e  S todo la  
e q u a t i o n  which e x p l i c i t l y  r e l a t e s  t u r b i n e  flow and 
t u r b i n e  e x i t  p r e s s u r e .  There fo re ,  r e p r e s e n t a t i o n s  of 
t u r b i n e  e x t r a c t i o n  f lows can be  modeled and i n t e r a c -  
t i o n s  w i t h  f e e d w a t e r - t r a i n  h e a t e r s  can be 
approximated. 

I n  a d d i t i o n  t o  t h e  model s t r u c t u r e  m o d i f i c a t i o n s  
d i s c u s s e d  above,  e x t e n s i o n s  t o  t h e  modeled thermody- 
namic s team r e l a t i o n s  have been developed.  Th i s  
m o d i f i c a t i o n  has  extended t h e  power-plant model capa- 
b i l i t i e s  t o  r e p r e s e n t  a n  o p e r a t i n g  regime o f  about  25% 
t o  110% o f  t u r b i n e  r a t i n g .  T h i s  a l lows  c o n t r o l  
s t u d i e s  o v e r  extended load ranges ,  a s  w e l l  a s  wi th  
a l t e r n a t i v e  o p e r a t i n g  modes such a s  v a r i a b l e  p r e s s u r e  
opera  t i o n .  

5 . 3  IMPLICATIONS OF ADVANCED CONTROL DESIGNS 

The power p l a n t  is  c h a r a c t e r i z e d  a s  a  mul t i - inpu t  
m u l t i - o u t p u t  system a s  dep ic ted  i n  PPB. 5.5=1.  The 
i n p u t s  o r  c o n t r o l  v a r i a b l e s  are,: 

M i l l  f e e d e r  s t r o k e  

T h r o t t l e  v a l v e  p o s i t i o n  

Feedwater  va lve  p o s i t i o n  

Air i low ( i n l c t  louver  d r i v e )  

Superhea te r  and r e h e a t e r  a t t e m p e r a t o r  
s p r a y  f lows 

Superhea te r  and r e h e a t e r  burne r  t i l t s .  

The ( c o n v e n t i o n a l l y )  c o n t r o l l e d  o u t p u t  v a r i a b l e s  a r e :  

Power o u t p u t  

T h r o t t l e  p r e s s u r e  and t empera tu re  

Combustion ( a i r - f u e l  r a t i o )  

...,,. 
DRUM LEVEL * 

TEYPERATUIE  

PRESSURE 

SUPER. 
FEEDW&TEI  w y k  WAIER.WILL  

GOEF,"pR TURBINE 
GENERATED 

I TEYPER.T"RE 

FEEDER ~ R D I E  FURNACE 

A IR  FLOW 

Figure  5.3-1 Power P l a n t  Model 

Reheater  o u t l e t  temperature  

Steam flow 

Drum wate r  l e v e l .  

The c o n t r o l  of power o u t p u t  is  d i r e c t l y  r e l a t e d  t o  
steam flow c o n t r o l .  The a t t e m p e r a t o r  sp rays  and 
burne r  t i l t s  a r e  bo th  used t o  c o n t r o l  s u p e r h e a t e r  and 
r e h e a t e r  o u t l e t  t empera tu res  and t h e r e f o r e  a r e  some- 
what redundant .  Thus, t h e r e  a r e  e s s e n t i a l l y  s i x  p r i n -  
c i p a l  cantrnl dev ices  and s i x  malor c o n t r o l l e d  v a r i -  
a b l e s .  These a r e  conven t iona l ly  p a i r e d  a s  shown i n  * 
Table 5 .3-1,  which is  t y p i c a l  o f  bo i l e r - fo l low 
o p e r a t i o n .  

TABLE 5.3-1 
CONTROL INPUT-OUTPUT RELATIONS 

P a i r i n g  of inpu t -ou tpu t  v a r i a b l e s  a s  i n  Table 
5.371 is  based upon predominant cause-and-effect  r e l a -  
t i o n s .  I n  facL,  t h e r e  a r e  many i n t e r a c t i o n s  e x h i b i t e d  

. CONTROL 
INPUT -.: -,:. 

v 

M i l l  f e e d e r  s t r o k e  

T h r o t t l e  va lve  
p o s i t i o n  

Feedwater v a l v e  
p o o i t i 6 b  

Air f 1 . o ~  

Attemperator  sp rays  
end burner t i l C s  

- - 

*Boiler- fol low o p e r a t i o n  r e f e r s  t o  t h e  f a c t  t h a t  
b o i l e r  c o n t r o l s  respond t o  load-demand changes d i -  
r e c t l y ,  and t h e  t h r o t t l e  v a l v e s  respond t o  p r e s s u r e  
f l u c t u a t i o n s .  

CONTROL 
OlJTPlir 

-"-,.""," 

T h r o t t l e  p r e s s u r e  

Steam f low (power) 

Drum l e v e l  

Furzl3~e condi t  i n n s  

Superheat  and 
Reheat tempernture  

COMNENTS 
- 
A l t e r n a t i v e l y  
steam flow 

A l t e r h a t i v e l y  
t h r o c r l e  
p r e s s u r e  

Three-element 
c o n t r o l l e r  

Sprays  used 
when t,ilt.s 
reach l i m i t s  



among the variables of Table 5.3-1 and conventional 
control systems are designed in ad hoc fashion to ac- 
count for them. The advantage of modern multivariable 
control system designs is that these interactions can 
be accounted for in a harmonious manner which is com- 
pletely complementary to control of the dominant plant 
interactions. In addition, the Model Reference Adap- 
tive Controller provides the capability of varying 
pre-selected control gains which may be dependent upon 
time-varying and/or uncertain plant parameters, e.g., 
fuel heat-content or changing heat coefficients due to 
slag buildup. 



6 .0  CONTROL APPLICATION 

The f i n a l  o b j e c t i v e  o f  t h i s  p r o j e c t  has  been t o  
app ly  t h e  c o n t r o l  t heo ry  d i s c u s s e d  i n  t h e  f i r s t  f o u r  
c h a p t e r s  o f  t h i s  r e p o r t  t o  t h e  power p l a n t  model de- 
s c r i b e d  i n  Chap te r  5 .  The f i r s t  s t e p  i n  t h i s  e f f o r t  
has  been t h e  a p p l i c a t i o n  o f  t h e  MRC a l g o r i t h m  (wi th  
and w i t h o u t  t h e  enhancement) t o  a  l i n e a r i z a t i o n  of  
t h e  power p l a n t  model n e a r  190 MU g e n e r a t i o n .  Th i s  
a p p l i c a t i o n  demons t r a t e s  t h a t  t h e  MRC a lgor i thm 
a c h i e v e s  i t s  o b j e c t i v e s ,  i . e . ,  t h e  KRC a lgor i thm 
causes  t h e  p l a n t  o u t p u t s  t o  p e r f e c t l y  t r a c k  t h e  r e f -  
e r e n c e  model o u t p u t s .  The enhanced MRC a lgor i thm 
demons t r a t e s  t h i s  goa l  c a n  be ach ieved  (by bo th  t h e  
MRC and MRAC a l g o r i t h m s )  w i t h  moderate  l e v e l s  of  con- 
t r o l .  The l i m i t a t i o n s  o f  t h e  MRAC t h e o r y  ( s e e  d i s -  
c u s s i o n  of  f ( s )  f i l t e r s  i n  s e c t i o n  4 . 3 )  a s  w e l l  a s  
t h e  s e n s i t i v i t y  o f  t h e  MRC a l g o r i t h m  t o  parameter  
changes f o r c e s  t h i s  e f f o r t  t o  be  l i m i t e d  t o  t h e  above 
r e s u l t s .  The remainder o f  t h i s  c h a p t e r  d i s c u s s e s  i n  
more d e t a i l  t h e s e  r e s u l t s .  

TABLE 6-1 
OUTPUTS FOR 190 MU OPERATING POINT 

~ G P F  NO 17 DESCRIPTION 

1 T h r o t t l e  P r e s s u r e  

2  T h r o t t l e  Temperature  

3  Rchcoter  O u t l e t  Temperature  

4 Generated Power 

5 Drum Water Level  Dev ia t ion  

1830 p s i a  

190 MU 

0  i n .  

Va111es f o r  a l l  t h e  sys tem s t a t e s ,  t h e  two burne r  
t i . l t s ,  t h e  f e e d e r  s t r o k e ,  teedwarer  v a l v e  and puv- 
e r n o r  v a l u e  a r e  found such t h a t  t h e s e  o u t p u t s  a r e  
ach ieved  a s  w e l l  a s  a l l .  t h e  sys tem s t a t e  d e r i v a t i v e s  
a r e  z e r o .  Tab le  6-2 l i s t s  a l l  t h e s e  v a l u e s .  Note 
t h a t  t h e r e  a r e  f i v e  o u t p u t s  ( 2 ~ 5 )  and e i g h t  c o n t r o l s  
(m=8), hence,  t h e  c o n t r o l s  must be d i v i d e d  i n t o  u  

-P 1 
(5  e l emen t s )  and u  ( 3  e l e m e n t s ) .  Th i s  s e l e c t i o n  is  

-P 2  
d e s i g n a t e d  b y ' t h e  p r e f i x  of  t h e  c o n t r o l  number, P1 
d e s i g n a t e s  e lement  of u  and P2 d e s i g n a t e s  e lements  

-Pl 
of  !p2. The l i n e a r  sys tem d e s c r i b i n g  t h e  power p l a n t  

behav io r  n e a r  t h e  o p e r a t i n g  p o i n t  d e s c r i b e d  i n  Tab les  
6-1 and 6-2 has  been o b t a i n e d  by e m p i r i c a l l y  d i t f e r -  
e n t i a t i n g  t h e  dynamic e q u a t i o n s  d e s c r i b e d  i n  Appen- 
d i x  A about  t h i s  o p e r a t i n g  p o i n t .  

The r e l a t i v e  o r d e r  i n d i c e s  ( s e e  Appendix D) f o r  
t h i s  l i n e a r  sys tem a r e  g iven  i n  Table  6-3.  

I PI-2 I Superhea te r  Spray I 0.003 k l b / s e c  

TABLE 6-2 
OPEN LOOP CONTROLS FOR 190 MW OPERATING POINT 

Reheater  Burner T i l t  

Feedwater Valve Area 

T h r o t t l e  Valve Area 

Superhca te r  Burner T i l t  

Furnace Airf low 

Rehea te r  Spray 

CONTROL NO. 

P1-1 

TABLE 6-3 
RELATIVE OWER INDICES 

The f i r s t  s t e p  i n  t h i s  p r o c c s s  is  t o  i d e n t i t y  
t h e  190 MU o p e r a t i n g  p o i n t .  The o p e r a t i n g  p o i n t  i s  
d e f i n e d  a s  t h e  s t e a d y  s t a t e  c o n d i t i o n s  necessa ry  f o r  
a l l  o u t p u t s  t o  ach ieve  d e s l r e a  c b n s r a n l  v a l u e s .  T ~ I C  
c o n s t a n t  c o n t r o l s  r e q u i r e d  t o  ach ieve  t h l s  o p e r a t i n g  
p o i n t  a r e  t h e  open lnop c o n t r o l s .  Each c o n t r o l  i s  
computed a s  t h e  sum of an  open loop  c o n t r o l  and an 
inc remen ta l  c o n t r o l  (computed from t h e  MRC a lgo-  
r i t h m ) .  The inc remen ta l  c o n t r o l  causes  t h e  system t o  
respond t o  d e v i a t i o n s  abou t  t h e  o p e r a t i n g  p o i n t .  The 
s t e a d y  s t a t e  o p e r a t i n g  p o i n t  o u t p u t s  a r e  de f ined  i n  
Tab le  6-1. 

DESCRIPTION 

M i l l  Feeder  S t r o k e  

The m a t r i x  Q i s  chosen t o  keep t h e  o u t p u t  e r r o r  dy- 
namics d i agnona l .  I n  p a r t i c u l a r  

VALUE 

0.6362 

Thus. all t h e  e igenva lues  f o r  t h e  c l o s e d  loop dynam- 
i c s  a r e  a t  -0 .1 .  A l l  b u t  t h e  f o u r t h  o u t p u t  have seta 
ond o r d e r  e r r o r  dynamics and t h e  f o u r t h  ou tpu t  (power 
gene ra t ed )  has  f i r s t  o r d c r  e r r o r  dynamics.  The e r r o r  
dynamiCS refer r o  rhe uuLyut bchev io r  wi th  t h e  MP.C 
a l g o r i t h m 4  

T l ~ r  r .efcrencc  modcl pa ramete r s  
fo l lows .  

m A =[::I ::] ..=[:::I 
rlcf i ned 

(6-1) 

where t h e  r e f e r e n c e  model o u t p u t s  a r e  t h e  d e s i r e d  
t r a j e c t o r y  of t h e  d e r i v a t i o n s  from nominal of 
t h r o t t l e  p r e s s u r e ,  t empera tu re ,  r e h e a t  o u t l e t  temper- 
a tu , r e ,  power gene ra t ed  and drum l e v e l .  The command 
i n p u t s  a r e  t h e  d e s i r e d  r a t e  of change of  power 



genera t ed .  Note t h a t  a l l  t h e  d e s i r e d  t r a j e c t o r i e s  
a r e  c o n s t a n t s  excep t  power g e n e r a t e d .  The l a t t e r  i s  
t h e  i n t e g r a l  of a  low pass  f i l t e r  w i t h  t ime c o n s t a n t  
of 10 s e c .  Th i s  o u t p u t  i s  a  second o r d e r  l a g  from 
t h e  r e f e r e n c e  model i n p u t  and hence has  r e l a t i v e  
o r d e r  index of one,  which i s  g r e a t e r  t han  t h e  r e l a -  
t i v e  o r d e r  index of  power e n e r a t e d  (d4 = 0 ) .  

The obse rve r  i n  t h e  MRC a lgor i thm has  a  s i g n i f i -  
c a n t  i n p a c t  on performance of  t h e  n o n l i n e a r  system. 
I n  t h e  l i n e a r  system a n a l y s i s  i n  which t h e  des ign  and 
a n a l y s i s  models a r e  t h e  same, t h e  o b s e r v e r  has  no e f -  
f e c t  excep t  i n  i t s  i n i t i a l  t r a n s i e n t  response .  Thus,  
it has  been assumed i n  t h i s  s t u d y  t h a t  

The i n i t i a l  s i m u l a t i o n  r e s u l t s  a r e  gene ra t ed  wi th  
u  ( t )  = 2 and t h e  cont inuous  MRC a l g o r i t h m  d e s c r i b e d  
-p2 
i n  s e c t i o n  3 . 1  is  used.  

The power gene ra t ed  response  t o  a  r e f e r e n c e  com- 
mand g i v e n  by 

5.5 ! I 

0.0 50.0 100.0 150.0 200.0 
TlME ( M I  

Figure  6-2 Governor Valve L i f t  v s .  Time f o r  
t h e  MRC Algorithm 

( 0 . p  t < 1  s e c  
0 .26 1 s e c  5 t 5 41 s e c  (6-3) 
0 .0  41 s e c  < t 

i s  shown i n  F i g .  6-1. Th i s  t r a j e c t o r y  i s  i d e n t i c a l  
t o  t h e  f o u r t h  o u t p u t  of  t h e  r e f e r e n c e  model. Note 
t h a t  t h e  power changes a t  15 mW/min o r  approximately  
7% t o t a l  c a p a c i t y  p e r  minute .  A t  t h e  same t ime  a l l  
t h e  o t h e r  o u t p u t s  remained c o n s t a n t  ( w i t h i n  numerical  
accu racy) .  Hore s i g n i f i c a n t  a r e  t h e  c o n t r o l  t r a j e c -  
t o r i e s ,  two of  which a r e  d e p i c t e d  i n  F i g s .  6-2,  6-3 ,  
6-4,  6-5 and 6-6. 

IqO.0 I/ 0.0 50.0 100.0 150.0 200.C 

TlME l p r l  

F i g u r e  6-1 Generated Power v s .  Time w i t h  
t h e  MRC Algorithm 

Note t h i L  Lhese c o n c r s l s  have r a t h e r  l a r g e  
o s c i l l a t i o n s .  The i n t r o d u c t i o n  of t h e  enhanced HRC 
a lgor i thm ( s e c t i o n  3 . 3 )  a l lows  t h e  u s e  of  t h e s e  con- 
t r o l s  t o  be balanced o f f  a g a i n s t  t h e  u  ( t )  c o n t r o l s  

-p2 
( s e e  Table  6 -2 ) .  R e c a l l  t h a t  t h e  c o s t  f u n c t i o n  used 
t o  compute u  ( t )  i s  g iven by 

-p2 

0.0 5b.o mo.0 Q.0 260.0 
TlME I r l  

F i g u r e  6-3 Feeder  S t r o k e  v s .  Time f o r  t h e  
HRC Algorithm w i t h  gp2 = 

m 
Frgure  6-4 Rehea te r  Furnace  R i ~ r n e r  T i l t  v s .  Time 

Je = 4 {uT -P 1  I t )  R, 5 1 ( t )  + : i2( t )  R2 t+,2(t)Idt f o r  t h e  MRC Algorithm w i t h  gp2 = 2 t 



f o r  any u  ( t ) ,  i n  tcrms of ou tpu t  fo l lowing ,  t h e  
-P 2  

F i g u r e  6-5 Feedwater Valve Area v s .  Time f o r  
t h e  MRC Algor i thm w i t h  up2 = 2 

o u t p u t  response  i s  t h e  same. However, t h e  c o n t r o l  
r e sponse  i s  d r a m a t i c a l l y  improved a s  shown i n  F i g s .  
6-7 through 6-10 ( t h e  governor v a l v e  response  i s  no t  
s i g n i f i c a n t l y  m o d i f i e d ) .  A t  t h e  same time t h e  con- 
t r o l s  u  ( t )  a r e  n o t  e x h i b i t i n g  s i g n i f i c a n t  changes 

-D 2  
themselves .  That  i s ,  a c t i o n s  o f  u  (.t) and u  ( t )  

-D 1 -D2 
have been o p t i m a l l y  ba lanced .  

F i g u r e  6-7 Feeder  S t r o k e  v s .  Time f o r  t h e  MRC 
Algorithm w i t h  u  Chosen Opt imal ly  

-2 

F i g u r e  6-6  Superhea te r  Spray v s .  Time f o r  
t h e  MRC Algor i thm w i t h  u  = 0  

-2 - 

I n  t h i s  c a s e  

F i g u r e  6-8  Rehea te r  Furnace  Burner T i l t  v s .  Time - - - 
( 6 - 6 )  f o r  t h e  MRC Algorithm w i t h  u Chosen 

Opt ima l ly  -P 2 

The d i a g o n a l  e l emen t s  of t h e  R  m a t r i c e s  a r e  i n v e r s e l y  
p r o p o r t i o n a l  t o  t h e  squa re  of  t h e  magnitudes o f  t h e  
maximum d e v i a t i o n s  of  t h e  c o n t r o l s .  Minimizing t h e  
c o s t  f u n c t i o n s  Eq. 6-2 s u b j e c t  t o  Eqs .  3 . 3 - 3  and 
3 . 3 - 4  y i e l d  an  opt imal  feedback and feedforward con- 
t r o l  a l g o r i t h m  f o r  u  ( t ) .  S i n c e  u  ( t )  compensates 

-p2 -P 1 



0.0 50.0 100.0 150.0 200.0 

TIME 1-1 

F i g u r e  6-9 Feedwater  Valve Area v s .  Time f o r  
t h e  MRC Algor i thm w i t h  u Chosen 
Op t ima l ly  - ~ 2  

0.0 5b.o 160.0 io.0 260.0 
TlME l u l  

F i g u r e  6-10 S u p e r h e a t e r  Sp ray  v s .  Ti'me f o r  t h e  HRC 
Algor i thm w i t h  u Ckosen Op t ima l ly  

-P 2 

10.0 , 1 
0.0 50.0 K10.0 W.0 200.0 

TIME I r l  

0.0 50.0 mo.0 150.0 200.0 
TIME I r l  

F i g u r e  6-12 Furnace  A i r  Flow v s .  Time f o r  t h e  
MRC Algor i thm w i t h  u Chosen 
Op t ima l ly  - ~ 2  

TlME l u l  

F i g u r e  6-13 Rchea te r  Spray v s .  Time f o r  t h e  HRC 
Algor i thm wi th  u Chosen Op t ima l ly  

-P 2 

F i g u r e  6-11 S u p e r h e a t e r  Furnace  Burncr T i l t :  v s .  
'l'imc f o r  t h e  PlRC Algor i thm w i t h  u 
Chosen Op t ima l ly  -PZ 



7.0  CONCLUSIONS AND RECOUllENDATIONS 

7.1  SUH).IARY AND CONCLUSIONS 

T h i s  r e p o r t  p r e s e ~ l t s  t h e  achievements  o f  a  
t h r e e - y e a r  r e s e a r c h  e f f o r t  i n  Model Refe rence  Con t ro l  
(tlRC) and Uodel Reference Adapt ive  C o n t r o l  (MRAC) 
theory  f o r  m u l t i - i n p u t ,  m u l t i - o u t p u t  (UIHO) e l e c t r i c  
power p l a n t  c o n t r o l  a p p l i c a t i o n s .  C u r r e n t  i n d u s t r y -  
wide power p l a n t  c o n t r o l  d e s i g n s  r e l a t e  e a c h  p l a n t  
ou tpu t  t o  a  s i n g l e  c o n t r o l  ( i .e . ,  m u l t i p l e  s i n g l e -  
i n p u t ,  s i n g l e - o u t p u t  a l g o r i t h m s ) .  Th i s  approach i s  
sometimes enhanced wi th  feedforward commands which 
c o o r d i n a t e  some o f  t h e  s i n g l e - l o o p  s t r u c t u r e s ,  b u t  
does  n o t  c o o r d i n a t e  feedback networks which u l t i m a t e l y  
l i m i t s  sys tem performance. S i n c e  MRC and HRAC 
approaches  i n t r i n s i c a l l y  accoun t  f o r  l o o p  i n t e r -  
a c t i o n s ,  t h e y  promise improved performance 
c a p a b i l i t i e s .  

been developed from f i r s t - p r i n c i p l e  c o n s i d e r a t i o n s  
(Ref s .  9 and 10). S i n c e  t e s ~ t  d a t a  a r e  a v a i l a b l e  f o r  
v a l i d a t i o n ,  t h i s  model i s  considered t o  be h igh ly  
r e a l i s t i c  w i th  r ega rd  t o  p r e d i c t i n g  p l a n t  dynamics a t  
d i f f e r e n t  o p e r a t i n g  c o n d i t i o n s .  Th i s  model i s  de- 
t a i l e d  i n  Chapter  5  and Appendices A and B.  The 
Cromby model i s  a  m u l t i - i n p u t ,  mu l t i -ou tpu t  n o n l i n e a r  
sys tem,  wi th  measurements which a r e  n o n l i n e a r  func- 
t i o n s  o f  t h e  s t a t e s . .  

The f i n a l  phase  of  t h i s  p r o j e c t  has  been t h e  
implementat ion o f  t h e  UTK a l g o r i t h m  i n  a  l i n e a r i z a t i o n  
of  t h e  Cromby model r e p r e s e n t i n g  t h e  p l a n t  behav io r  
n e a r  190 MJ. The i n p u t s  and o u t p u t s  of  t h i s  system. 
a r e  l i s t e d  i n  Tab le  7-1. 

TABLE 7-1 
POWER PLANT CONTROLS AND OUTPUTS 

r 

I CONTROLS I REGULATED 
OUTPUTS I 

An e x t e n s i v e  review o f  t h e  l i t e r a t u r e  has  shown I I )  Coal Feeder  S t r o k e  I 1) T h r o t t l e  P res su re  I 
t h a t  e x i s t i n g  a d a p t i v e  c o n t r o l  schemes a r e  o f  two 
g e n e r a l  t y p e s :  e i t h e r  the s e l i ~ r u l u 1 (  ~ e ~ u l s t u ~ .  (CTR) 
o r  t h e  model r e f e r e n c e  a d a p t i v e  c o n t r o l l e r .  Al- 
though STRs have fewer r e s t r i c t i o n s  and t h u s  wider  
a p p l i c a b i l i t y ,  u n l i k e  MRACs t h e y  canoo t  g u a r a n t e e  
c l o s e d  loop  s t a b i l i t y .  P rev ious  HKAC a l g o r ' l t h s  which 
have been des igned  f o r  s i n g l e - i n p u t ,  s i n g l e - o u t p u t  
(SISO) sys tems have g l o b a l  s t a b i l i t y  p r o p e r t i e s  t h a t  
cause  o u t p u t  e r r o r s  t o  a s y m p t o t i c a l l y  approach z e r o .  
HRAC a l g o r i t h m s  which have p r e v i o u s l y  been  des igned  
f o r  HIHO sys t ems  a r e  g l o b a l l y  s t a b l e  b u t  o n l y  r e s u l t  
i n  s t a t e  e r r o r s  be ing  bounded. The g o a l  of  t h i s  
e f f o r t  has  been t o  develop HIUO tlRAC a l g o r i t h m s  w i t h  
c h a r a c t e r i s t i c s  s i m i l a r  t o  t h e  SISO MRAC a l g o r i t h m s .  

The f i r s t  s t e p  towards t h e  g o a l  has  been t o  f i n d  
a  c o n t r o l  a l g o r i t h m  which i s  t h e  s t e a d y  s t a t e  ( i n  t h e  
a d a p t i v e  s e n s e )  of t h e  UIUO MRAC a l g o r i t h m .  T h i s  non- 
a d a p t i v e  tlRC a l g o r i t h m  h a s  been developed f o r  UIHO 
l i n e a r  cont inuous-  and d i sc re t e -L ime  sys tems uoing 
Command Genera to r  T racke r  methodology ( S e c t i o n s  3 . 1  
and 3 .2 ) .  The e x i s t e n c e  and s t a b i l i t y  of  t h e  tlRC 
a l g o r i t h m  depends on s t r u c t u r a l  c o n d i t i o n s  i n  t h e  r e f -  
PranrP m o d ~ l  and depends on s t a b l e  t r a n s m i s s i o n  z e r o s  
i n  t h e  p l a n t .  T h i s  l a t t e r  c o n s t r l i n t  i s  a l l e v i a t e d  
f o r  sys tems w i t h  more l n p u t s  rhan uuLyuLs w i t h  t h e  
enhanced tlRC a lgor i thm ( S e c t i o n  3 . 3 ) .  T h e s e '  a lgo -  
r i t hms  r e q u i r e  knowledge of  t h e  p l a n t  pa ramete r s  and 
s e r v e  a s  a  founda t ion  f o r  t h e  MRAC a l g o r i t h m  develop-  
ment and s t a b i l i t y  a n a l y s i s .  

The MRAC a l g o r i t h m  d i f f e r s  from t h e  tlRC a l g o r i t h m  
i n  t h a t  it i s  a p p l i c a b l e  t o  sys tems w i t h  unknown 
pa ramete r s .  The i n i t i a l  HIHO MRAC a l g o r i t h m s  deve l -  
oped i n  t h i s  e f f o r t  a r e  improvements t o  t h e  p r e v i o u s  
MIMO a l g o r i t h m s  which y i e l d e d  bounded s t a t e  e r r o r  pe r -  
formance and required v a r i o u s  p o s i t i v e  r e a l  con- 
s t r a i n t s  ( s e e  Appendix E ) .  The f i n a l  UIHO t@AC a lgo-  
r i t hm,  p r e s e n t e d  i h  Chapter  4 ,  is  a  g c u c r a l i r a t i o a  o f  
SISO a l g o r i t h m s  d e s c r i b e d  i n  Ref .  2 .  The performance 
o f  t h i s  a l g o r i t h m  i s  such  t h a t  t h e  p l a n t  o u t p u t  
a s y m p t o t i c a l l y  approaches  t h e  r e f e r e n c e  model o u t p u t .  
The a l g o r i t h m  r e q u i r e s  no p o s i t i v e  r e a l  c o n s t r a i n t s  
b u t  on ly  t h a t  a  s t a b l e  tlRC a l g o r i t h m  e x i s t ,  ( i . e . ,  
t,hat. t h e  p l a n t  t r a n s m i s s i o n  z e r o e s  be s t a b l e )  and 
s t r u c t u r a l  c o n s t r a i n t  on t h e  p l a n t  ( a l l  t h e  r e l a t i v e  
o r d e r  i n d i c e s  must be t h e  same).  Although t h e  l a t t e r  
c o n s t r a i n t  l i m i t s  t h e  tlRAC a p p l i c a t i o n s  c o n t i n u i n g  
r e s e a r c h  should  r e a d i l y  a l l e v i a t e  t h i s  r e s t r i c t i o n .  

I n  nrrler t o  enhance t h e  unde r s t and ing  of t h e  MRC 
and t l R A C  a l g o r i t h m s ,  a  r e a l i s t i c  power p l a n t  model 
has  been developed.  A n o n l i n e a r ,  s t a t e - s p a c e  model of  - 
P h i l a d e l p h i a  E l e c t r i c  Company's Cromby No. 2 Unit has  

I 3) Reheat Burner  T i l t  3) Reheat Output I Steam Temperature I 
2) Superheat Spray 2 )  T h r o t t l e  

Temperature 

I 6)  A i r  Flow 

I 4)  Feedware Valve Area 

5 )  G o v e r n o r V a l v e L i f t  

I 7) S u p e r h e a t e r  Burner  
T i l t  

4 )  Power Generated 

5 )  DrumLevel 

-8) Reheat Spray I 1 
For  thi!: pf fnr t  a l l  t h e  s t a t e s  a r e  assumed t o  be meas- 
u red .  The r e f e r e n c e  model i n p u t  is  load demand r a t e  
and i t s  o u t p u t s  which a r e  t h e  d e s i r e d  response  o f  t h e  
o u t p u t s  (Table  7-1) a r e  a l l  h e l d  f i x e d ,  excep t  f o r  
gene ra t ed  power. The l a t t e r  is  a  f i r s t  o r d e r  l a g  and 
i n t e g r a l  Of load  Jemaud r a t e .  

I n i t i a l  r e s u l t s  u s i n g  t h e  b a s i c  tfRC a lgor i thm 
( w i t h  t h e  f i r s t  f i v e  c o n t r o l s  i n  Table  7-11 a r e  ve ry  
good wi th  r e s p e c t  t o  sys tem o u t p u t s ;  i . e . ,  t hey  pe r -  
f e c t l y  matched r e f e r e n c e  model o u t p u t s .  I n  p a r t i c u l a r  
t h e  gene ra t ed  power changes a t  a  r a t e  of  7% (of  f u l l  
l o a d )  p e r  minute  waile a l l  o t h e r  uu tpu ta  a r e  b a l d  
f i r e d .  IIowever, t h e  feedback g a i n s  are  very l a r g e  and 
t h e  c o n t r o l s  a r e  v e r y  n o i s y  wi th  l a r g e  ampl i tudes .  
The c o n t r o l  behav io r  i s  d r a m a t i c a l l y  improved by in -  
t r o d u c i n g  t h e  enhanced KRC a l g o r i t h m  which i n t r o d u c e s  
t h e  remaining t h r e e  c o n t r o l s  and uses  op t ima l  c o n t r o l  
t echno lb&y t o  upLLmally~ ba lance  a l l  the  cnatrnl 
t r a j e c t o r i . e s .  

Thus t h e  p r o j e c t  accomplishment a r e  

Development o f  a MIUO tlRC a lgor i thm f o r  
l i n e a r  con t inuous -  aud d i s c r c t e - t i m e  
sys tems w i t h  known pa ramete r s  

Development of  a  HIM0 KRAC a lgor i thm f o r  
l i n e a r  cont inuous- t ime systems wi th  
unknown pa ramete r s  which d r i v e s  ou tpu t  
e r r o r s  a s y m p t o t i c a l l y  t o  z e r o  

Development of  a   onli linear model of t h e  
b o i l e r - t u r b i n e - g e n e r a t o r  Cromby power 
p l a n t  u n i t  

2 G 



V a l i d a t i o n  o f  t h e  tlRC a l g o r i t h m  wi th  a  
l i n e a r i z a t i o n  o f  t h e  Cromby model 

Development of an enhanced tlRC a l g o r i t h m  
which d r a m a t i c a l l y  improves t h e  c o n t r o l  
r e sponse  c h a r a c t e r i s t i c s  o f  t h e  p l a n t .  

F u t u r e  e f f o r t s  i n  t h i s  a r e a  o f  r e s e a r c h  should  
d e a l  w i th  t h e  HRC a l g o r i t h m  h igh  feedback g a i n  charac-  
t e r i s t i c s .  I n  s p i t e  o f  t h e  e x c e l l e n t  performance 
r e p o r t e d  i n  t h e  a p p l i c a t i o n  s e c t i o n .  t h e  feedback 
g a i n s  a r e  r e l a t i v e l y  h igh .  T h i s  c a u s e s  l a r g e  f l u c -  
t u a t i o n s  i n  t h e  c o n t r o l s  when unmodeled d i s t u r b a n c e s  
e n t e r  t h e  sys tem o r  i n i t i a l  c o n d i t i o n  e r r o r s  a r e  
s i g n i f i c a n t .  T h i s  problem may n o t  have occu r red  i f  
t h e  c o n t r o l  sys tem could  be  a p p l i e d  t o  a  lower  o r d e r  
model o f  t h e  power p l a n t .  However, t h e  tlRC and tlRAC 
s t a b i l i t y  t h e o r y  do n o t  d e a l  w i th  unmodeled dynamics. 
Hence, t h e  s t a b i l i t y  problem w i t h  unmodeled d w a m i c s  
i s  a n  impor t an t  t o p i c  f o r  f u t u r e  r e s e a r c h  wi th  r e s p e c t  
t o  t h e  HRAC a l g o r i t h m .  

F u t u r e  e f f o r t s  on t h e  HRAC a l g o r i t h m  should  a l s o  
d e a l  w i t h  t h e  s t r u c t u r a l  c o n s t r a i n t s  n e c e s s a r y  t o  
e s t a b l i s h  s t a b i l i t y .  A s  noted  above, t h e  a l g o r i t h m  is 
l i m i t e d  t o  p l a n t s  s a t i s f y i n g  l i m i t i n g  s t r u c t u r a l  con- 
s t r a i n t s ,  n e c e s s a r y  t o  complete  t h e  s t a b i l i t y  ana ly -  
s i s .  The a u t h o r  f e e l s  t h a t ,  w i thou t  much d i f f i c u l t y ,  
f u t u r e  e f f o r t s  shou ld  be  a b l e  t o  modify t h e  a l g o r i t h m  
o r  t h e  s t a b i l i t y  a n a l y s i s  t o  e l i m i n a t e  t h i s  
r e s t r i c t i o n .  



APPENDIX A 
RESOLUTION OF POWER PLANT MODEL EQUATIONS 

A.l CROMBY MODEL EQUATIONS 

References 9 and 10 describe the modeling process 
and results obtained regarding the development of the 
Cromby No. 2 Unit mathematical model. These refer- 
ences give some explanation of the underlying princi- 
ples and assumptions governing the model formulation. 
However, the form of the model presented is not read- 
ily usable because of the existence of several unre- 
solved nonlinear simultaneous equations. This ap- 
pendix presents the results of resolving these equa- 
tions into a form suitable for simulation. 

The equations are grouped and ordered into self- 
consistent (program) modules. Each module essentially 
contains all the equations needed to define a partic- 
ular portion of the plant (superheater, turbine, 
etc.). The development of any module is based uu the 
assum~~j,on that initial conditions of state-variables 
and control, variohl~s are known. lnis assuu~pLLuu 

TABLE A.l-1 
COAL MILLS 

permits breaking of implicit loops. That is, the T A B E  A.l 2 
equations can be ordered by defining a "starting WATER-SIDE FEEDWATER-DRUM CIRCUIT SO-UTION 

RESOLVED EQUATIONS 

Wpao = 'ao + Kwfsefs 

"cf 
'f = 9.0 (F) 5 
- 1 d "  = -  
dt cf pcfV (Kcf 'cr - 'f) 

d - M dt cr = Kfsefs . -  KcPcr 

place" for the ordering process. Figure A. 1-1 is a 
solution diagram that illustrates the interfacing 
between modules and thus defines the order of solu- 
tion. State variables are shown as outputs of the 
defining modules and are indicated by double-headed 
arrows. 

REFERENCE 10 
DEFINING EQUATIONS 

13-3 

(Assumes 13-3 all mills 
are operational) 

13-2 

13-1 
.- 

Figure A.l-1 Power-Plant Model Suluti~il Diagram 

RESOLVED EQUATIONS 

.hd = (2) 
SAT 

(Ihd" = (-) 
SAT 

a - (2) 'dw SAT 

'dw = f4,1(pd) 

Td = f4,2(~d) 

Pd = f4,3(~d) 

h d ~  = f4,4(pd1 

hd = '4,5(~d) 

uhdpd(Vd-VdW) + f l h d ~ P d ~ v d ~  
'1 = [Vd - (l-~pdW)VdWI(hd-hdw) 

dWVdW 
g2 = * 
g = g1 - g2 

The modules are presented in Tables A.l-1 through 
A.l-5. Titles given to the tables roughly describe 
the major power plant components that are modeled by 
the set of equations in the table. Each table con- 
toins the resolved ~q~lations used to define a given 
module, corresponding equation numbers (Ref. 10) of 
the defining equations, and comments pertaining to 
assumptions. The nomenclature used is that of Ref. 9 
and is explained in Appendix B. 

REFERENCE 10 
DEFINING EQUATIONS 

4-4 
(Assumed 
Constant.) 

4-4 
(Assumed 
Constant) 

' I  -11 

(Assumed 
Constant) 

4 - 3  

4-3 

4-3 

4-3 

4-3 

4-4 

TASC has implemented a quartic solution for flow 
resolution which is not presented in Ref. 10. This 
algorithm is discussed in Section A.2. 



TABLE A.l-2 TABLE A.l-2 

WATER-SIDE FEEDWATER-DRUM CIRCUIT SOLUTION (Continued) WATER-SIDE FEEDWATER-DRUM CIRCUIT SOLUTION (Continued) 

t 

RESOLVED EQUATIONS 

2 w = $IAKu<pf 
eP 

Ji +[ (ut*:12 + ~K~*:(P~~-P~) 1 I 

W = W  - W  e ep spa - 'rs 

Pho = f (W 1 191 eP 

P = P  + A W  
h ho ep 

h = f  (W) e 2,l e 

1 hg = - ((WD-We)hdW + Wehe] 
w~ 

= Kw(Tmws-Td) 3 Qws 

3 
Qwr = Kwr(Tmwr-Td) 

Qw = %s ' a,, 

hw - - 

hw-hdw x = -  
hd-hd" 

4 O = a W  + a  1 d 2 4  + a,$ 

- pd (Pd-Ppso) 

Pd 
g3 = 1 + g(1 - -) 

'dw 

d z f='d = 

g3[Vd - ( ~ - Q ~ ~ ~ ) V ~ ~ ]  

TABLE A.l-3 

STEAM-SIDE SUPERHEATERS 

RESOLVED EQUATIONS 

d - v  - dt dW - 

- .% 103 [c we PdW wd - & wD] 
Pd 1 + g(1 - -) 
'dw 

REFERENCE 10 
DIEFINING EQUATIONS 

1-1, 1-3 

1-2 

1-4 
(Depends on Feed- 
water Pump Opera- 
tions) 

1-3 

2-1 

2-2 

15-2 

3-2, 15-2, 16-1 

3-2 

3-2 ' 

3- 1 

5-1, 5-7 
(Solve Quartic for 
Wd (a, ,a2,a3, are 
constants)) 

3 4-5 
(10 is conversion 
factor KLBM+LBM) 

. 

REFERENCE 10 
DEFINING EQUATIONS 

4-6 
(lo3 is conversion 
factor KLBM+LBM) 

L 

B 

b 

RESOLVED EQUATIONS ' 

p 1 Tpso = f5, 1 (hpso' Ppso' pso 

'pso = f5,2 (hpso' Ppso' Ppso) 

Psso = f7,3 (hsso' Pss~) 

O = a W  4 3 w2 4 pso + a5Wpso + a6 pso 

- Pps~(~pso-~sso) 

T ~ s o  = f7,4 ( h s ~ ~ 9  Pss* Psso) 

s s  = 4 i s  P (~psot~sso)/~) 

'ro = fll,l (hro' "rs 'ro) - 

Tro = f11,2 (hro, Pr, Pro) 

- 
Tr = f11,3 Er) 

T = (Td + T )/2 
PS PSO 

- 
- Ass + Kss (Tgs - Ts,) 

Qss - 

I C,sw, 
j1 +%I 

Cgs = f7,5(Wf) 

T = T  - -  'ass (lo3) 
gso gs C W 

gs g 

Cgr = fll,4JWf) 

REFERENCE 10 
DEFINING EQUATIONS 

5-5 

5-6 

7-13 

7-1, 7-14 
(Solve quartic for 
wpso (a4,a5,a6 are 
constants)) 

7-13 

7-13 

11-7 ' 

5-10, 7-15, 7-16 

(lo3 is conversion 
factor IWN-rBTU) 

7-17 

3 .  5-10 (10 1 s  conversinn 
factor KBTU+DTU) 



TABLE A.l-3 

STEAM-SIDE SUPERHEATERS (Continued) 

TABLE A.l-3 

STEAM-SIDE SUPERHEATERS (Continued) 

RESOVED EQUATIONS 

- 
Ar + Kr(T - Tr) 

Q, = 

2Qr T = T  - -  (lo3) 
gro gr gr 

C = f5,3(Wf) 
gPs 

j(Li W )  = 
6 '  d 

KrpsKys(~g~0.6(~,i)0'8 

K (W )0'6 + K ( w ~ ) ~ . ~  
=.P= g P s 

- 
Qps - 

2 

8PS 8 

d - h  = 
dt pso 

'Qps - Wpsohpso + Wdhdl/Mps 

W . = W  + W  ssi pso spa 

hsse = (Wpsohpso + Wspahe)/Wssi 

- 
WSs = (wssi + wsso)/2 

d - - 
~t "ss - ('ssi - Wsso)/Vss 

d -  - - 
dt "ss - 

REFERENCE 10 
DEFINING EQUATIONS 

11-5, 11-6 

5-11 

5- 12 

5-8 

5-85 5-3 

5-3 

6- 1 

6-2 

7-6 

7-9 
(Assumes small 
density varia- 
tions along 
cuperheater) 

7-11 
(Assumes M 
constant) ss 

- 

TABLE A . l - / I  
SUPERHEAT FURNACE 

RESOLVED EQUATIONS 

d - h  = 
dt sso 

'rse = 'rsi + 'rs 

hrse = ('rsihhpe + Wrshec)/Wrse 

d - 
Pr - ('g-se ' Wro)/Vr 

d - 
(h,) = 

- 
[Qr - 2(hr - hrse)Wrsel/Mr 

d 
;jT. ( h r ~ )  = 

- 
[Q, - (hro - h,) (Wrse + Wro) l/Mr 

(P ) ' 103(wd~wpso)/vps dt pso 

REFERENCE 10 
DEFlNlNG EQUATIONS 

7-12 
(Assumes M 
constant)ss 

10-1 

10-2 

11-2 

11-3 
(Assumes M 
co~ls tantr 

11-4 
(Assume3 M 
constant ' 

5-2 

RESOLVED EQUATIONS 

11 

Klw = 
8 8 

Klw {A+( I: Mi(8-i)b)/ 1 Mi)/ 
i=5 i=5 

36 
(A + 

11 

Kiv = Klw (1 - Kaw tan e S )  

Cg = f15,1 (Wf) 

Cgf = f14,1 (Wf) 

WfFrl 
T = -  
f CgfWg + TI 

i 

REFERENCE 10 
DEFINING EQUATIONS 

15-5 



TABLE A.l-4 
SUPERHEAT FURNACE (Continued) 

TABLE A.l-5 
REHEAT FURNACE (Continued) 

TABLE A. 1-5 
REHEAT FURNACE 

r 

RESOLVED EQUATIONS 

v = 4  

2 

- 3 2 112 
US1 - IVgs + vrsl 

us = [vrs+usl I lI3- lusl-vrs I 113 

1 u1/2 + T = - -  
gas 2 s 

1 u 

Qrws = CgWg (Tf - T )/lo3 
gas 

T = 2 T  - T f  
g s gas 

d 
Tmws = 2(Qms-Qws)l (MwCpm) 

- 
- I RLkLMNCE 10 

DEFINING EQUATIONS 

REFERENCE 10 
DEFINING EQUATIONS 

(lo3 is conversion 
factor from 
KBTU + BTU) 

15-3, 15-6 

15-6 

15-7 

15-1 
(Assumps Mw 
constant) 

A.2 QUARTIC SOLUTION 

REFERENCE 10 
RESOLVED EQUATIONS 

- 3 112 
"r1 - [Vgr + 'rr] 

Ur = [vrr+ur1 I 113-[~rI-vrrl 113 

T = - 1 U1/2 + 
gar 2 r  

1 U 
2 [ur-4(? - ( ~ f + 3 ~  ) '12/2)] 'I2 

g r 

Q~~~ = c w ( T ~  - T )/lo3 
g g gar 

T = 2 Tgar - Tf g r 

d - T  - dt mwr - 2(Qrwr-Qwr)/ (nwCpm) 

Modeling of the pressure drop-steam flow equation 
is generally quite straightforward: 

2 

DEFINING EQUATIONS 

15-3, 15-6 

15-6 

15-7 

15-1 

where 

p = steam density 

P ,P = conduit inlet and outlet pressures, 
respectively 

t = conduit steam-flow friction coefficient 

However, in the Cromby model, two instances occur in 
which f varies nonlinearly with flnw sccording to 

The two flows in question are defined by Eqs. 5-1, 
5-7, and Eqs. 7-1, 7-14 in Ref. 10 and represent steam 
flow out of the drum and steam flow out of the primary 
superheater, respectively. This appendix describes 
the solution algorithm used to solve Eqs. A.2-1. and 
A.2-2 for W analytically., 

Manipulation of Eqs. A.2-1 and A.2-2  yields 

4 
a 1 w + a 2 w3 + a3$ - P(~2~I)2 = 0 (A. 2-3) 

The variable p is a state variable and is assumed 
known at any given time. The pressure variables P 1' 
P are functions of state v a r i a b l e s  and arc a l ~ 0  known 
2 

at d l ~ y  given time. Therefore, at any time t, let 



P(P~P,)~ = a4 (A. 2-4) 

where a4 is known at time t. 

Thus, Eq. A.2-3 becomes 

upon defining a = a2/al, bs = a 3 /a 1 , cs = a4/a,. 

Using Eq. A.2-5, W is found according to 

y = (cr-$)1/3 + (-@-$I 119 (A. 2-8) 

a t-8 ( , = A  + - 
4 2 

W = $ sgn (P2-Pl) 



TABLE B-1 

MODEL NOMENCLATURE (Continued) 
APPENDIX B 

MODEL SYMBOL DEFINITIONS 

Th i s  appendix d e f i n e s  t h e  nomencla ture  and sym- 
b o l s  used i n  developing t h e  power p l a n t  model. The 
t a b l e  i s  adapted from Ref.  26. 

TABLE B- 1 
MODEL NOMENCLATURE 

SYMBOL 

hd 

hdw 

he 

h  
hp 

h i p  

h" 
hp 1 

h* 
hp2 

h 
PSO 

r 

h ro  

h r s e  

- 
hs s  

h s s e  

hs so  

h t h  

hw 

k  

K 

Kcf 

f  

Kf s  

K 
hl' 

DESCRIPTION 

4 

SYMBOL 

A 

Af  

A r  

A s s  

&T 

C  

C1 

2 

C 
g 

C 
g  f 

C 
gps 

C C 
gs'  gr  

C 
Pm 

C~ 

f  
PS 

' r 
f s s  

F  

h' 
c r 

Enthalpy of  f eedwa te r  i n  downcomer 
(B tu / lb )  

DESCRIPTION 

Governing v a l v e  a r e a  

Normalized feedwater  v a l v e  f low a r e a  

I n t e r c e p t  of  d e f i n i n g  e q u a t i o n  f o r  r e -  
h e a t e r  s e c t i o n  h e a t  t r a n s f e r  

I n t e r c e p t  of  d e f i n i n g  equa t ion  f o r  sec-  
ondary s u p e r h e a t e r  s e c t i o n  h e a t  t r a n s f e r  

Regu la t ing  v a l v e  a r e a  

Flow c o e f f i c i e n t  f o r  s o n i c  flow th rough  
valve-nozzle  combinat ion 

Flow c o e f f i c i e n t  f o r  p a r a l l e l  combinat ion 
of  K f u l l y  open governing v a l v e s  and 
nozz le s  . 

c o e f f i c i e n t  f o r  s e r i e s  combinat ion 
of r e g u l a t i n g  v a l v e  and nozz le  

S p e c i f i c  h e a t  of  combustion p roduc t s  a t  
average f lame fu rnace  t empera tu re  
(Btu/ lbOR) 

S p e c i f i c  h e a t  of  combustion p roduc t s  a t  
average flame t empera tu re  (Btu/ lbOR) 

S p e c i f i c  h e a t  of  combustion p roduc t s  a t  
average pr imary s u p e r h e a t e r  s e c t i o n  
t empera tu re  (Btu/l.bOR) 

S p e c i f i c  h e a t  of combustion p roduc t s  a t  
average secondary supe rhea t  and r e h e a t  
s e c t i o n  t empera tu re  r e s p e c t i v e l y  
(Btu/ lbOR) 

S p e c i f i c  h e a t  of  me ta l  i n  wa te rwa l l s  
(Btu/ lbOR) 

Flow c o e f f i c i e n t  f o r  a  r e g u l a t i n g  v a l v e  

F r i c t i o n  c o e f f i c i e n t  f o r  s team flow i n  
pr imary s u p e r h e a t e r  

F r i c t i o n  c b e f f i c i e n t  f o r  steam flow i n  
r e h e a t e r  

F r i c t i o n  c o e f f i c i e n t  f o r  steam flow i n  
secondary s u p e r h e a t e r  

Heat ing va lue  of  c o a l  ( B t u / l b )  

Steam en tha lpy  a t  d i s c h a r g e  of  h igh 
p r e s s u r e  t u r b i n e  ( B t u / l b )  

I d e a l  steam en tha lpy  a t  d i s c h a r g e  of h igh  
p r e s s u r e  t u r b i n e  ( B t u / l b )  

Enthalpy o f  s a t u r a t e d  steam l e a v i n g  
drum (Btu/l .h) 

Enthalpy o f  drum wa te r  (B tu / lb )  

Enthalpy of  f eedwa te r  l e a v i n g  economizer 
( B t u / l b )  

Steam e n t h a l p y  i n  t h e  impulse chamber 
(B tu / lb )  

I d e a l  s team e n t h a l p y  i n  t h e  impulse  
chamber ( B t u / l b )  

I d e a l  steam e n t h a l p y  e n t e r i n g  impulse 
b l a d i n g  a f t e r  a  r e g u l a t i n g  v a l v e  ( B t u / l b )  

I d e a l  steam e n t h a l p y  e n t e r i n g  impulse 
b l a d i n g  ( B t u / l b )  

~ n t h a l p y  of  steam l e a v i n g  pr imary supe r -  
h e a t e r  ( B t u / l b )  

Average (mid - sec t ion )  steam e n t h a l p y  i n  
r e h e a t e r  ( B t u / l b )  

Enthalpy o f  steam l e a v i n g  r e h e a t e r  
( B t u / l b )  

En tha lpy  of  steam a t  o u t l e t  from r e h e a t  
s p r a y  ( B t u / l b )  

Average (mid - sec t ion )  steam e n t h a l p y  i n  
secondary s u p e r h e a t e r  ( B t u / l b )  . 

Steam e n t h a l p y  a t  o u t l e t  of  s u p e r h e a t e r  
s p r a y  s c c t i o n  (B tu / lb )  

Steam e n t h a l p y  a t  o u t l e t  o f  secondary 
s u p e r h e a t e r  ( B t u / l b )  

Steam e n t h a l p y  a f t c r  g o v c ~ u i l ~ g  va lves  
( e q u a l  t o  h  ) ( B t u / l b )  

S S O  

En tha lpy  of  water-steam mix tu re  l e a v i n g  
wa te rwa l l s  ( B t u / l b )  

R a t i o  of  s p e c i f i c  h e a t s  ( a t  c o n s t a n t  
p r e s s u r e / a t  c o n s t a n t  volume) 

Number of  f u l l y  open governing v a l v e s  

P r o p o r t i o n a l i t y  c o n s t a n t  between coa l  
f low r a t e  o u t  o f  c r u s h e r  and mass o f  
crushed c o a l  s t o r e d  

Flow c o e f f i c i e n t  f o r  f eedwa te r  v a l v e  

P r o p o r t i o n a l i t y  c o n s t a n t  between c o a l  
f low i n t o  m i l l  and f e e d e r  s t r o k e  

Flow c o e f f i c i e n t  f o r  r e a c t i o n  s t a g e s  uf 
h i  eh pre6EUrl2 t u r b i n e  
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MODEL NOMENCLATURE (Continued) 

SYMBOL 

K 

K 
PS 

K r  

K 
rP  s  

Ks s  

Kwf s  

K w ' K w r  

K1w'K1wr 

K iw ,Kiwr  

K;'w9K;'wr 

K2w'K2wr  

l l f s  

" c r  

M 
PS 

r  

t's s  

w 

MWh,MW1,MWt 

M: 
M: 
n  

. 

DESCRIPTION 

Flow c o c f f i c i e n t  f o r  low p r e s s u r e  t u r b i n e  

Pr imary s u p e r h e a t e r  h e a t  t r a n s f e r  c o e f f i -  
c i e n t  on steam s i d e  

S lope  o f  d e f i n i n g  e q u a t i o n  f o r  r e h e a t e r  
s e c t i o n  h e a t  t r a n s f e r  

P r imary  s u p e r h e a t e r  h e a t  t r a n s f e r  c o e f f i -  
c i e n t  on  gas  s i d e  

S lope  o f  d e f i n i n g  e q u a t i o n  f o r  s econda ry  
s u p e r h e a t e r  s e c t i o n  h e a t  t r a n s f e r  

P r o p o r t i o n a l i t y  c o n s t a n t  between p r imary  
a i r  f l ow and f e e d e r  s t r o k e  

Heat  t r a n s f e r  c o e t t l c r e n r  berwreu t u t c  
me ta l  and steam i n  s u p e r h e a t  and r e h e a t  
f u r n a r ~  wat=srwall.s r e s p e c t i v e l y  

B a s i c  h e a t  t r a n s f e r  c o e f f i c i e n t  between 
g a s  and tube  m e t a l  i n  s u p e r h e a t  and r e h e a t  
f u r n a c e  w a t e r w a l l s  r e s p e c t i v e l y  

O v e r a l l  h e a t  t r a n s f e r  c o e f f i c i e n t  between 
g a s  and tube  m e t a l  i n  s u p e r h e a t  and r e h e a t  
f u r n a c e  wa te rwa l l s  r e s p e c t i v e l y  

Same a s  K l w '  K lwr  e x c e p t  i n c l u d i n g  e f f e c t  

o f  b u r n e r  geometry 

C o e f f i c i e n t  r e l a t i n g  a  change i n  s u p e r h e a t  
o r  r e h e a t  b u r n e r  t i l t s  r e s p e c t l V e l y  on 
w a t e r w a l l  h e a t  t r a n s f e r  

Normalized t e e d e r  sLruhe 

Mass o f  c o a l  i n  c r u s h e r  zone o f  m i l l  ( l b )  

E f f e c t i v e  s team mass ( r e l a t e d  t o  a c t u a l  
s team and me ta l  masses)  i n  pri luary suyci. 
h e a t e r  (Klb) 

E f f e c t i v e  s team mass ( r e l a t e d  t o  a c t u a l  
s team and m e t a l  masses)  i n  r e h e a t e r  (Klb) 

E r r c c t i v c  gteam mass ( r e l a t e d  t o  a c t u a l  
s team a n d . ~ n e t a l  masses)  i n  s econda ty  
s u p e r h e a t e r  (Klb)  

To ta l  e f f e c t i v e  m e t a l  mass o f  wa te rwa l l  
t u b e s  (Klbj  

E q u i v a l e n t  megawatt o u t p u t  o f  h igh  p r e s -  
s u r e  t u r b i n e ,  low p r e s s u r e  t u r b i n e ,  and 
t h e  t o t a l  r e s p e c t i v e l y  (MW) 

Square  of t h e  nozz l e  e x i t  Mach number f o r  
r e g u l a t i n g  v a l v e  

Square  of t h e  n o z z l e  e x i t  Mach number f o r  
f u l l y  open gove rn ing  v a l v e  

Number of p a r t i a l l y  opened v a l v e s  ( regu-  
l a t i n g  v a l v e s )  

. 

SYMBOL 

'cr 

Pd 

'e 

P  
hp 

P  
PSO 

P r o  

P s s o  

P t h  

Q ~ s  

Qr 

Qrws*Qrwr 

Qs s  

Qw 

(?,ci'Qwr 

T c r  

TL. 

Td 

e  

f  

T"r 
T  Tgas '  ga r  

- 
T 

gP S 

T T  
g s '  g r  

+ 
DESCRIPTION 

Steam p r e s s u r e  a t  d i s c h a r g e  o f  h igh  p r e s -  
s u r e  t u r b i n e  ( p s i 3 1  

Drum p r e s s u r e  ( p s i a )  

Nozzle e x i t  p r e s s u r e  ( p s i a )  

B o i l e r  f e e d  pump d i s c h a r g e  p r e s s u r e  ( p s i a )  

I n t e r c e p t  o f  d e f i n i n g  e q u a t i o n  f o r  b o i l e r  
f eed  pump d i s c h a r g e  p r e s s u r e  ( p s i a )  

Steam p r e s s u r e  a t  e x i t  of t h r o t t l e  va lve  
( 1 s t  s t a g e  p r e s s u r e )  ( p s i a )  

Steam p r e s s u r e  a t  o u t l e t  o f  pr imary supe r -  
h e a t e r  ( p s i a )  

Steam p r e s s u r e  a t  r e h e a t e r  o i i r l ec  ( p s i d )  

Ctcom p r 9 s r 1 1 r ~  at. o u t l e t  o f  secondary  
s u p e r h e a t e r  ( p s i a )  

Governing v a l v e  e x i t  p r e s s u r e  ( p s i a )  

Heat t r a n s f e r  r a t e  xtan~ gds LU stcam i n  
pr imary s u p e r h e a t e r  (KBtu/sec) 

Heat t r a n s f e r  r a t e  from gas  t o  steam i n  
r e h e a t e r  (KBtu/sec) 

Ra te  o f  h e a t  t r a n s f e r  from gas  t o  meta l  
i.n s u p e r h e a t  and r c h e a t  wa te rwa l l s  
r e s p e c t i v e l y  (KBtu/sec) 

Heat t r a n s f e r  r a t e  from gas  t o  steam i n  
secondary  s u p e r h e a t e r  (KBtu/sec) 

T o t a l  r a t e  of h e a t  t r a n s f e r  from tubes  t o  
f l u i d  i n  wa te rwa l l  s e c t i o n  (KBtu/sec) 

Kate o f  h e a t  t r a n s f c r  from metal  t o  steam 
In suye~ l l ca l :  and r choa t  r~aterwa11 s r e spec -  
t i v e l y  (KBtu/sec) 

Steam t empera tu re  of steam a t  d i s c h a r g e  
of h igh  p r e s s u r e  t u r b i n e  ( c o l d  r ehea t ) i °K)  

I d e a l  steam t empera tu re  a t  d i s c h a r g e  of 
h igh  p r e s s u r e  Cu~Liue (O1i )  

Drum st.pam t empera tu re  (OR) 

Nuzzlc e x i i  Ler!!pcraturc (OR) 

A d i a b a t i c  f low t empera tu re  (OR) 

A i r  h e a t e r  o u t l e t  t empera tu re  (OR) 

Mid-sect ion  gas  t empera tu re  of t h e  wa te r -  
w a l l  s e c t i o n  o f  t h e  s u p e r h e a t  and r e h e a t  
f u r n a c e  r e s p e c t i v e l y  (OR) 

Average gas  t empera tu re  i n  pr imary supe r -  
h e a t e r  (OR) 

Supe rhea t  and r e h e a t  f u r n a c e  e x i t  gas  
t empera tu re  r e s p e c t i v e l y  (OR) 
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.. MODEL NOMENCLATURE (Continued) 

SYMBOL 

T 
hp 

Tmws 'Tmwr  

- 
T 

PS 

T 
PSO 

Tro 

Tsso 

T t h  

V 

vd 

"dw 

V 
P  s  

'r 

v s s  

v1s'V2s 

W 

W' 

'a 

'ao 

W 
eP 

W~ 

Wd 

'e 

wf 
W 

g  

W 
Pa0 

W 
PSO 

DESCRIPTION 

Impulse chamber ( 1 s t  s t a g e )  temperatllre 
(OR) 

Metal temperature  of superhea t  and r e h e a t  
fu rnace  waterwal l  tubes  r e s p e c t i v e l y  COR) 

Average steam temperature  i n  pr imary 
s u p e r h e a t e r  (OR) 

Steam temperature  a t  pr imary s u p e r h e a t e r  
o u t l e t  (OR) 

Steam temperature  a t  r e h e a t e r  o u t l e t  (OR) 

Steam temperature  a t  o u t l e t  of secondary 
s u p e r h e a t e r  (d i scha rge  of t h r o t t l e  
valve)(OR) 

Governing va lve  e x i t  temperature  (OR) 

3 M i l l  volume ( f t  ) 

3 T o t a l  drum volume ( f t  ) 

3 Drum water  volume ( f t  ) 

Steam s t o r a g e  volume of pr imary super-  
3 h e a t e r  (Kf t  ) 

3 Steam s t o r a g e  volume of r e h e a t e r  (Kft  ) 

Steam s t o r a g e  volume of secondary super -  
3 h e a t e r  (Kf t  ) 

I d e a l  nozz le  d i scha rge  v e l o c i t y  f o r  t h e  
r e g u l a t i n g  va lves  and f u l l y  opened va lves  
r e s p e c t i v e l y  ( f t / s e c )  

Steam flow through K f u l l y  open g o v e r n i ~ ~ g  
va lves  (Klb/sec)  

Steam flow through n  r e g u l a t i n g  v a l v e s  
(Klb/sec)  

Mass r a t e  o f  a i r  flow through h n i l e r  
i l b l s e c )  

Primary a i r  flow wi th  ze ro  c o a l  flow 
( l b / s e c )  

Water flow through feedwater  va lve  
(Klb l sec )  

Constant  b o i l e r  c i r c u l a t i n g  f1,ow (Klb/ser) 

Steam flow r a t e  l e a v i n g  drum (Klb/sec)  

Feedwater f low r a t e  t o  b o i l e r  (Klb/sec)  

Mass r a t e  o f  c o a l  flow t o  b o i l e r  ( l b / s e c )  

Mass r a t e  of gas  flow through b o i l e r  
( l b / s e c )  

Primary a i r  flow through m i l l s  ( lb /sec . )  

Primary s u p e r h e a t e r  o u t l e t  steam flow 
r a t e  (Klb/sec)  

SYMBOL 

'ro 

'rs 

'rse 

W .  rsi 

W 
spa  

W .  
S S l  

Wsso 

X 

(Y 

hd 

01 

hdw 

CI 

Pdw 

A 

A '  

'1 

'11 

'lh 

qIMP1,qIMP2 

's *'r 

A 

v 
c f 

pa 

PC f  

Pd 

'dw 

DESCRIPTION 

Reheater  o u t l e t  steam flow r a t e  (Klb/sec)  

Reheater  sp ray  water  flow (Klb/sec)  

Steam flow r a t e  a t  o u t l e t  from rehea t  
sp ray  s e c t i o n  (Klb/sec)  

Steam flow from h igh  p r e s s u r e  t u r b i n e  
(Klb/sec)  

Superhea te r  s p r a y  wa te r  flow r a t e  
(Klb/sec)  

Steam flow r a t e  a t  i n l e t  t o  secondary 
s u p e r h e a t e r  (Klb/sec)  

Steam flow r a t e  a t  o u t l e t  of secondary 
s u p e r h e a t e r  (Klb/sec)  

Steam q u a l i t y  a t  o u t l e t  of wa te rwa l l s  

P a r t i a l  d e r i v a t i v e  of drum steam en tha lpy  
wi th  r e s p e c t  t o  drum steam d e n s i t y  de f ined  
a t  s a t u r a t i o n  c o n d i t i o n s  

P a r t i a l  d e r i v a t i v e  of drum water  en tha lpy  
wi th  r e s p e c t  t o  drum steam d e n s i t y  de- 
f i n e d  a t  s a t u r a t i o n  c o n d i t i o n s  

P a r t i a l  d e r i v a t i v e  of drum water  d e n s i t y  
wi th  r e s p e c t  t o  drum steam d e n s i t y  a t  
s a t u r a t i o n  c o n d i t i o n s  

Flow c o e f f i c i e n t  f o r  a  s i n g l e  f u l l y  open 
governing va lve  and nozzle  

Flow c o e f f i c i e n t  f o r  a  nozzle  f o r  sub- 
s o n i c  v e l o c i t i e s  

Combustion e f f i c i e n c y  

Low p r e s s u r e  t u r b i n e  i s e n t r o p i c  e f f i c i e n c y  

High p r e s s u r e  t u r b i n e  i s e n t r o p i c  e f f i c i e n c y  
( r e a c t i o n  b lad ing)  

Impulse t u r b i n e  e f f i c i e n c y  f o r  t h e  regu- 
l a t i n g  va lves  and f o r  t h e  f u l l y  opened 
va lves  r e s p e c t i v e l y  

Angle wi th  r e s p e c t  t o  h o r i z o n t a l  o f  super-  
h e a t  and r e h e a t  burne r  t i l t s  r e s p e c t i v e l y  
(degrees )  

Slope o f  d e f i n l n g  equa t ion  f o r  b o i l e r  
f eed  pump d i s c h a r g e  p r e s s u r e  

k'raction of t o t a l  m i l l  volume occupied 
by c o a l  

3 
Dens i ty  o f  pr imary a i r  ( l b / f t  ) 

3 Densi ty  o f  c o a l  ( l b / f t  ) 

3 Drum steam d e n s i t y  ( l b / f t  ) 

3 Drum water  d e n s i t y  ( l b / f t  ) 

4 
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SYMBOL 

Pps0 

"r 

f'ss 

"th 
+ 

IIESCRIPTION 

Steam density a t  primary superheater out- 

l e t  ( l b / f t 3 )  

3 
Average steam densi.ty i n  reheater ( l b / f t  ) 

Average steam density i n  secondary super- 

he.ater ( l b / f t 3 )  

3 
Steam density a t  valve e x i t  ( l b / f t  ) 



APPENDIX C 

COMMAND GENERATOR TRACKER SOLUTIONS TO INPUT AND 
STATE IDEAL TRAJECTORIES 

C . l  CONTINUOUS-TIME "-TRAJECTORIES 

Th i s  appendix  p r e s e n t s  d e r i v a t i o n s  o f  t h e  t ime-  
domain e x p r e s s i o n s  o f  t h e  Q - t r a j e c t o r i e s  a s s o c i a t e d  
w i t h  t h e  command g e n e r a t o r  t r a c k e r  (CGT). The 

* - t r a j e c t o r i e s  x " ( t )  and u^ ( t )  must s a t i s f y  Eqs.  
-P -P 1  

3 . 1 - l a  and 3 . 1 - l b  which a r e  r e p e a t e d  h e r e .  

-X- 
Cp x p ( t )  = & ( t )  

and 

(C. 1 - l a )  

;*(t) = A x"( t )  + B U* ( t )  + B u  ( t )  (C.1- lb)  
-P P  -P pl-pl  P2-P2 

* 
A f requency-  o r  s-domain r e p r e s e n t a t i o n  of x and 
* i s  d e f i n e d  i n  Re f .  22 a s  -P 

E P ~  * 
5 = s l l  + (1. - S Q ~ ~ ) - ~  (s12 % + s13 4 2 )  

(C. 1-2a) 

* 
'21 % + '22 % + '23 Ep2 

- 1  
+ sn21(In  - s n l l )  (S12 !!,,, !,+ up2)  

(C. 1-2b) 

where t h e  S  m a t r i c e s  s a t i s f y  

(C. 1-3a) 

and t h e  R m a t r i c e s  s a t i s f y  

Equa t ion  C.l-3a has a  s o l u t i o n  i f  none o f  t h e  p l a n t  
t r a n s m i s s i o n  z e r o s  a r e  equa l  e i t h e r  t o  z e r o ,  o r  t o  any 
nf t h e  r e f e r e n c e  model p o l e s  (Ref .  2 2 ) .  Equa t ion  
C. l -3b has  a  s o l u t i o n  i f  none o f  t h e  p l a n t  t r ansmis -  
s i o n  z e r o s  a r e  e q u a l  t o  z e r o  (Ref .  2 3 ) .  

I n  o r d e r  t o  a c h i e v e  t h e  r e s u l t s  d e s c r i b e d  i n  
S e c t i o n  3 . 1 ,  i t  i s  n e c e s s a r y  t o  o b t a i n  time-domain * * 
s o l u t i o n s  for  a (t) and u  (t). Befo re  t r ans fo rming  

-P -PI 
Eqs.  C. l -2a  and C. l -2b i n t o  t h e  time-domain, a  s i m p l i -  
LvCng suhst . i - tu t ion  w i l l  be made. N o ~ e  t h e  f o l l o w i n g  
e q u a l i t y  

[ I ~  - sn l1 ) - l  = [ ( I ~  - sn l1 ) - l  - I ~ I  + in 

I n t r o d u c i n g  Eq. C . l -4  i n t o  Eq. C. l -2a  y i e l d s  
-*- 

!LP = Sl1 z", + [SOll ( I n  -- sQl1)- l  + I n ]  

"12 % + '13 Ep21 (C. 1-5) 

Thus,  Eqs.  C. l -2a  and C. l -2b become 

* 
zp = s l l  % + '12 % + '13 up2 

- 1  
+ s n l l  ( I n  - so l1 )  (S12 % + S13 up2)  

(C. 1-6a)  

C 

up1 = '21 % + '22 % !,+ '23 up2 
- 1  

+ ( I n  - sRl l )  (S12 % + S13 up2) 

(C. 1-6b) 

The * - t r a j e c t o r i e s  a r e  t r ans fo rmed  i n t o  t h e  
time-domain by i n t r o d u c i n g  t h e  f i l t e r  s t a t e  e ( t ) ,  

e ( t )  - n l l  !(t) = s12 % ( t )  + s13 ~ ~ ~ ( t )  - 
(C. 1-7)  

The i n i t i a l  c o n d i t i o n  of t h e  f i l t e r  s t a t e ,  e ( 0 ) ,  i s  

a r b i t r a r y  a s  l ong  a s  t h e r e  e x i s t s  a  q u a n t i t y ,  !(0), 
s a t i s f y i n g  Eq. C . l -7  f o r  t=O. S ince  Q l l  i s  a  s i n g u l a r  

m a t r i x  ( f o r  t h e  p l a n t  d e s c r i b e d  i n  Eq. 2 .3-21,  t h e  
implementa t ion  o f  t h i s  f i l t e r  is  a  n o n t r i v i a l  problem 
( s e e  Ref .  4 ) .  S i n c e  t h i s  a n a l y s i s  l e a d s  t o  a  NRC 
s o l u t i o n  t h a t  does  n o t  r e q u i r e  t h i s  f i l t e r  ( s e e  Sec-  
t i o n  3 : 1 ) ,  t h e  i s s u e  of implementa t ion  i s  n o t  d i s -  
cussed h e r e ;  however, an implementa t ion  does e x i s t .  

Transforming Eqs .  C . l -6  i n t o  t h e  time-domain and 
s u b s t i t u t i n g  Eq. C . l - 7 ,  we o b t a i n  

J 

x ^ ( t )  = S, ,  ~ ( t )  + S12 $ t )  + S13 gp2(t) -P 
+ Q l l  & t )  (C. 1-8a)  

-L 

!i1(t) = SZ1 ~ ( t )  + S22 ~ ( t )  + S23 ~ - ~ ~ ( t )  

+ n21 !(t) (C. 1-8b) 

e ( t )  - nl l  ? ( t )  = s,, $ t )  + S13 g p 2 ( t )  - 
(C. 1-8c)  

T h i s  is Llle r e s u l t  used i n  S e c t i o n  4 . 1  

Th i s  s e c t i o n  o f  Appendix C p r e s e n t s  a  v e r i f i c a -  
t i o n  t h a t  t h e  d i sc re t e - t ime-domain  e x p r e s s i o n s  of t h e  
* - t r a j e c t o r i e s  s a t i s f y  t h e  n e c e s s a r y  e q u a t i o n s .  These 
e q ~ ~ a t i o n s  a r e  r epco tcd  here  



Cp $(k) = &(k) (C.2-la) Using Eq. C.2-4 and Eq. C.2-5 

Note the model dynamics are given by Eq. 3.3-4, that 
is 

x (k+l) = Fm ~ ( k )  + Gm ~ ( k )  
-m 

(C.2-2a) Substituting for R12 ~ ( k )  + R13 gp2(k) from Eq. C.2-6 
yields 

~ ( k )  = Cm ~f,(k) (C. 2-2b) 
RHS = Rll %(k+l) + g(k+l) (C.2-10) 

* 4 
The hypothesized formulation of x (k) and u (k) is 

-P -P 
4 Note that substituting Eq. C.2-6 into C.2-3a yields 
x (k) = Rll %(k) + R12 %(k) + R13 gp2(k) 
-P 

4 
+ All [g(k+l) - g(k)l (C.2-3a) x (k) = Rll ~ ( k )  + g(k) (C.2-11) 

-P 
.#. 

Ypl(k) = R21 %(k) + R22 ~ ( k )  + R23 ~ ~ ~ ( k )  
Hence, combining Eqs. C.2-10 and C.2-11 yields 

" "21 [ B ( k + l )  - A l k l l  (C. 2-3b) 
.L 

RHS - a"(kt1) ( C . 3 - 1 2 )  
where the R-matrices satisfy -P 

which verifies Eq. C.2-lb. 
["'n "I rl '12 - - ['Il1'm-'n m 1 

To verify Eg. C.2-la, note that 

C O R21 '22 R23 'rn 0 0 4 
P (: x (k) = C Rll %(k) + Cp Rl2 ~ ( k )  

P -P P 
(C. 2-4) 

the A-matrices satisfy + 'pR13 !p2 (k) 

+ Itl3 gp2(kj (C. 2-6) C R = O  
P 12 

(C.2-14h) 

with arbitrary initial condition g(0). Note ~ ( 1 )  must 
exist such that Eq. C.2-6 is satisfied for k=O. 

Tn verify that Eq. C.2-3 satisfies Eq. C.2-1 the 
former is substituted into the right hand slde bi Eq. and from Eq' C.2-5 
C.2-lb 

= Fp(Rll ~ ( k )  + R12 ~ ( k j  + k13 llp2(k) Thus, substituting E ~ s .  C.2-14 into C.2-13 yield< 

+ All Ig(k+l) - g(k)l) + Gpl(R21 %(k) * 
+ R23 ~ ~ ~ ( k )  + R22 ~ ( k )  + 1\21 [?(k+l) - g(k)l) C x (k) = Cm %(k) (C.2-15) 

P -P 

(C'2-7) or using Eq. C.2-2b 
Grouping like terms 

and Eq. C.2-la is verified. 



To v e r i f y  t h a t  Eq. D. l -1  i s  s a t i s f i e d  u s e  Eq. D.l-7 t o  
APPENDIX D n o t e  t h a t  

DERIVATION OF FEEDBACK GAIN AND REFORMlLATION OF 
FEEDFORWARD G A I N  AND ERROR DYNAMICS hll + Ol2 = (C B 1'' CpApTl + n2, 

P  P l  

D . l  FUNDAMENTAL RELATIONSHIPS = (C B  1-I Cp(-BPlQz1 + 1 )  + DZ1 
P  P l  

I n  t h i s  appendix ,  it i s  shown t h a t  under  mi ld  
s u f f i c i e n t  c o n d i t i o n s  t h e r e  e x i s t s  a  s e t  o f  g a i n s  
s a t i s f y i n g  Eq. 3.1-17a (Eq. D. 1 - l ) ,  

= (C B  ) - I  C 
P  P l  P  

(D. 2-2) 

(f all  + n2,) j ( t )  = 2 ( D l - )  M u l t i p l y i n g  on b o t h  s i d e s  o f  Eq. D.2-2 by e ( t )  y i e l d s  

Th i s  r e s u l t  i s  proved by c o n s t r u c t i n g  a  s e t  o f  such  
g a i n s .  I n  s e c t i o n  D:2 - a  s p e c i f i c  s o l u t i o n  i s  con- 
s t r u c t e d  p rov ided  C B  i s  n o n s i n g u l a r ,  and i n  S e c t i o n  and u s i n g  Eqs.  D . l -2 ,  D . l -4 ,  D. l -10,  and D. l -12,  

P P I  
D.3 t h e  same t a s k  i s  c a r r i e d  o u t  i f  C  B  i s  s i n g u l a r .  

P  P l  
S e c t i o n  D.4 p r o v i d e s  a  s e t  o f  s o l u t i o n s  f o r  k s a t i s f y -  ( h l l  + nz1) e ( t )  = (cp$,)-' c I(*,, j ( t )  
i n g  Eq. D-1. I n  S e c t i o n  D.5,  t h e  feedforward g a i n s  K x ,  P  

Ku and Eu2 a r e  r e fo rmula t ed  and i n  S e c t i o n  D.6 t h e  + S12 ~ ( t )  + S13 g p 2 ( t ) l  
-- 

e r r o r  dynamics a r e  r e f o r m u l a t e d .  

The f o l l o w i n g  i d e n t i t i e s  r e q u i r e d  i n  t h i s  appen- 
d i x  a r e  d e r i v e d  from Eqs.  3.1-2d 

= 0  - (D. 2-3) 

e ( t )  = *,, g ( t )  + s12 ~ ( t )  + S13 g p 2 ( t )  (D.l-2) D i f f e r e n t i a t i n g  Eq. D.2-3, - 

ihll + n,,) j ( t )  = o 
from Eq. 3.1-3b 

- (D. 2-4) 

Ap 5 1  + a 2 1  = I n  (D . l -3 )  which v e r i f i e s  Eq. D. l -1  

Cp Q l l  = 0  (D.1-4) D.3 C B  ISSINGULAR 
P  P l  

A * + B  R z 2 = 0  
P  12 P l  

Cp %2 = I1  

and from Eq. 3.1-3a 

ApS1l + Bp1S21 = ' l l A m  

CpS1l = 'm 

ApS12 + Bp1S22 = ' l l B m  

C S  = o  
P  12 

ApS13 + BplS23 = -Bp2 

(D. 1-5) I f  CpBpl i s  a  s i n g u l a r ,  a  methodology p r e s e n t e d  

i n  Ref .  27 f o r  o u t p u t  decoup l ing  can be used t o  con- 
(D.1-6) s t r u c t  i. F i r s t  d e f i n e  the rows o f  C: a s  f o l l o w s  

P  

(D. 1-7) 

(0 .1-8)  

(D. 1-9) 

Now t h e  i n d i c e s  d d2 . . . dm a r e  d e f i n e d  t o  be t h e  

D 1 1 0  s m a l l e s t  i n t e g e r s  f o r  which 

T 
U . 2  Cp Bpi I S  NONSINGULAR - C ~ A ' B  P  P l  = p  j < d i  (D. 3-2b) 

I f  C B  i s  a  n o n s i n g u l a r  (1x2) m a t r i x  t h e n  one The p a r t i t i o n  o f  t h e  c o n t r o l s  i n t o  u  ( t )  and u  ( t )  
P P l  must Le made s u c h  t h a t  -P 1  -p2 

cho ice  f o r  i s  

t = (C 8 ) - I  
P PI C P A ~  (D'2-1) The r e f e r e n c e  t h e  model must be  desiOgned t o  s a t i s f y  

(D. 3-4) 



where 

T .  c . r s  t h e  ith row of  C m ,  i . e . ,  
Ill 

Next ,  t h e  m a t r i x  J i s  d e f i n e d  u s i n g  t h e  i n d i c e s  
di d e f i n e d  i n  Eq. D.3-2 and D.3-3; 

Using J ,  two o t h e r  m a t r i c e s  a r e  now d e f i n e d ;  

L  : JB (U.3-7) 
P 1  

n : J A  (D.3-8) 
P  

I f  L  i s  n o n s i n g u l a r ,  i s  s e l e c t e d  a s  

ii = L - ~  # (D.3-9) 

To v e r i f y  t h a t  t h i s  cho ice  o f  k s a t i s f i e s  Eq. 
D .  1-1 n o t e  t h a t  

I n  o r d e r  t o  v e r i f y  Eq. D.3-13, it i s  f i r s t  shown 
t h a t  

Th i s  r e s u l t  r e q u i r e s  t h e  fo l lowing  i d e n t i t y  ob ta ined  
from Eq. D. l -8 ,  D.3-1 and D.3-5: 

(D. 3-15) 

S t a r t i n g  w i t h  t h e  l e f t  s i d e  of  Eq. D.3-14 and s u b s t i -  
t u t i n g  Eq. D.l-2 

3 u L i t l t u t i n &  E q a ,  D. 1-3 and n.l=Q and n 1 - 1  1 

T P.-1 + - 1 p  c:A S 1 1 m - m  B U ( c )  

.. ~TA'-'B [n b ( t )  + s,, 
-1 p p l  22 - 

Since  2  < d i ,  Eqs. D.3-2 and D.3-3 
But from Eq. D.1-3 

Hence 
= L-lJ - 

Q21 + *21 

-1 p  - 
B u  ( t )  cTnP e ( t )  = cfa'-l 6 ( t )  + l i ~p  sl, = L-lJ (D.3-11) -1 p  - 

(D.3-19) 
Next,  it w i l l  be v e r i f i e d  t h a t  

which i m p l i e s  

L-'J i = o 

(D.3-12) I n  o r d e r  t o  show t h a t  t h e  second term on t h e  
r i g h t  hand s i d e  o f  Eq. D.3-19 i s  z e r o ,  t h e  fo l lowing  
e q u a l i t y  i s  e s t a b l i s h e d :  

S t a r t i n g  wi th  t h e  l e f t  hand s i d e  of Eq. D.3-20, 
S u b s t i t u t i o n  of  Eq. D.3-13 i n t o  Eq. D.3-11 v e r i f i e s  
Eq. D . l -1 .  

38 



From Eq. D.1-7 

AJ =cTAk-'(s A - B  S )A: CiAp '11 m -1 p 11 m pl 21 

T k-IS Aj+l - = - ~ p  C.A 1110 - 1 p  C T A ~ - ~ B  p l 2 1 m  s AJ 

(D. 3-22) 

T B = 0 and Since k 5 di, ci A 
P PI - 

(D. 3-23) 

which proves the identity of Eq. D.3-20. 

Repeated application of this identity yields 

(D. 3-24) 

Substituting Eq. D.3-24 into Eq. D.3-19 produces 

T 2-1 cTA B(t) = C;A:-' i(t) + giSl1Am B&(t) 
-1 P 

(D. 3-25) 

and combining this result with Eq. D.3-15 yields 

Using Eq. D.3-4 eliminates the second term on the 
right hand side of Eq. D.3-26, reducing it to 

and the identity of Eq. D.3-14 is verified. 

From Eq. D.1-2 it is also true that 

T 
+ Ci S13 !iP2(') (D. 3-28a) 

which using Eqs. D.1-4, D.1-10 and D.1-12 reduces to 

Substituting these results into the right hand side of 
Eq. D.3-27 with J?=l yields 

T c. A 8(t) = 0 
-1 p - (D. 3-30) 

and again differentiating, 

Through repetitive application of Eq. D.3-29 to 
D.3-31, 

cT A 6 = o j 5 di -1 p - (D. 3-32) 

Hence with J being defined by Eq. D.3-6, Eq. D.3-32 

implies each row of J times i(t) equals zero. Hence 

Multiplying both sides of D.3-11 by i(t) and using Eq. 
D.3-33 verifies Eq. D.1-I, that is 

The three restrictions on the above theory are: 
the reference model must satisfy the structural con- 
straint specification, Eq. D.3-4; the plant controls 
must be partitioned to satisfy Eq. D.3-3; and L 
defined in Eq. D.3-6 must be nonsingular. The first 
two restriction are similar to the relative order 
restriction in the single-input, single-output MRAC 
algorithms of Refs. 3 and 14. The first constraint is 
much weaker than the perfect model following con- 
straint discussed in Ref. 12, and can be satisfied by 
a judicious choice of the reference model. The second 
restriction limits the use of this approach for MIMO 
systems. (Note that for single-input, sin8l.e-output 
ryctemo, i.i. Q=1, L is a scalar and is always non- 
singular.) 

D. 4 GENERAL SOLUTION 

The selection of as in Eq. D.3-9 satisfies the 
requirement in Eq. D.1-1. However, this value is not 
unique; in particular, there are a whole class of 

galas defined by 

where N is the nd x n matrix 

Differentiating Eq. D.3-28b implies that 

T c. 0(t) = 0 
-1 - (D.3-29) 



and Q is any m x nd matrix. 

Note that 

m 

(D. 4-2) 

Substituting Eq. D.3-3 (note Eq. D.4-6) 

Using this result and Eq. D.3-32 yields 

Hence each element of ~ ~ ~ ~ i ( t )  is identically zero and 

Eq. D.4-5 is satisfied. 

D.5 FEEDFORWARD GAIN REFOFMULATION 

In Section 3.1, the MRC algorithm gains are de- 
f lbea cu be (Cq. 3.1-16) 

In this section, these gains are reformulated such 
that they can be computed without-first ~omputing the 

(D-4-3) S.. matrices. In particular Kx, KU and Ku2 are func- 
1J 

tions of L, Q, Lm, Mm, Nm and M2 where L and Q are 

defined in Section U. 3 autl D. 4 and Em, M m ,  Nm a11d tl 2 
The number of degrees of freedom in the choice of i? is are defined in an analogous fastlion to L, M, N as 
equal to the number of linearly independent rows of N. follows 

From Eqs. D.3-9 and D.3-27 it is known that 
L E J B  
m m m  

i~-'m,, + n,,) 8 z 2 (D. 4-4) 

M = J A  
Thus to prove that as defined in Eq. D.4-1 satisfies m m m  
Eq. D.l-1, it need only be shown that 

T ' The it' row of NOl1 is c. AI QII where 
-1 P with 

If j=O then using Eq. D.l-4 

If j#O, using Eq. D.l-3 

T j and T j-1 - cTAj-l B~~ n21 (0.4-81 E~ Ap RI1 = C. A 
-1 P -L P 



Equat ions  D.5-1, D.5-2 and D.5-3 a r e  now shown t o  be 
e q u i v a l e n t  t o  

The f i r s t  s t e p  necessa ry  t o  v e r i f y  Eqs.  D.5-9, 10 
and 11 i s  t o  show 

The rows 
Hence 

of  N and J a r e  g iven  by cT AJ where j 5 d i .  
-1 P 

us ing  E q .  D.1-7 

Using Eqs.  D.3-2 and D.3-24, Eq. D.5-17 becomes 

and f i n a l l y  u s i n g  Eq. D.3-15 

Equat ion D.5-19 v e r i f i e s  t h a t  t h e  rows of  JSl l  a r e  

equa l  t o  t h e  co r re spond ing  rows of  Jm and t h e  rows of  

NSll a r e  e q u a l  t o  t h e  corresponding rows of  N m .  Hence 

Eqs. D.5-12 and D.5-13 a r e  v e r i f i e d .  

Applying t h e  same o p e r a t i o n s  on t h e  rows of 
NS12 ( u s e  E q .  D. l -9  i n s t e a d  of  D . l - 7 )  

T j - 1  
cT AJ s = s ibp (i\;sl2) j 5 d i  
-1 p 12 

= s:A;-l (SllBm-BplS22) 

= cTs AJ- 'B 
-111111 q 

T j - 1  = c . A m  Bm (D.5-20) 
-1 

The r e f e r e n c e  model s t r u c t u r e  c o n s t r a i n t  Eq. D.3-4 
s t a t e s  t h e  r i g h t  hand s i d e  of  Eq. D.5-20 is  ze ro ;  t h u s  

cT A' S12 = 0 (D.5-21) 
-1 P 

which v e r i f i e s  Eq. D.5-14. 

Applying t h e  same sequence of  e q u a t i o n s  on t h e  
rows of NS13 (usc  Eq. D. l -11)  

~ T A J S  = cT A ~ - ' ( A  s 1 
-1 p 13  -1 p p 13 

T j -1  = r .  .A B S I  (-Bp2 " p l  23 
(Da5-22)  

-1 P 

Next Eqs.  D.3-2 and D.3-3 a r e  used t o  show 

cT A' S = 0 (D.5-23) - p 13  

which v e r i f i e s  Eq, D.5-15. 

Using t h e  d e f i n i t i o n  of  (Eq. ~ . 4 - 1 1 ,  kx 
(Fg. D.5-1) becomes 

itx = sZl + L-'(M+QN)s,, 

= sZl + L - ~ M S ~ ~  + L - ~ Q N S ~ ~  (D. 5-24) 

S u b s t i t u t i n g  Eqs.  D.3-8 and D.5-13 

kx = sZ1 + L - ~ J A  s + L - ~ Q N ~  (D. 5-25) 
p.  11 



Furthermore substituting Eq. D.l-7 e it) = C e(t) (D.6-la) -Y P- 

Next substitute Eqs. D.3-7 and D.5-12 

ix = s~~ + L-'(J~A~-LS,,) + L-'QN m 

Finally substituting the definition of Hm (Eq. D.5-5) 
and regrouping terms 

verifying Eq. D.5-9 

A similar sequence of substitutions can be 
applied to KU (Eq. D.5-2) and ku2 (Eq. D.5-3). Using 

Eqs. D.4-1, D.3-8, D.5-14, D.l-9, D.5-12, D.3-7 and 
D.5-4 

f,,, = S22 r L-I ( E I + Q N Q ~ ~ ~  

verifies Eq. D.5-10 .. 

Using Eqs. D.4-1, D.3-8, D.5-15, D.l-11, D.5-6 
and D.3-7 

The selection of as (Eq. D.4-1) 

t = L-'(M+QN) (D.6-2) 

where L, H', N and Q are defined in Sections D.3 and 
D.4, causes Eqs. D.6-1 to be a nominimal system. In 
particular, for each transmission zero there exists a 
eigenvalue equal to it and hence a corresponding mode 
which is unobservable in e In this section these 

-Y ' 
dynamics are reformulated into a minimal and simpli- 
fied format. 

Before reformulating the error dynamics the 
matri.ces %? BN and CN are defined and identifies 

using these matrices arc tstablishcd: Firot AN i c  a 

where ANi is a dlXdi matrix with ones on the super- 
diagnnal and zeroes elsewhere 

ndXnd matrix given by 

= sZ3 + L-'JA s 
P 13 Next B is a n xQ matrix defined by 

N d 

A~ = 

- 1 = SZ3 + L J(-Bp2-Dp1S23) 0 . . .  0 

0 bN2 . . .  0 
= '23 - L - ~ M ~  - L-lLSZ3 

- 1 .: . 
= -L Hz 

verifies EQ. D.5-11. A result similar to this has 

C -. AN1 0 . . .  0 

0 A N 2 . . .  0 

. . 

. . 

0 o . . .  A ~ ~ ,  
m 

(D. 6-4) 

recently been reported by Kgwahta (Ref. 28) where bNi is a d.xl vector of all zeroes except in the 
iast eQement 

D.6 TRANSFORMATION OF OUTPUT ERROR DYNAMICS , .  

In Section 3.1., the error dynamics are shown to 
be governed by Eq. 4.3-1 



Finally CN is a aXnd matrix defined by 

(D. 6-6) 

T Where c . is a lxd. row vector of all zeroes except -ni 
the first element 

cT = [ 1  0 . . . 01 -Ni (D .6-8) 

Using these definitions and the definitions of N, 
J, L and M (Eqs. D.4-2, D.3-6, D.3-7 and D.3-8) along 
with the condition in Eq. D.3-2a the following iden- 
tities are established 

NA = A$l + B# (D.6-9) 
P 

Using the definition of i in Eq. D.4-1 and these iden- 
tities, the following equality is derived 

Next the transformed error &(t) is defined as 

&(t) = Ne(t) (D.6-13) 

'+ NB [; (t) - u (t)] 
Pl -PI -P 1 

Using Eqs. D.6-10, D.6-12 and D.6-13, Eq. D.6-14 .is 
transformed into 

Using Eqs. D:6-11 and D.6-13 transforms Eq. D.6-la 
into 

Hence the output error dynamics described in 
Eqs. D.6-1 have been transformed into Eqs. D.6-15 and - 

'1' D.6-16. Each set of matrices ANi, bNi, CNi represent 

a canonical system for the ith output error. An 
appropriate choice for Q keeps these error dynamics 
decoupled. 

This appendix demonstrates that any k given by 
Eq. D.4-1 satisfies Eq. D. 1-1 provided L (defined in 
Eq. D.3-7) is -nonsingular. The degrees of freedom in 
the choice of K is a function of the linearly indepen- 

dent rows of N, Eq. D.4-2. The stability of A ~ - B ~ ~  is . 
dependent on the stability of the transmission zeroes 
between u and y and the choice of Q. The reformu- 

-D 1 D' 
lation i; ~ectidn D.6 eliminites the unobservable 
modes related to the transmission zeroes and provides 
a formulation from which a stable Q can'be chosen, 
i.e., Q must stabilize AN - BNQ. 

If Eq. D.6-lb is multiplied by N the result is 



APPEKDIX E 

OTHER MRAC ALGORITHMS 

In order that this report include all the efforts 
in this research project, Appendix E presents the MRAC 
algorithms developed earlier in this study and pre- 
sented in an earlier report. The stability of these 
algorithms required complex constraints and are re- 
stricted to bounded error type stability. The algo- 
rithm presented in Chapter 4 has a more complex 
structure than these algorithms but the stability 
constraints are much easier to satisfy. However, the 
three algorithms presented before are repeated here 
for completeness. 

The algorithms are based on a slightly different 
HRC solution. In particular no observer is used, 
hence, the ~ ( t )  teps in Lq. 3.1-6 dlc not uocd. 
T~lxteild thc mat.rix K, is assumed to exist such that 

I 

Furthetmore, k i,a ao~umed to satisfy k:g. E,-1 arid 
Eq. 3.1-17a. This condition may require the reference 
model control being fixed (which makes g(t) = 2). 
Also, the number of inputs and outputs are assumed to 
bo the same (m=!ll. 

The mechanism by which K (t) is adapted is defined by 

Kr(t) = Kp(t) + KI(t) (E.l-Oaj 

T 
~,(t) = y(t)r (t)TI (E. 1-4c) 

where T is positive semidefinite, T is positive def- P I 
inite, QC is any nonsingular m x m matrix that satis- 

fies a cnnstraint described below and KTn is any ini- 

tial gu~ss at K,(t). Note that Kp(t) is a propor- 

taonal e n i n  aud K (t) io an inrearal $am. $Pa the I 
choicc of Tp and TI affects the transient behaviur of 

the adaptive algorithm The adaptive algorithm is 
depicted in Fig. E.l-I. Ir: is lluw shown that, the t h i s  
adaptive control system is asymptotically stable to 
zero using the Lyapunov approach of Ref. 6. 

E.l CONTINUOUS ALGORITHM I 

This section presents an adaptive algorithm for 
the continuous time control previously defined in Eq. 
2.3-1 and a Lyapunov stability analysis of the closed 
loop system. The algorithm and the analysis are based 
on the work by Mabius in Ref. 6. However, introducing 
the MRC .solution presented in SecLion 3.1 into thc 
stability analysis demonstrates asymptotic stability 
of the output error to zero. vrn 

The control algorithm is 

u it) = Ky(t)ySit) + Kx(t)%(L) + Ku(t)%(t) 
-P 

As in Ref. 6, ~(t), Kr(t) and ir are now defined to Figure E.l-1 Block Diagram of Contin~lous Algorithm I 

provide more compact notation for the adaptive con- 
troller, viz, The stability proof is bd~rd upon the dynamics of 

the error as it is defiued in Eq. 3.1-23a, that is 

(E. 1-2b) 
Into this error equation, we substitute the CGT con- 
troller, Eq. E.l-3a and the time-varying control law, 

(E.l-2c) Eq. E.l-3h resulting in 

i(t) = (A - ~ ~ i )  ~ ( t )  + B [gr - Kr(tj]z(t) - 
K (t) represents a concatenation of the adaptive gains P P 

with these definitions (E.l-7aj 

i (t) = ir ~ ( t )  (E.1-3a) Note that Eq. 4.1-13c is still invoked 
-P 

u (t) = Kr(t) ~ ( t )  (E. 1-3b) C e ( e )  = h(t) - y f t l  (E. 1-7b) 
-P P- P '  



The Lyapunov function V, which is quadratic in 
the state variables of the adaptive controller, is 

defined by t 

T - T T  V = g (t)Pg(t) + Tr[Sv(KI(t) - i(r)~;l(~I(t) - Kr) Sv] 
(E. 1-8) 

where Sv is any nonsingular m x m matrix and P is a 
positive definite symmetric matrix. The selection of 
these two matrices is related to the stability con- 
straints to be discussed below. 

It can be shown that if 

T S ~ S ~ Q ~ C ~  = B ~ P  (E. 1-9) 

then 

(E. 1-10) 

Analysis in Ref..6 shows that if V is positive 
definite in ~ ( t )  and V is negative definite in ~(t), 
then g(t) will approach zero asymptotically. By its 
definition, Eq. E.l-8, V is positive definite in ~(t). 
If Q, defined as 

is positive definite then 8 is negative definite in 
e(t) and thus, the adaptive controller is stable. 
This constraint is the positive real constraint and is 
discussed in detail in Section E.4. Summarizing this 
stability analysis: if Eqs. E.l-9 and E.l-11 are 
satisfied and Q in Eq. E.l-11 is positive definite, 
the adaptive control law formulated in Eqs. E.1-1. 
E81-2, L.l-3 aud E.1-4 is asym~totically stable. 

E.2 CONTINUOUS ALGORITHM I1 

This cectien prcseuLs a modified version of Con- 
tinuous Algorithm I with a less restrictive stability 
constraint than Eqs. E.1-9 and E.1-11. The algorithm 
requires a nominal value of u (t) and yields only a 

-P 
bounded output error. The bound depends on the 
accuracy of the nominal value. 

Section E.2.1 presents the algorithm structure 
and the constraint for stability. The-proof of sta- 
bility appears in Section E.2.2 when u (t) is known 

-P 
exactly, and an algorithmic anomaly in computing u ( L )  

-P 
is resolved in Section E.2.3. Stability of the algo- 
rithm with only a nominal value of u (t) is presented 
in Section E.2.4. -P 

fTr(A) refers t o  the trace of the ~~~atrix A Which i s  
the sum of the diagoaal elements. 

E.2.1 Algorithm Structure 

Again the form .of the adaptive rules for 
adjusting K (t) and K (t) is the same as given by Eq. P I 
E.l-4, except for the following modifications: 

1) It is now assumed that y (t) = ys(t) 
P 

i.e., that the measurement and con- 
trolled vector are the same (then 
C =H ) .  
P P 

2) v(t) = QEi(&(t) - yp(t)) + ~li~(t) - u (t)l 
-P 

where G is any m x m matrix satisfying the constraint 
developed below and Q, is a m x m positive definite 

matrix. 

Note that the above adjustment algorithm directly 
implements the quantity u (t), the computation of 

-P 
which is dependent upon some apriori knowledge oi the 
process matrices A and B . Since in reality u (t) 

P P -P 
would be unknown, a subsequent analysis shows that if 
u (t) is replaced in Eq. E.2-1 by an approximation, 
-D 
the resulting errors can still be guarantee.d to be 
within bounds. 

As in the previous section, stability is estab- 
lished using the error dynamics in conjunction with a 
Lyapunov function. Recall the error dynamics defined 
by Eq. 3.1-23a, 

- - 
= A P - e(t) + B P - z(t) where A = A - B ? 

P P P  

and 

z(t) = ; (t) - u (t) - -P '-P 

(E. 2-2a) 

(E. 2-2b) 

Introducing the control algorithm into the- error 
cquation and recalling from Eq. E.l-3a that u (t) = 
Kr r(t) P 

.., 
;(L) ; A e (c )  - B [i r(t) - Kr(t) ~ ( t )  - P - P r -  

- v(t) - ~ ~ ( t )  Tp g(t)] (E. 2-3) 

Asymptotic stability is proven in Section E.2.2, 
subject to the conditions: 

J + C (a1 - A + B 2)-' Bp (E. 2-4) 
P P P 

is strictly positive real and 

This constraint is not as severe as that in Eq. 
E.1-11, as will be discussed in Section E.5. 

4.3.2 Stability Proof 

The tirst step in the analysis is, as before, to 
form a quadratic function which is positive definite 
in the state variables of the adaptive system, 



e(t) and KI(t). Assuming that T- is a positive defi- - I 
nite matrix, a valid Lyapunov candidate is: 

T 
V(g, KI) = e (t) Pg(t) + TrISM(KI(t> 

(E .2-5) 
where 

P is an n x n positive definite symmetric 
matrix 

ir is an m x n matrix, 

S is an m -x  m nonsingular matrix M T satisfying s s = 9;' 

The matrix kr has the same dimensions, as Kr(t) 
and can therefore be partitioned as Rr = [R R , iU] Y: x 
so that 

(E. 2-6) 

The algorithm to be established is repeated here for 
convenience: 

(E. 2-7a) 

p(t) = Q C e(t) + G(; (t) - u (t)) 
M P -  -P -P 

(E. 2-7c) 

AS an aid to establishing conditions under 
which the derivative V is negative definite, the 
positive real lemma is introduced (Ref. 29): 

- 1 Lemma: The transfer matrix Z(s) = J + C(s1-A) B, 
having no poles with positive real parts, and only 
simple poles on the imaginary axis, is posiLivt rea l  
if, and onlv  if, there exists a real symmetric posi- 
tive definite matrix P and real matrices L and W such 
that . . 

Assuming that the transfer matrix Z(s) = 
J + C (sI-A +B E)-'B is strictly positive real for 

P P P P 

some matrices i and J, and using E.2-8, it can be 
showi~ that V becomes: 

T T T 
= -[L g(t) + Wz(t)] [L ~ ( t )  + Wg(t)] 

Since L is nonsingular, i'is negative definite in c(t) 
and ~ ( t )  provided that 

T T G SMSM > J (E.2-lla) 

and 

Tp L 0 (E.2-llb) 

From Eq. E.2-10 and Eq. E.2-li we ubserve tha t  
V(2, KI) cannot increase beyond its iiitial value 

V(e(toj, KI(toj). Thus it Lollowa that the adapt ive  

gain matrix KI(t) is also bounded. 

It is interesting to note that if the sta- 
bilized plant transfer matrix Z(s) = C (sI - A + 

P P - 
B k)-lB is strictly positive real for some matrix K, 
D D 
then frbm Eq. E.2-8 we may choose G=J=W=O. With this 
choice of matrices Eq. E.2-10 reduces to 

T - 2 gT(t) P B~(S~S,)-~ 8: P ~ ( t )  r (r) Tp f:(t) 

which basically is the derivative of the Lyapunov 
function obtained for Continuous Algorithm I. 

To summarize, the closed loop system which 
results from Algorithm I1 gives rise to an asym- 
ptotically stable error provided the following suf- 
ficient conditions are satisfied: 

y(t) = (S~S~)-' c e(t) + ~[$(t) - up(t)l 
P - 

(E. 2- 13a) 

T PA + A P = -LL T (E. 2-Ila) 
Z ( s )  = J + C (sI - A + B i) B (E.2-13b) 

P P P P  

PB = cT - LW (E.2-8b) 
is strictly positive real for some matrices J and k 

T with 
W ~ W  = J + J , (E.2-8c) T T G. SHSM > J (E.2-13~) 

If in addition to Z(s) being positive real, it 1s also 
true that Z(s) has no poles on the imaginary axis, Furthermore, i must satisfy Eq. 3.1-17a or u (t) is 

111 
then Z(s) is strictly positive real and restricted to a constant and k must be such that Eqs. 

.E-1 and 3.1-17b can be satisfied. 
T T 

P A + A P = - L L  ( 0  (E. 2-9) E.2.3 Computation of the Plant Control Law 

In this section the problem involved in the 
implementation of the signal ~ ( t )  from Eq. E.2-13a 



w j l l  be cons ide red .  R e c a l l  from Eqs. E . l -3b  and.E.1-4  
t h a t  

and from Eq. E.2-1 

where 

(E. 2: 19) 

We s e e  from Eq. E.2-14 t h a t  u  ( t )  i s  a  f u n c t i o n  o f  
-D 

~ ( t ) ,  wh i l e  from Eq. E.2-15 w; n o t e  t h a t  y(t) i s  a  
f u n c t i o n  o f  u  ( t ) .  From Eqs .  E.2-14 and E.2-15 we 
o b t a l n  -P 

T  
u  (L) = [ y l ( t )  - G u  ( t ) ]  f ( t )  Tp ~ ( t )  
-P -P 

' + K I ( t >  ' ~ ( t )  

(E.2-17) 

o r  s o l v i n g  f o r  u  ( t )  
-P 

I t  shou ld  be  noted  t h a t  a  unique  s o l u t i o n  o f  Eq. 
E.2-18 r e q u i r e s  t h e  n o n s i n g u l a r i t y  o f  t h e  m a t r i x  - .  
[ I  + ~ ' ( t )  T p ~ ( . t )  G] f o r  , a l l  t :  

E . 2 . 4  E f f e c t s  o f  Approximating I d e a l  P l a n t  
Con t ro l  

Computation o f  t h e  contr_ol law u s i n g  Eq. E . l -18  
r e q u i r e s  implementa t ion  of u  ( t )  a s  can be  s e e n  

-l' 
f Y o m  Eq. E.2-16. T h i s  i s  n o t  f e a s i b l e  because  t h e ,  

g a i n s  used i n  t h e  computa t ion  ; ( t )  a r e  f u n c t i o n s  o f  
-P 

t h e  p l a n t  pa rame te r s  Eq. 3.1-14. However, g iven  a  
nominal s e t  o f  p l a n t  p a r a m e t e r s ,  i t  may he p n r r i b l e  t o  

f i n d  v a l u e s  o.f ij Ex and iU such t h a t -  t h e  nominal 
Y '  

; ( t )  i s  n o t  t o o  f a r  from t h e  t r u e  v a l u e .  Thus,  t h e  
-P 
c o n t r o l  wowld be  +modif ied  a s  f o l l o w s :  

J . +  GI ;  (t) - u  ( L ) ]  
-F' 

(E.2-19) 
-P 

I f  we use  t h e  d e f i n i t i o n  from Eq. E.2-2b t h a t  

z ( t )  = ; ( t )  - u  ( t )  - -P -P 

and d e f i n e  As(t) = ( t )  - $t), then Ey. E.2-19 
-worn 

reduces  t o  

Using t h e  mod i f i ed  c o n t r o l  law w i t h  t h e  o r i g i n a l  
Lyapunov f u n c t i o n  (E.2-5) r e s u l t s  i n  

Observe t h a t  t i s  t h e  same a s  t h a t  g iven by 
Eq. E.2-10 e x c e p t  f o r  one a d d i t i o n a l  te rm which i s  
l i n e a r  i n  ~ ( t ) .  From a  r e s u l t  due t o  L a S a l l e  
(Ref .  3 0 ) ,  we can s t a t e  t h a t  ~ ( t )  an2 ~ ( t )  a r e  
u l t i m a t e l y  bounded. That  i s ,  t h e r e  e x i s t s  a  t 

1 > O 
w i t h , t h e  p r o p e r t y  t h a t  I ( e ( t ) l l  < b l  and I ( z ( t ) l (  < b2  
f o r  a l l  t > t l .  

The e r r o r s  r e s u l t i n g  from approximat ing t h e  
i d e a l  c o n t r o l  have been reduced i n  s i m u l a t i o n  examples 
by r e d e f i n i n g  t h e  p l a n t  o u t p u t  t o  be a  l i n e a r  com- 
b i n a t i o n  o f  t h e  o r i g i n a l  o u t p u t  and i t s  i n t e g r a l .  
Tha t  i s ,  

y ( t )  = a  C x  (t) + a 2  
P  1  . P  .-P 

where al and a2 a r e  a  c o n s t a n t  s c a l a r s .  S i m i l a r l y ,  

t h e  r e f e r e n c e  model o u t p u t  i s  d e f i n e d  a s  

x  ( t ) ]  d t  (E.2-23) 

A t l e u r e i i c a l  r n v e s t i g a t i o n  of t h i s  compensation 
t echn ique  i s  c o n t i n u i n g .  

E . 3  DIGITAL ALGORITHM I 

T h i s  s e c t i o n  p r e s e n t s  a n  a d a p t i v e  a l g o r i t h m  
f o r  t h e  d i s c r e t e - t i m e  c o n t r o l  d e f i n e d  i n  Eq. 3 . 2 - 1 4 . '  
The a l g o r i t h m  and i t s  s t a b i l i t y  p roo f  a r e  s i m i l a r  t o  
Cont inuous  Algor i thm I1 and i t s  s t a b i . l i t y  p r o o f .  As 
i n  S e c t i o n  E.2 a sympto t i c  s t a b i l i t y  i s  p r o v e n , - s u b j e c t  
t o  t h e  c o n d i t i o n  t h a t  t h e  i d e a l  p l a n t  c o n t r o l  11 (k) i s  

-P 
known. Next,  s t a b i l i t y  w i t h  r e s p e c t  t o  a  bounded 
e r r o r  i s  gua ran teed  when o n l y  a  nominal v a l u e  f o r  
u (k )  i s  known. 
-P 

E .3 .1  Algor i thm S t r u c t u r e  

The c o n t r o l  a l g o r i t h m  i s  



with the gains Kx(k), KU(k), and K (k) being adaptive. 
Y 

To simplify later computations, the adaptive gains are 
concatenated into ,the (m x nr) matrix K (k) which is 
defined as: 

Similarly i( is defined as a concatenation of the HRC 

solution gains 
- - - -  
Kr = [Ky, Kx, KUl (E. 3-2b) 

Correspondingly, the states are put into respective 
locations in the nr x 1 vector ~(k), defined as: 

Unlike the continuous time case, stability cannot 
be ensured if Eq. E.3-9 is replaced by y(k) = C e(k). 

P - 
This result is a direct consequence of the important 
role played by the continuous and discrete positive 
real lemmas i.n the stability proofs. 

The error dynamics in the discrete-time formu- 
lation are given by Eq. 3.2-23a: 

e(k+l) = (F - Gp i) g(k) + Gp [lp(k) - ~~(k)l - P 

where 

and 

T = F  - G  i (E.3-llb) 
P P P  

r(k) = ~ ( k )  - (E. 3-31 z(k) = ; (k) - u (k) - (E.3-llc) 
-Y -F' 

Then Eq. E.3-1 h ~ r n m ~ s  

u (k) = Kr(k) ~ ( k )  
-P 

and the MRC ~olution Eq. 4.1-20 becomes 

(E. 3-4a) 

Introducing the cvut~,ol algo~jbhm into the error 
equation and substituting for u (k) f r o m  F.q. 4.4-4b 
yields -P 

.i 

e(k+l) = Fp e(kJ + ti [i z i k j  - Kl(h) L(k) - P r 

- y(k) ~ ~ ( k )  TP ~ ( k ) ]  (E.3-12) 

i (k) = ir ~ ( k )  (E.3-4b) The error dynamics defined in Eq. E.3-12 are used in 
-P the subsequent stability proof. 

The adaptive gain is again defined as the sum of E.3.2 Stability Proof 
a proportional gain, K (k), and an integral type gain, P The first step in the analysis is to form a 
KI(k), each of which will be adapted as follows: quadratic function which is positive definite in the 

state variables, g ( h )  slid K1(k); Acsuming t h a t  TI is 
Kr(k) = ~ ~ ( k j  + KI(k) (E'3-') positive def~nrte, a valid Lyapunov candidate i s .  

.m 

T 
Kp(k) = y(k) r (k) Tp (E. 3-6) V[e(k), KI(k)l = el(k) Pe(k) 

- T T  
+ Tr [SD(KI(k) - kr) Ti1 (KI(k) - Kr) SDl 

T 
KI(k+l) = KI(k) + ~ ( k )  f: (k) TT (E.3-7) (E.3-13) 

where 

z(k) = ; (kj - ~ ~ ( k )  - -I, 

where 

Tp, T are n 
I 

X nr time invariant 

weighting matrices 

KIo is the initial integral gain 

P is an n x n positive definite 
symmetric matrix 

S is an m X m nonsingqlar matrix D 

(E.3-10) Stability of thC algorirhu call be proved by cccablbstl- 
ing conditions under which the function is dccreasing. 
To a i d  in this g o a l ,  the discrete positive real lemma 
is stated as follows (Ref. 31): 

Lemma: The transfer matrix S(z) = J + C(zI - A)-' B, 
with no poles for (zl > 1, and only simple poles on 
It1 = 1, i~ discrete positive real if and only if 
there exists a real symmetric positive definite 
matrix P and real matrices L and W such that 

F and G are matrices oi appropriate dialeilsions. T A PA - P = - L L ~  (E.3-14a) 

Selection of F, G, and the weighting matrices Tp and 

TI, will, as before, be limited by the sufficient con- 

ditions for stability. 

T A PB = cT - LW (E. 3- 14b) 

T W W =  J +  J ~ - B ~ P B  ( E .  3-14c) 



I f  i n  a d d i t i o n  t o  S ( Z )  be ing  d i s c r e t e  p o s i t i v e  r e a l , .  Fu r the rmore ,  must s a t i s f y  Eqs.  3.2-17a and 3.2-17b 
i t  i s  a l s o  t r u e  t h a t  S ( z )  has  no p o l e s  f o r  z  = 1,  o r  ~ ( k )  must be  r e s t r i c t e d  t o  a  c o n s t a n t  and H 
t hen  S ( z )  i s  s t r i c t l y  p o s i t i v e  r e a l  and P  

must be  such t h a t  Eqs .  E-1 and 3.2-17b can he  
T  PA - P  = -LL < 0  (E.3-15) s a t i s f i e d .  

E . 3 . 3  Computation o f  t h e  P l a n t  Con t ro l  Law 
Using Eqs.  E.3-14 and E.3-15 a l o n g  w i t h  t h e  a s -  

sumption t h a t  t h e  t r a n s f e r  m a t r i x  S ( z )  = J + C- ( z I  - I n  t h i s  s e c t i o n  we a d d r e s s  t h e  ~ r o b l e m  i n -  
P 

+ ~ ) - l  is discrete strictly positive real f o r  volved i n  t h e  implementa t ion  o f  t h e  s i g n a l  ~ ( k )  from 
P  P  P  Eq. E.3-21. From t h e  p r e v i o u s  s u b s e c t i o n s  we obse rve  

some m a t r i x  J and t h a t  t h a t  

where and 

(E. 3-26) 

i t  can be  shown t h a t  where 

T  T  AV = V(k+l) - V(k) = - [ ~ ~ $ ( k )  + Wz(k)] - [L g ( k )  ( k )  = ( s ~ s ~ )  T  C  e ( k )  + G; ( k )  (E. 3-27) 
P  - -P 

+ Wg(k)] - xT(k) S ~ S ~  ~ ( k )  ~ ~ ( k )  (2Tp - T I ) r ( k )  We s e e  from Eq. E.3-25 t h a t  u  ( k )  is  a  f u n c t i o n  o f  
-P 

y ( k ) ,  w h i l e  from Eq. E.3-26 we n o t e  t h a t  y ( k )  i s  a  
T - 2 r  (k)(S:SD G - J ) r ( k )  (E.3-18) f u n c t i o n  o f  u  ( k ) .  From Eq. E.3-25, and E.3-26 we 

o b t a i n  -P 

For  V(k) t o  be  d e c r e a s i n g ,  AV must be  n e g a t i v e  d e f i -  -P u  ( k )  = [ y l ( k )  - G +,(k)I  ~ ~ ( k )  Tp ~ ( k )  

n i t e  i n  g ( k )  and ~ ( k ) ,  which w i l l  be  t r u e  p rov ided  
t h a t  

+ KI(k) ~ ( k )  

(E.3-19) 

and 

> 
2Tp - TI = 0  (E. 3-20) 

Hence g ( k )  + 0  and ~ ( k )  + 0  a s  k  + m. I n  a d d i t i n n ,  
Eq. E.3-19 and Eq. E.3-20 imply t h a t  V[g (k ) ,  KI (k ) ]  

cannot  i n c r e a s e  beyond i t s  i n i t i a l  v a l u e  V[g (ko ) ,  

KI (ku ) l .  T h ~ t s ,  frcm Eq.  E.3-13 ii L ~ l l u w s  L l l a ~    he 

a d a p t i v e  g a i n  m a t r i x  KI(k) w i l l  b e  bounded. 

I t  i s  i n t e r e s t i n g  t o  n o t e  t h a t  i f  J=0 ,  t hen  Eq. 
E.3-14 cannot  be  s a t i s f i e d  and S ( Z )  canno t  be  d i s c r e t e  
p o s i t i v e  i c d l .  Hence, t h e r e  does  n o t  e x i s t  a  d i s c r e t e  
c o u n t e r p a r t  t o  Cont inuous  Algor i thm I .  

To summarize, t h e  c l o s e d  loop  sys tem which r e -  
s u l t s  from t h e  a lgor i t run  g i v e s  r i s e  t o  a n  a sympto t i c -  
a l l y  s t a b l e  e r r o r  p rov ided  t h a t  t h e  f o l l o w i n g  s u f -  
f i c i e n t  c o n d i t i o n s  a r e  s a t i s f i e d :  

y ( k )  = (S i sD) - '  C e ( k )  + GI ;  (k)  - u  ( k ) ]  
P  - -P -P 

(E. 3-21) 

S ( z )  = J + C (21  - F  + G K)-l  G 
P  P  P  

(E. 3-22) 
P. 

i s  s t r i c t l y  p o s i t i v e  r e a l  f o r  some g a i n  i? 

S;SD G > J (E.3-23) 

> 
2Tp - TI = 0 (E. 3-24) 

(E. 3-28) 

o r ,  s o l v i n g  f o r  u ( k ) ,  
-P 

I t  should  be  no ted  t h a t  a  unique  s o l u t i o n  of Eq. 
T  

E.3-29 r e q u i r e s  t h a t  t h e  m a t r i x  [ I  + r ( k )  Tp ~ ( k )  G] 

be  n o n s i n g u l a r  . 

E.3.4 E t i e c t s  o f  Approximating I d e a l  
P l a n t  Con t ro l  

Computation o f  t h e  c o n t r o l  law u s i n g  Eq. 
E.3-29 r e q u i r e s  implementa t ion  o f  u n ( k ) ,  a s  can  be  

r 

s e e n  from Eq. E.3-27. T h i s  i s  n o t  f s a s i b l e  because  
t h e  g a i n s  used i n  t h e  computa t ion  o f  u  ( k )  a r e  func-  

-D 

t i o n s  o f  t h e  p l a n t  pa rame te r s .  However, g iven  a  nomi- 
n a l  s e t  o f  plan: pazame te rc ,  it may be  p o s s i b l e  t o  
f i n d  v a l u e s  o f  K Kx and KU such t h a t  t h e  nominal 

Y' 
( k )  is  n o t  t o o  - f a r  from t h e  t r u e  v a l u e .  Thus,  t h e  

P 
c b n t r o l  would be  mod i f i ed  a s  fo l lows :  

(E.  3-30) 

u ( h )  - - (s;sD)-l  C e ( k )  + ti[gpnom[k) - ; (k)] 
P  - -P 

+ GI; ( k )  - u ( k ) ]  (E.3-31) 
-P -P 



I f  we use  t h e  d e f i n i t i o n  from Eq. E . 3 - l l c  t h a t :  

z (k )  = ( k )  - u  ( k )  - (E. 3-32) -P -P 

and d e f i n e  A;(k) = ( k )  - $k) ,  t h e n  Eq. E.3-31 -pnom 
reduces  t o  

(E. 3-33) 

Using t h e  mod i f i ed  c o n t r o l  law w i t h  t h e  o r i g i n a l  
Lyapunov c a n d i d a t e  r e s u l t s  i n  

Observe t h a t  AV i s  t h e  same a s  g iven  by, Eq. 
E.3-18 e x c e p t  , f o r  one a d d i t i o n a l  term which i s  l i n e a r  
i n  ~ ( k ) .  As an  e x t e n s i o n  t o  a  r e s u l t  f o r  cont inuous  
sys tems due t o  LaSa l l e  (Ref .  3 0 ) ,  we can s t a t e  t h a t  
e ( k )  and g ( k )  w i l l  be u l t i m a t e l y  bounded. Tha t  i s ,  - 
t h e r e  e x i s t s  a kl > 0  w i t h  t h e  p r o p e r t y  t h a t  

Again,  a s  wi th  t h e  con t inuous  t ime c a s e ,  t h e s e  u l t i -  
mate bounds might be reduced th rough  t h e  r e d e f i n i t i o n  
of  a new o u t p u t  equal  t o  a  l i n e a r  sum of  a l l  p a s t  
o u t p u t s .  

E.4  CONSTRAINTS FOR STABILITY OF 
CONTINUOUS ALGORITHM I 

Two types  of  c o n s t r a i n t s  must be  met f o r  
a s y m p t o t i c  s t a b i l i t y  o f  Continuous Algorithra I ,  p re -  
s e n t e d  i n  S e c t i o n  E.1. The f i r s t  t y p e  invo lves  s t r u c -  
t u r a l  r e l a t i o n s h i p s ,  g i v e n  by Eq. Z-1 and 3 .1-17,  be- 
tween t h e  p l a n t  and r e f e r e n c e  model dynamics.  S a t i s -  
f y i n g  t h e s e  c o n s t r a i n t s  e n s u r e s  t h e  e x i s t e n c e  of a 
c o n t r o l  $ t ) ,  de f ined  i n  Eq. 3 .1-14,  which s o l v e s  t h e  

model r e f e r e n c e  c o n t r o l  problem. I n  a p p l i c a t i o n ,  
t h e s e  c o n s t r a i n t s  impact t h e  d e s i g n  o f  t h e  r e f e r e n c e  
model e i t h e r  i n  terms o f  t h e  pa ramete r s  s e l e c t e d  o r  by 
r e s t r i c t i n g  t h e  command t o  be  a  c o n s t a n t .  I n  e i t h e r  
c a s e  t h e  c o n s t r a i n t s  do n o t  l i m i t  t h e  a p p l i c a t i o n  o f  
t h e  a d a p t i v e  a lgo r i thm i f  Eq. 3.1-17b can be s a t i s f i e d  
( i . e . ,  t h e  sys tem i s  s t a b i l i z a b l e  w i t h  t h e  measured 
o u t p u t s ) .  The second, more r e s t r i c t i n g  s e t  of con- 
qtraint.s  i n  Egs.  E.l-9 and E . l -11  a r e  f u n c t i o n s  of  t h e  
p l a n t  pa ramete r s  and a r e  r e s t a t e d  h e r e .  

A m a t r i x  QC must be  s e l e c t e d  such t h a t  f o r  

eve ry  s e t  o f  p l a n t  pa ramete r s  A B '  and C t h e r e  
P '  P  P '  

e x i s t  p o s i t i v e  d e f i n i t e  m a t r i c e s  P ,  Q  and S:S~ and a  

feedback m a t r i x  ( s a t i s f y i n g  Eq. E-1 and 3.1-17) 

such t h a t  

and 

Th i s  s e c t i o n  p r e s e n t s  t echn iques  which determine 
whether t h i s  c o n s t r a i n t  can be ,  o r  i s ,  s a t i s f i e d .  
S e c t i o n  E . 4 . 1  shows t h a t  t h i s  c o n d i t i o n  i s  e q u i v a l e n t  
t o  a  p o s i t i v e  r e a l  c o n s t r a i n t .  S e c t i o n  E.4 .2  p r e s e n t s  
p o s s i b l e  a l t e r n a t e  d e s i g n  p rocedures  t o  fo l low i f  t h i s  
c o n s t r a i n t  cannot  be  s a t i s f i e d .  

E .4 .1  P o s i t i v e  Real Approach 
-- 

Frequency- and time-domain approaches  f o r  s a t i s -  
f y i n g  t h e  c o n s t r a i n t  a r c  d i s c u s s e d  Del6W. Both 
approaches  are base? nn t h e  p n s i t i v e  real  bema Ll~eury 
(Ref .  29 ) .  Habius has  used t h i s  t heo ry  (Ref .  6 )  t o  
prove t h e  fo l lowing  lemma: 

a: Define  

Z1(s) = E(s1  - i 1 - l i  

Let  i, i and 5: be a  minimal r e a l i z a t i o n  of Z l ( s ) .  

Then Z , ( s )  i s  s t r i c t l y  p o s i t i v e  r e a l  i f  and on ly  i f  

t h e r e  e x i s t s - a  p o s i t i v e  d e f i n i t e  and a  p o s i t i v e  
s e m i d e f i n i t e  Q such t h a t  

and 

Th i s  Lemma can be used i n  con junc t ion  wi th  t h e  con- 
s t r a i n t  of  Eq. E.4-1  by choosing 

i = B  (E. 4-3b) 
P  

( E .  4-3c) 

Note t h a t  ( i ,  i )  is  c o n t r o l l a b l e  because (Ap, Bp) i s  
T  

c o n t r o l l a b l e  and s i n c e  QC SvSv is  nons ingu la r  a i d  (C 
P '  

A ) r s  o b s e r v a b l e ,  ( t , i )  is  obse rvab le .  Hence, t h e  
P  

c o n s t r a i n t  E.4-1 i s  e q u i v a l e n t  t o  Z l ( s )  be ing  s t r i c t l y  
p o s i t i v e  r e a l  where 

T  
z , ( ~ )  = sVsv Q, cp (SI - A P + B P i H ~ p ) - l ~ p  

(E. 4-4) 

Thus Eq. E.4-1 i s  r e f e r r e d  t o  a s  t h e  PR ( p o s i t i v e  
r e a l )  c o n s t r a i n t .  



C o n s t r a i n t  S a t i s f a c t i o n  Using Frequency-Domain 
Cons ide ra t ions  - S i m i l a r  t o  t h e  method proposed by 
Mabius (Ref .  6 ) ,  t h e  fo l lowing  procedure  i s  s u f f i c i e n t  
t o  v e r i f y  t h a t  g iven cho ices -o f  QC and K s a t i s f y  t h e  
PR c o n s t r a i n t :  H 

S tep  1 .  Ver i fy  t h a t  t h e  e igenva lues  of  
Ap - B  K H have n e g a t i v e  r e a l  

P H V  
pHrts  i o r  a l i  A B  and H . 

P ' P  T P .  S t e p  2 .  Def ine  F(w) = Zl( jw)  + Z1( J W )  

S tep  3.  V a l i d a t e  t h a t  .m 

(a )  [(A - B  k H ) , s ' s Q  C ]  
P  P H P  c P  

is  obse rvab le  f o r  a l l  p o s s i b l e  
A B  C  a n d H  

P '  P '  P  P '  
( b )  F(w) i s  p o s i t i v e  d e f i n i t e  f o r  
a l l  w. 

S t e p  3 ( b )  i s  perhaps  b e s t  c a r r i e d  o u t  by check- 
i n g  t h a t  a l l  m p r i n c i p a l  minors of  F(w) a r e  p o s i -  
t i v e .  Each such minor can be expanded a s  a  r a t i o  

of two polynomials i n  w2, -each c o e f f i c i e n t  be ing  a  
f u n c t i o n  of C Ap, B  and KH. I n  such an  expansion,  

P '  P - - 
t h e  denominator can a-lways be made p o s i t i v e  and t h e  
numerator can then  be w r i t t e n  a s  

N 

where Nm depends on t h e  number o f  s t a t e s  and t h e  o r d e r  

of  t h e  minor.  I n  o r d e r  t o  gua ran tee  t h a t  F(w) i s  
p o s i t i v e  f o r  a l l  u ,  i t  i s  s u f f i c i e n t  t h a t  each co- 
e f f i c i e n t ,  f i ,  i n  each  minor be p o s i t i v e  f o r  a l l  A 

D' 
B  C and H . I f  each c o e f f i c i e n t  i s  n o t  p o s i t i v e ,  i t  
D D . . 

may be d e s i r a b l e  t o  t e s t  f o r  p o s i t i v e  r e a l n e s s  u s i n g  
t h e  Routh a lgo r i thms  suggested by S i l j a k  (Ref .  3 2 ) .  

C o n s t r a i n t  S a t i s f a c t i o n  Based Upon Time-Domain 
Cons ide ra t ions  - This  s e c t i o n  p r e s e n t s  a  time-domain 
approach f o r  de t e rmin ing  whether t h e  PR c o n s t r a i n t  i s  
s a t i s f i e d  f o r  a  s p e c i f i c  cho ice  of  A p ,  Bp, Cp, Hp, QC,  

S  and kH. I t  i s  hoped t h a t  f u r t h e r  s t u d y  w i l l  a l l ow 

t h i s  procedure  t o  app ly  t o  a  range of  t h e s e  
pa ramete r s .  

The time-duulaiu approach f o t  showing p o s i t i v e  
r e a l n e s s  o f  t h e  t r a n s f e r  f u n c t i o n  

~ ( s )  = J + H(SI - F ; - ~ G  (E. 4-6) 

is  based upon t h e  fo l lowing  r e s u l t .  Assume Z(a)  < 
and t h a t  (F ,  G ,  H ,  J )  is  a  minimal r e a l i z a t i o n  of  
Z(s.). Then Z ( s )  i s  a  p o s i t i v e  r e a l  m a t r i x  of  r a t i o n a l  
f u n c t i o n s  o f  s i f ,  and on ly  i f ,  t h e r e  e x i s t s  a  nega- 
t i v e  d e f i n i t e  m a t r i x  n s a t i s f y i n g  t h e  e q u a t i o n  
(Ref.  29) :  

I and R i s  nons ingu la r  where R  = J + J . However, s i n c e  
J = 0  i n  t h e  problem of  i n t e r e s t ,  R  is  s i n g u l a r .  Thus 
a n  a l t e r n a t e  approach i s  a~rggcsted based upon a  t e s t  
f o r  Lhe d i s c r e t e  p o s i t i v e  r e a l n e s s  o f  a  t ransformed 
system (Ref .  29 ) .  

Def ine  t h e  fo l lowing  q u a n t i t i e s : .  

A = ( I  + F)  ( I  - ~ 1 - l  (E. 4-8a) 

(E. 4-8b) 

Then Z ( s )  a s  d e f i n e d  i n  Eq. E.4-6 w i l l  be  p o s i t i v e  
r e a l  ( f o r  any J i n c l u d i n g  J = 0 )  i f ,  and o n l y  i f ,  t h e  
fo l lowing  r e c u r s i v e  d i f f e r e n c e  e q u a t i o n  has  a  n e g a t i v e  
d e f i n i t e  s t e a d y  s t a t e  s o l u t i o n  (Ref.  29) :  

(E. 4-9) 
n ( 0 )  = 0  

To app ly  t h i s  t e s t  t o  t h e  model r e f e r e n c e  a d a p t i v e  
c o n t r o l  problem, A ,  B, C and a r e  be computed us ing  t h e  
fo l lowing  d e f i n i t i o n s  o f  F ,  G ,  H and J: 

I f  t h e  n-sequence gene ra t ed  by Eq. E. 4-9 converges  
wi th  t h e s e  c h o i c e s ,  t h e  PH c o n s t r a i n t  i s  - s a t i s f i e d  f o r  
t h e  g iven  A H and KH. 

P ' " ~ P '  C ~ '  P  

E .4 .2  Design o f  S u i t a b l e  Output Conf igu ra t ions  

. I n  t h e  even t  t h a t  t h e  o r i g i n a l  system d e s c r i p t i o n  
does  n o t  y i e l d  a  s t r i c t l y  p o s i t i v e  r e a l  t r a n s f e r  
m a t r i x ,  t h e n  it becomes necessa ry  t o  r edes ign  t h e  
o u t p u t  c o n f i g u r a t i o n  i n  o r d e r  t o  u t i l i z e  Continuous 
Algor i thm I .  T h i s  p o s s i b i l i t y  i s  d i s c u s s e d  f o r  t h e  
case  when measurements a r e  a v a i l a b l e  f o r  a l l  s t a t e s .  
A t  t h i s  p o i n t  we i n t r o d u c e  t h e  c o n s t r a i n t  % ( t )  = 0.  

T h i s  removes t h e  - s t r u c t u r a l  c o n s t r a i n t  on k ,  Eq. 
3 .1-17a,  s o  t h a t  K must o n l y  s a t i s f y  Eqs.  E-1 and 
3.1-17b. 

I f  measurements f o r  a l l  s t a t e s  a r e  a v a i l a b l e  . %  ' 

(assume H = I ) ,  t hen  it may be  p o s s i b l e  t o  d e f i n e  a 
P  

'new o u t p u t  m a t r i x  t h a t  w i l l  s a t i s f y  t h e  PR c o n s t r a i n t .  
That  i s ,  it may be  p o s s i b l e  t o  r e fo rmula te  t h e  model 
r e f e r e n c e  c o n t r o l  problem wi th  C  s e l e c t e d  a s  a  d i f -  

P  
f e r e n t  l i n e a r  combinat ion of  t h e  measured s t a t e s ;  



The intended result is that the constraint in Eq. P(A~ - B R"B~P) + (A - B R-'B~P)~P 
4.5-1 be satisfied. In this section a promising P P P P P  
procedure for obtaining KC is presented. T = A P + PA - 2PB R-lBTp 

P P P P .  
First, we choose 

-1 T 
(E.4-12) 

= - P B R  B P - Q R  Qc = 1 P P 

With Eqs. E.4-11 and E.4-12, the constraint (Eq. 
E.4-1) becomes 

and 

T P(Ap - B~G) + (Ap - B P = -Q (E. 4-13b) 
P 

The selqction of KC uses the theory of the following 

linear quadratic regulator problem. Cor~sider the 
problem of choosing u(t) to minimize the iuLrg~,al 

Hence Eqs. E.4-13a and E.4-13b are satisfied. 

Since the above choice of C (as defined in Eq. 
D 

E.4-11) requires a priori knowledge of .A and BD, its 

use is contingent upon the availability of nominal 
values of A and B The robustness of this output 

D D' 
matrix for -deviatibns in A and BD must then be 

D 
examined. As an illustration of how this robustness 
can bc determined, assume_ that -Eq. E.4-18 has been 
solved for nominal values A and B i . ~ . ,  

P P' 

and 
where QR is positive semidefinite and R is positive 

definite, subject to: 

x = A  x + B  - P -  

K = g  = R  -1 -T 
C H B~ (E. 4- 19b) 

(E .4- 14b) 

Assume further that for all parameters A and B 
P P 

The well known solution (when it exists) to this prob- 
lem is A =i + A A  (E. 4-20a) 

P P P 
u = - K 5  - 

where 

Furthermore, 

A - B K is stable 
P P 

(E. 4- 15c) - 
B - B p B  (E (r-7nh) 
P 

where B is a positive definite symmetric matrix. (The 
(E.4-16) fern e f  B ic motivated hy t h ~  sllhs~rl~~cnt S O ~ U ~ ~ O R ) ,  

P 
Then constraint E. 4-13b becomes : 

and Using Eq. E.4-19b, thc above may be rewritten as: 

If both KC and $ are chosen to be equal to K 
(Eq. E.4-16), 

T + P A A  + M  P = - Q  
- P P 

(E. 4-22) 

Sv is selected such that S:S~ = R, and Q = QR + 

PB R - ~ B ~ P ,  then 
P P 

Adding and subtracting P R-' B -' P to this equation 
P P 

and using Eq. E.4-19a gives: ' 

and 
T - P B  R - ~ B B ~ P + P A A  + A A  P = - Q  (E.4-23) 

P P P P 



Thus c o n s t r a i n t  Eq. E.4-13b w i l l  b e  s a t i s f i e d  i f  A 
P  

and B ( d e f i n e d  by Eq. E.4-20) a r e  such t h a t :  
P  

With r ega rd  t o  t h e  c o n s t r a i n t  o f  Eq. E.4-13a,  i t  
should  be  noted  t h a t  from Eq. E.4-19b 

Consequent ly ,  i f  t h e  v a r i a t i o n  i n  B  i s  such t h a t  t h e  
T  m a t r i x  RB is  .symmetric and p o s i t i v e  d e f i n i t e ,  t h e n  S  S  

can be d e f i n e d  

(E. 4-26) 

Th i s  y i e l d s  

T  T  SvSv KC = B P  (E. 4-27) 
P  

which s a t i s f i e s  t h e  c o n s t r a i n t ,  Eq. E.4-13a.  

Under t h e  c o n d i t i o n s ,  Eqs .  E.4-26 and E.4-27, 
Eq. E.4-24 may be  s i m p l i f i e d  t o :  

(E. 4-28) 

Thus,  t h e  m a t r i c e s  % and KC ( r e c a l l  t h e y  a r e  e q u a l  t o  

each o t h e r )  can  be  determined by s o l v i n g  t h e  LQR 
problem: 

s u b j e c t  t o  

= i  x + i  . 
P -  P -  

w i l l  r e s u l t  i n  t h e  s a t s i f a c t i o n  o f  t h e  c o n s t r a i n t  Eq. 
E.4-1 f u r  a l l  A and B g i v c n  by Eq. E.4-20 p rov ided  

P P  
t h a t  t h e r e  e x i s t s  a  p o s i t i v e  d e f i n i t e  P  and p o s i t i v e  
d e f i n i t e  symmetric BR such t h a t  

- Q R + P M  + M  P + P B  R - l - T  
P  P  P  B~ 

- 2  P  [BR-'1 iT P = -Q 
P  P  

E.5 CONSTRAINTS FOR STABILITY OF CONTINUOUS 
ALGORITHM I 1  

I n  o r d e r  t o  s a t i s f y  t h e  s t r i c t l y  p o s i t i v e  r e a l  
c o n s t r a i n t ,  Eq. E.2-4 ,  f o r  Continuous Algor i thm 1 1 ,  
w i t h  a  t i m e - i n v a r i a n t  A and B  i t  i s  s u f f i c i e n t  t h a t  

P  P '  
t h i s  c o n s t r a i n t  . b e  s a t i s f i e d  f o r  a l l  p o s s i b l e  v a l u e s  
o f  A and B  . Thus,  an  implementable p rocedure  i s  

P  P  
needed i n  o r d e r  t o  de t e rmine  t h a t  

i s  s t r i c t l y  p o s i t i v e  r e a l .  To t h i s  e f f e c t  we s h a l l  
d i s c u s s  two p r o c e d u r e s .  

R e c a l l  from S e c t i o n  3 . 1  t h a t  k is  chosen t o  
s a t i s f y  Eq. E-1 and 3 .1-17,  o r  i s  chosen t o  s a t i s f y  
Eqs.  E-1 and 3.1-17b w i t h  u  ( t )  r e s t r i c t e d  t o  a  con- 

I n  
s t a n t .  I n  t h e  f o l l o w i n g  a n a l y s i s ,  i i s  s e l e c t e d  t o  
s a t i s f y  Eqs.  E-1 and 3.1-17b and t h e  PR c o n s t r a i n t  
(Eq. E.5-1) .  

E .5 .1  Frequency-Domain Approach 

As an  e x t e n s i o n  t o  t h e  frequency-domain 
approach f o r  s a t i s f y i n g  t h e  s t r i c t l y  p o s i t i v e  r e a l  
p r o p e r t y  f o r  Continuous Algor i thm I ,  t h e  f o l l o w i n g  
p rocedure  i s  proposed f o r  v a l i d a t i n g  t h a t  t h e  s t r i c t l y  
p o s i t i v e  real p r o p e r t y  i s  s a t i s f i e d  f o r  some m a t r i c e s  
J and KH (K = KH H ) .  

P  

S t e p  1 .  Choose t h e  m a t r i x  p roduc t  i H such 
H P 

t h a t  t h e  e i g e n v a l u e s  o f  Ap - B ~ K ~ H ~  
have n e g a t i v e  r e a l  p a r t s .  

S t e p  2 .  Def ine  Z ( s )  = J + C (sI-A +B k ) - I  
P  P  P BP 

and d e f i n e  F(w) = Z(jw) + ZT(-jw) 

Scep 3. V a l i d a t e  t h a t  C and J a r e  such t h a t  
P  

F(w) is  p o s i t i v e  d e f i n i t e  f o r  a l l  w .  

E.5.2  Time-Domain Approach 

A time-domain approach f o r  de t e rmin ing  a  m a t r i x  J 
which r e s u l t s  i n  t h e  s t r i c t  p o s i t i v e  r e a l n e s s  o f  t h e  
t r a n c f c r  m a t r i x  

Z ( s )  = J + C ( s I  - A + B i ) - l  B  
P  P P P  

i s  based upon e x i s t e n c e  o f  P,  L, W such t h a t  

P(Ap - B )  + (A - B f l T p  = -LLT < 0 (E.5-2a) 
P  P  P  

PB = cT - LW (E. 5-2b) 
P P  

T  W W = J + J  T  (E. 5-2c)  

The p rocedure  f o r  choosing t h e  m a t r i x  J i s  g iven  
below. 

S t e p  1 I f  A is  a  s t a b l e  m a t r i x ,  choose K=o. 
? 

Tf A i s  n o t  = t a b l e  t h e i ~  ~ l l u u s e  C6 
P  

o u t p u t - s t a b i l i z e  t h e  p l a n t .  



Step 2 Choose L such that L-' exists. Solve 
the Lyapunov equation, Eq. E.5-2a, 
for the positive definite symmetric 
matrix P 

. Step 3 solve Eq. E.5-2b for W, yielding 
-1 T - W = L  (C PBp) 

P 
'Step 4 Find any matrix J which solves 

Eq. E.5-2c. Choosing J to be a 
1 T symmetric matrix yields J = - W W. 
2 

Since the above choice of J requires a priori 
knowledge of A and B its use is.contingent upon the 

P P' 
availability of nominal A and B matrices. The 

P P 
robustness of this matrix J,- in the sense of retaining 
the strict positive realness of Z(s) for deviations in 
A and B must then be examined. 
P P' 

As aa illustration o f  how R mat.rix J (whach 
results in Z(s) being strictly positive real for all 
A and B ) can be determined, assume that there exist 
P P 
nominal values A ~ n d  for A and B aud that all 

P P P P' 
possible variations of these pa;ameters are defined by 

where B is a positive definite symmetric -matrix. 
Assume further that there is a .known matrix KH which 

output-stabilizes the plant ( A  - B H ) for all 
P F P P  

parameter variations defined in Eq. E.5-3. The three 
steps described below define J as a function of a 
variation in the plant parameters, J(aAp, B): 

Step 1 Choose a nonsingular matrix L. 
Solve Eq. E.5-2a with A and I3 

P P 
defined by Eq. E.5-3. 

-1 T- step 2 Set W(& ,B) = L IC ~ ( ~ ~ , t l S ~ ~ l l l  
P P 

Step 3 Set J = 1 wTw 
2 

Using these three steps to define J, find the maximum 
value of J (according to some norm) over the possible 
parameter variations, AA and B. That is, 

P 

J 0 
Max 

max M p , B  J 

Finally choose G su.ch that 

j = min 
L 'max 

Now choose G such that 

E.6 CONSTRAINT SATISFACTION FOR DIGITAL 
ALGORITHM I 

In order to satisfy the strictly positive real 
property with a time-invariant F and G it is 

P P' 
sufficient that this property be satisfied for all F 

P 
and G Thus given all possible values F and G an 

P' P P' 
implementable procedure is needed in order to deter- 
mine that 

be strictly positive real. Since such procedures are 
parallel to those discussed in Section E.5.2, they are 
nnt detailed in this report. 

It may also be possible to obtain a different matrix 
T S S G which will result in improved performance by M M 
choosing L in Step 1 to minimize J . Define this J 

max 
to bc j ;  that is, 
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