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ABSTRACT

The recent widespread, markedly increased use of radia-
tion transport codes has produced greater user and insti-
tutional demand for assurance that such codes give correct
results. Responding to these pressing requirements for code
validation, the general purpose Monte Carlo transport code
MCNP has been tested on six different photon problem fami-
lies. MCNP was used to simulate these six sets numerically.
Results for each were compared to the set’s analytical or
experimental data. MCNP successfully predicted the ana-
lytical or experimental results of all six families within the
statistical uncertainty inherent in the Monte Carlo method.
From this we conclude that MCNP can accurately model a

broad spectrum of photon transport problems.

I. INTRODUCTION

A. Importance and Uses of Benchmarks

This report presents a series of six MCNP analytical and photon benchmark fam-
ily calculations containing a total of sixteen different problems that were calculated
using MCNP version 4 on the Cray Y-MP computer at Los Alamos National Lab-

oratory. MCNP! is a general purpose Monte Carlo radiation transport code that
1
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can numerically simulate neutron, photon, and electron transport. It can solve 3-
D, time-dependent, continuous energy radiation transport problems and has been
adapted to operate in many different computer systems and environments.

The benchmarking of radiation transport modeling codes has become increas-
ingly important, in part because the widespread use of such codes has prolifer-
ated dramatically in recent years. Increasing experimental costs and decreasing
computational costs are making numerical transport simulation more attractive,
especially when experiments might otherwise have to be conducted in hazardous
environments. Also, improved computational techniques in these codes as well as
faster and better computers make reliance upon numerical modeling more feasible.

Accompanying the widespread increased use of radiation transport codes is a
greater demand from the user community for assurance that the codes are accurate
for as broad a spectrum of problems as possible. In addition, regulatory agencies
such as the DOE are insisting upon better code validation. Code quality control
may even become a legal issue. These user and institutional demands motivared
the calculation and compilation of the photon benchmarks presented here. Neutron
benchmarks will soon follow.

Benchmarks are standard problems for which either analytical solutions or accu-
rate experimental data exist. The transport code numerical models of such prob-

lems are of great value to code validation for the following reasons:

e they verify that the code functions properly
e they verify that the cross-section data used by the code are accurate

o they help certify that a user has learned to use the code correctly

Successful transport-problem numerical modeling rests upon two foundations: (a)
validation of the code and its data, and (b) validation of the user.

Benchmark problems constitute a standard against which the performance and
accuracy of a code can be gauged. If a code can correctly predict the experimental
or analytical results of a wide range of benchmarks within experimental error and
Monte Carlo statistical limits, the user can generally be assured that the code
functions properly. However, if errors are present in a code, they can assume many
different forms, ranging from mistakes in the coding to inadequate physics treatment
within the code. Such mistakes generally will cause system errors, crashes, or large

errors in computed results. In the cases where the code error produces inaccurate



results, comparison to a benchmark will detect the error. Benchmarks are also
useful for checking a code’s operation after it has been moved between different
computers or operating systems.

To simulate the physical processes in radiation transport, MCNP uses experi-
mentally measured cross-section data. Within the cross-section data libraries that
MCNP stores and accesses, there are literally millions of numbers. Since these cross
sections are experimentally determined, there are experimental uncertainties asso-
ciated with them. Probably the main limitation of the ability of present transport
codes to model certain problems accurately is the lack of precisely known cross
sections. Benchmarks can provide very sensitive checks of uncertainties or errors
in cross-section data. For example, if only a 5% error is assumed in a total cross
section (a small experimental error for much of the higher energy neutron data), a
65% error? in the uncollided flux can accrue after only 10 mean free paths (MFP).
Comparison of such results to a benchmark will demonstrate this error.

Benchmarks can also gauge a user’s ability to operate a code. Learning to use
powerful codes correctly can require considerable time and effort. Accompanying
the power and versatility of such codes comes a greater potential for incorrect use
and inaccuracy. Although the correct modeling of benchmarks cannot certify that
a user has acquired total competence with a code, these models can considerably
improve a user’s ability and confidence.

In this report MCNP input files are provided in the Appendix as part of the
description of each benchmark. If users plan to study these benchmarks to gain
competence with MCNP, we strongly urge that they first attempt to set up the
problems by themselves before studying the input files. This effort will help ensure
that users gain personal ability with the code rather than a simple understanding
of what someone else has done. Each problem is described in sufficient detail for
users to correctly set up the problem geometry, source, and tally set. Also, insight

is provided into how variance reduction techniques were applied for each problem.

B. Benchmark Guidelines

The main purpose for benchmarking MCNP is to establish that it functions

properly and can model a wide range of problems accurately. Besides whether or

2 Thomas P. Wilcox, Jr. and Edward M. Lent, “COG - A Particle Transport Code Designed to Solve the
Boltzmann Equation for Deep Penetration {Shielding) Problems,” Vol. 4, “Benchmark Problems,” Lawrence
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not a code functions properly, the two central questions of both new and experienced

transport code users are as follows:

e what are the strengths and limitations of a given transport code, and what

kinds of problems does it not solve well?

e when can one be certain that transport code results are correct, and how much

confidence can be placed in them?

It is important to address these questions and to see how benchmarks can answer
them, at least in part.

One of MCNP’s strengths is that it can model problems ranging from reactor
design to radiation shielding to medical physics. The MCNP code has undergone
over 300 person years of development and refinement, and has been successfully
used worldwide at hundreds of installations.> These attributes make the possibility
of significant errors in the code very remote. The benchmark problems reported
here provide additional excellent confirmation of how well MCNP models a wide
range of problems. However, they cannot guarantee that MCNP can accurately
simulate every conceivable problem.

The main limitation in MCNP’s ability to model problems correctly is the lack
of well known cross sections. It is impossible to list what problems MCNP can or
cannot adequately simulate. Nevertheless, a good general guideline is that MCNP
can model well those problems whose cross sections have been experimentally well
measured. Special care should be exercised in the interpretation and use of MCNP
results for problems whose cross sections are not well characterized. An example
of such a problem is one involving very high energy neutrons whose scattering and
absorption cross sections are poorly known.

The emphases in industrial and scientific research tend to define what cross sec-
tions are well known and consequently what problems can be simulated well. Future
shifts in research foci will fill in the gaps in cross-section data that restrict present
code performance. The capabilities of MCNP are constantly being upgraded as
new data sets and computational techniques become available. MCNP’s abilities
and accuracy will continue to be sharpened as future problems are modeled and
analyzed.

The question of whether code results are correct and what confidence can be

placed in them is a challenging one. The only certain way researchers can know

3 Briesmeister (Ref. 1), p. iv.



their code results are valid is to obtain experimental or i;nalytical results for a
code comparison. Otherwise, there exists no single standard or algorithm that
enables code users to determine how much confidence they can place in their code
estimates. Nevertheless, transport codes can be used to predict experimental results
or guide experimental design without knowing the results beforehand if users take
the following steps.

First, when modeling any problem with a transport code, it is important, if
possible

¢ to understand the problem or experiment and its physics well enough to have
at least a general idea of what its results will be

® to understand the code’s function, physics, and data library well enough not

to use it as a “black box.”

This knowledge will provide researchers with some ability to judge code predictions
and know beforehand whether the code physics adequately treats the problem. The
blind use of any transport code is an unsound practice and usually leaves researchers
with little more meaningful information or insight than when they began. Next,
code results should always be checked for internal consistency (i.e., do tally results
confirm one another?) This checking will catch many types of internal code errors,
if they exist.

It may happen that even the general results of a problem or planned experiment
cannot be predicted before the fact, or that a researcher is not certain a code is
validated for a class of problems. In this situation, users can validate their code for

their experiment as follows:

e find an already performed experiment that is as similar as possible to the one

In question
e use the code to model its measurements and data,

e compare the code estimates to the measured data

This technique has several advantages. First, such a benchmark can be a “dress
rehearsal” for the experiment being investigated. Second, if the code models the
similar experiment well, the code user can generally be assured that the new ex-
periment will also be successfully modeled. Third, the benchmark may give an

experimenter further insight into the physics of the new experiment. Therefore,
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even if experimenters do not know a priori whether their code will give valid results
or how some planned experimental data should appear, it is possible to establish

what degree of confidence can be placed in the code.

C. Problem Overview

The six benchmark problems chosen for presentation here involve photon trans-
port only. They are identical to those used by Thomas Wilcox and Edward Lent
at LLNL to validate their COG Monte Carlo code.* Three of the benchmarks have
analytical solutions and were taken to be photon problems. The other three were.
the focus of actual experimental study. Because these benchmarks were also used
to validate COG, the MCNP results of each problem were compared to the corre-
sponding COG results as well as the analytic or experimental results. An overview
of these benchmarks appears in Tables 1 and 2.4

The analytical problems were chosen for study in part because they require mod-
ified physics treatments which test MCNP’s flexibility. They were also chosen
because their precise results allow the detection of small computational errors that
might otherwise be masked by experimental error. Analytical problems are also
free of the ambiguities in experimental description that are sometimes present in
scientific papers. Such ambiguities can greatly complicate the numerical simulation
of an experimental benchmark.

The experimental problems were chosen for simulation because they test MCNP’s
ability to solve more complicated problems. These experiments involve deep pene-
tration and scattering which heavily test MCNP’s variance reduction capabilities.
They also cover a wide range of photon energies and material compositions. There
are also large differences in experiment geometry among the three benchmarks.

These problems demonstrate the broad spectrum of experimental conditions for
which MCNP is validated.

4 Wilcox and Lent (Ref. 8), pp. 4-9.
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TABLE 1

DESCRIPTION OF MCNP PHOTON BENCHMARK PROBLEMS

Problem Problem Sub- Description
Number Type Category

Energy
Range

1 Analytic Point source in an
infinite medium with
constant isotropic-scatter/
absorption cross sections:

Oscat = 0, Oabs = Otoy
Oscat = 0.30t01,0gps = 0.70401
c Oscat = 0.9010t,0abs = 0.10¢0
2 Analytic Point source centered
in a spherical scatterer
with constant isotropic-

scatter and absorption
cross sections

3 Analytic a Point source in an infinite
b medium with Compton
c scattering, pair production,
d and photo-electric effects only
4 Experimental/ Uniform ®°Co surface
Computational source on an infinite air-

ground interface.

5 Experiment A cone v-source is directed
skyward and skyshine doses
on the ground are measured

6 Experiment Cylindrical vy-ray spectrometer
with six point-source energies:

a 60 Co source: 1.33/1.17 MeV
b 137 Cs source: 661 KeV

c 198 Au source: 412 KeV

d 170 Tm source: 84 KeV

e 241 Am source: 59.6 KeV

f Sm K, source: 39.9 Kev

1 MeV-1 KeV

1 MeV-1 KeV

Al: 1 MeV-1 KeV

Al: 10 MeV-1 KeV
Pb: 1 MeV-1 KeV

Pb: 10 MeV-1 KeV
1.33 MeV-1 KeV

1.33 MeV-1 KeV

Source Energy-

1 KeV



TABLE 2

DESCRIPTION OF MCNP PHOTON BENCHMARK PROBLEMS

Problem
Number

Quantities
Computed

Principal Material
Composition

Comments

Particle current
through a surface

Flux at a point
outside a sphere

Energy response/MeV:
(energy flux over a

sphere) x 4rrZe#” /MeV,

where ur = # of MFP
of the sphere radius

Dose buildup factor
(total dose/uncollided
dose) 3 ft. above
ground. Angular kerma
rate ([ergs deposited in

the material]/grams-sec-
steradian) around a point

3 ft. above ground.

uREM/hr/Curie at
outdoor ground level
detectors

Dose ratios of TLDs
in a teflon cylinder

Arbitrary (the photon
physics depended only
on 0y, and p, which
were arbitrary)

Arbitrary : problem
physics was the same
as for benchmark 1

Aluminum

(1 & 10 MeV)
Lead

(1 & 10 MeV)

Air and
soil

Air and
soil

Air, iron,
teflon

Required minor MCNP

code alteration to restrict
the photon physics and to
accept constant cross sections

Requires MCNP source
code alterations as in
benchmark 1.

Photon electron

physics restricted to
Compton scattering, pair
production, and photo-
electric capture

Deep penetration and
scattering problem: a
difficult variance
reduction challenge

Scattering problem -
experimental description
ambiguities were present

High scattering
problem, especially at
lower source energies



II. BENCHMARK PROBLEM ONE - INFINITE MEDIUM PROB-
LEM WITH A CONSTANT CROSS SECTION AND ISOTROPIC
SCATTERING

A. Problem History and Description

The isotropic point source in a homogeneous infinite medium is a classic example
of an early particle transport problem with an analytical solution, and was studied
by Case et al. in 1953. In this problem, a point source of particles is located in a
homogeneous infinite medium where either absorption or isotropic scattering occurs,
cach with a cross section that is constant for all particle energies (see Fig. 1.1).
The number cf pariicles at several given distances from the point source is then
computed. The analytical solution to this problem along with its numerical results
is discussed in detail in Case et al.’

MCNP was used to calculate the results of this problem (which was taken to be
a photon problem) for three distinct cases:

1. Oubs = Ototaly Tscar = 0 - in which case the number of photons surviving to a
distance r from the source is e #", where y is the inverse of the photon mean

free path length (MFP).

Oabs = 0.7 Ototals Tscat = 0.3 Ototal

o

3. Oabs = 0.1 Ttotaly Oscat = 0.9 Ootal

‘The MCNP results of these calculations for 30% and 90% scattering were com-
pared to the analytical results for the problem in Tables 17 and 18 of Case et al.
along with the corresponding COG results.” Since the total photon cross section is
constant for all particle energies (and was taken to be the same in all three cases),
the photon. MFP was also constant for all energies. This problem was chosen as a
benchmark in part because it has an analytical solution that allows any potential
small MCNP computational errors to be readily detected. It was also chosen to
test MCNP’s ability to selectively alter, include, or ignore different elements of pho-
ton/electron physics. Furthermore, the problem is also conveniently independent

of real cross sections and their uncertainties.

5 K. N. Case, F. de Hoffinann, and G. Placzek, Introduction to the Theory of Neutron Diffusion, Vol. 1,

U.S. Government Printing Office, Washington, D.C. (1953), pp. 66-101.
% Ibid, pp. 100-101.
Wilcox and Lent (Ref. 8), pp. 12-13.
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B. MCNP Problem Model

1. MCNP Geometry. A point isotropic source of gamma rays (with an
arbitrarily chosen energy of 1.0 MeV, since the o’s are consiant) was placed at the
origin of a coordinate system. A spherical cell with a .3 MFP radius (1 photon MFP
was 1 cm in all three cases) was then centered at the origin. Fourteen additional
cells, each defined to be the region between two concentric spheres centered at the
origin, were then placed around the sphere cell. The first five concentric shell cells
were 0.2, 0.3, 0.2, 0.5, and 0.5 MFP thick, respectively. The next eight shell cells
were each 1 MFP thick, and the outermost cell was 15 MFP thick. The problem
boundary was the outermost sphere (of 25 MFP radius), and the region beyond it
was made a void.

The input file for the 30% scattering case is found in Table A.1 of the Appendix.

2. Cross-Sections Material Composition. The particle mean free path-
length was chosen to be one cm when the problem was originally solved analyti-
cally.® The corresponding MCNP photon MFP is found from the total microscopic

photon cross section and the atom density of the medium as follows:
-1
1 MFP (in cm) = {[a,ot (in barns)] x [p(atom density, in 1024"%’“'-‘3}1)]}

In the problem model, o4,; and p were arbitrarily chosen to be constants that satisfy
the criterion that 1/0p = 1 cm, and were kept constant for all three cases. The
medium was arbitrarily chosen to be hydrogen, since the physics of this problem

depends only on ¢ and p, not on what material the medium actually is.

3. MCNP Photon/Electron Physics. Next, it was necessary to modify
MCNP to enable it to do two things:

1. accept user-input absorption and isotropic scatter cross sections constant for

all energies.

o

cause photons to undergo either total absorption or isotropic scattering only -
uc other photon/electron physics would occur.

This modification was accomplished by minor alteration of MCNP, shown in the
patch file listing in Table A.2 of the Appendix. The code alterations to MCNP
instructed it to treat a photon absorption as a photoelectric capture and to model an
isotropic scatter as a photoelectric fluorescence. In this scattering model, a photon

interacts with an electron, ejects it from the atom, and is annihilated in the process.
8

Case et al. (Ref. 2), p. 100.
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The ele~tron is then reabsorbed back into an atom with a photon consequently being
isotropicaily emitted. The net result of this process is an isotropic photon scatter.
The code alterations to MCNP assigned a constant cross section to each process

that is specified by the user in the input file by an RDUM card of the form
RDUM o045 04ps (in barns)

4. Code Tallies. After the code was modified, surface photon flux (F2:P)
tallies were placed on the first 14 spheres used to specify the cell geometry (the
outermost sphere was not tallied for particles). The results of each tally (in

particles/cm®) were multiplied by the area of the tally sphere using the AREA
card:

AREA 7854 1 13R

The first number is the surface ~rea of the 25 cm sphere. The fourteen ones that
follow cause the tally to be divided by one rather than the area. Thus, the effect
is to multiply the result of each tally by its sphere surface area. Multiplying each

flux estima‘e by the area of its tally surface yields the number of photons present
at each tally surface.

5. Variance Reduction. With the tallies arranged, importances were next
assigned to each cell. The importance of each cell was iniiially chosen to increase
by a factor of two for every MFP between the origin and the inner surface of the
cell. They were then adjusted by trial and error to equalize the particle population

(and therefore optimize sampling) in each cell. The three input files were then run
to obtain the MCNP results for the problem.

C. Results and Discussion

1. The Three Cases. The MCNP data for pure absorption, 30% scattering,
and 90% scattering appear in Figs. 1.2, 1.3, and 1.4, respectively, along with the
analytical results. The COG results also appear in the 30% and 90% scattering
cases in Figs. 1.3 and 1.4. The number of particles found at a given distance r from
the source (normalized per source particle) is plotted as a function of this source
distance. In the pure absorption case, the MCNP results are within one standard
deviation of the analytical results in 86% of the data. In the other two cases, MCNP
1s within one standard deviation of the analytical data 67% of the time.

12
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Fig. 1.2. Particle current as a function of distance: 0% scattering,.

11

13




100

—
<

10-2

10-3

Flux x area per source patrticle

1 0_4 ! | | ] | | | | ] ]

o 1 2 3 4 5 6 7 8 9 10
Distance (cm)

Fig. 1.3. Particle current as a function of distance: 30% scattering.
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Figure 1.2 demonstrates that, for the pure absorption case, the number of par-
ticles a distance r from the source indeed decreases by e™". In the 90% scattering
case, a maximum can be seen in the data at r ~ 1.6 cm before exponential dropoff
occurs. This peak is present because enough scattering occurs in the problem to
backscatter photons to (and therefore maximize their numbers at) this distance.
These data demonstrate that MCNP accurately models this problem within Monte
Carlo statistical limits.

2. Statistical Interpretation. In the pure absorption case, MCNP is within
one standard deviation of the analytical data in 86% of the points. It might initially
be thought that such statistical agreement should be seen in only 67% of the data.
However, this agreement is true only if the estimate of each tally is independent of
the estimates of the other tallies. The estimates of the tallies in this problem are
correlated because tallies on the outer surfaces are from the same particles tallied
crossing the inner surfaces.

Had each problem been run t~a times, each run beginning with a different random
number seed and a non-overlapping number sequence, the tally estimates of each
run would be statistically independent of those in other runs. The tally estimate
at a given distance in one run would be statistically uncorrelated with the tally
estimates at the same distance in the other nine runs. It would then be expected
that for this given distance, 67% of the estimates of the ten runs would be within
one standard deviation of the analytical result for that distance.

Benchmark two was run ten times to verify that this result happens. The tallies
of that problem are more strongly correlated than those in this benchmark. In
benchmark two, every particle contributing to the first tally survived to score at all
the other tallies. It was found that for a given distance, 67% of the problem run

results were within one standard deviation of the analytical data for that distance.

16



III. BENCHMARK PROBLEM TWO - SIMPLE SPHERICAL SCAT-
TERER

A. Problem History and Description

This simple spherical scatterer problem was devised by Edward Lent and Thomas
Wilcox at LLNL to test the point detector tallies in the COG code.’ In this
analytical problem, an isotropic point source of particles is located at the center of
a l-cm sphere surrounded by vacuum. The sphere is composed of a homogeneous
medium in which either particle absorption or isotropic scattering occurs, each with
a cross section that is constant for all particle energies. The uncollided flux and first-
collided flux (due to particles undergoing only one collision) are then computed at a
given distance outside the sphere. This problem was taken to be a photon problem
for convenience.

Wilcox and Lent used COG to calculate the uncollided and first-collided fluxes
at a point 10 cm from the center of the sphere. The atom density and oy, of the
sphere medium were chosen to result in a photon mean free pathlength of one cm
there. Because o4,; was made constant .or all photon energies, the photon MFP
is also independent of energy. The scattering and absorption cross sections were
set at 0.304¢ and 0.704,4, respectively. The uncollided flux!® at a point outside the
sphere a distance a from its center is i

el

(poz

4o’

For 30% scattering, the first collided flux at a peint outside the sphere is given by
the integral'! (see Fig. 2.1):

T

1
-T -1
&, =03 [ du [ 2nrPdr | S
! 3/ ,u/ mrids [47”'2 4Ar(?
-1

o

where:

9 Wilcox and Lent (Ref. 8), p. 16.
10 14id, p. 16.
1 hid, p. 16.
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Fig. 2.1. The once-scattered flux outside a simple spherical scatterer.



o the integral is over the spherical volume

e “0” is the distance between the integration volume element and the point of
observation outside the sphere

“t” is the distance between the integration volume element and the surface of

the sphere along the line segment defined by “¢”.

Like the first benchmark, this problem was chosen for study partly because it has
an analytical solution that will allow the detection of small computational errors. It
is also conveniently immune to real cross-section uncertainties, and it tests MCNP’s
ability to count collisions. MCNP was used to compute the uncollided and first-
collided photon fluxes at ten different points outside the scattering sphere. The
first-collided fluxes were then compared to the analytic results and the COG result
at o = 10 cm. At each position, the integral expression for the first-collided flux had
to be evaluated numerically. This evaluation was done in cylindrical coordinates,

using several hundred integration zones in both radial and axial directions.

B. MCNP Problem Model

1. MCNP Geometry. A point isotropic source of gamma rays (with an
arbitrarily chosen energy of 1.0 MeV, since oy, is independent of energy) was
placed at the origin of a coordinate system. A spherical shell with a one MFP
radius (1 MFP was one c¢m in this problem) was centered at the origin. This cell
defined the scattering sphere. Eleven additional cells, each defined to be the region
between two concentric spheres centered at the origin, were then placed around the
sphere cell. The first two shell cells were 0.5 MFP thick, while the next eight were
1 MFP thick. The outermost shell was 0.1 MFP thick, and the outer sphere of this
cell formed the problem boundary. The shell cells were all defined to be in vacuum.

The input file for this problem is found in Table A.3 of the Appendix.

2. Cross Sections, Materials, and MCNP Physics. The sphere medium
atom density, total cross section o4y, and MCNP photon/electron physics of this
problem are identical to those used in benchmark one. The MCNP code itself
was altered in the same way as in benchmark one to accept user-input scatter and
absorption cross sections that are constant for all photon energies and to only allow
photon absorption and isotropic scattering. How this was done, along with how

oot Was calculated, i1s described in detail in benchmark one.

19



3. Code Tallies. Once the code was modified and the cross sections were
established, two sets of photon flux tallies were set up. Surface photon flux tallies
were placed on the 1.5-cm and 2- through 10-cm spheres. Ring detectors centered
around the z-axis were placed at 2, 4, 6, 8, and 10 MFP from the sphere center.
The fluxes from each set of tallies were binned accordi.ig to how many collisions

the photons underwent by using MCNP’s FT/FU collision counter:

FT INC

FU 0 1 99 T

Photons that had no collisions and just one collision were individually distributed

into the ‘0’ and ‘1’ bins above. Two sets of tallies were used so their results could

be compared.

4. Variance Reduction. No variance reduction was required.

C. Results and Discussion

1. Results. The data for this problem are plotted in Fig. 2.2. The once-
collided flux per source photon is graphed as a function of distance from the sphere
center. The analytical results (solid line evaluated at ten positions) are included
with the MCNP surface tally data (long dashed line mostly hidden by the solid line)
and ring detector data (short dashed line). The single COG result!? is denoted by
a “C”. All ten of the surface tally scores and all five ring detector estimates are

within one standard deviation of the analytical results.

2. Statistical Interpretation. At first, it might be thought that such
statistical agreement should only be seen in 67% of the tallies. However, this is
true only if the estimate of each tally is uncorrelated with the estimates of the
other tallies. The tallies in this problem are correlated because tallies on the outer
surfaces are from the same particles tallied crossing the inner surfaces. The detector
tallies are similarly correlated.

A way was found to obtain uncorrelated data for this problem. In ten separate
runs, MCNP was used to compute the once-collided flux at a point 10 cm from
the center of the spherical scatterer. This computation was done with a sphere
surface tally. Each of the ten runs was begun with a different random number
seed and a non-overlapping random number sequence. The 10-cm tally estimate

12 1bid, p. 16.
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of each run should, therefore, be independent of the 10-cm tuily estimates of the
other runs. Seven of the ten independent tally scores were found to be within
one standard deviation of the analytical result for 10 em. From these results, it is
evident that MCNP is consistently in good agreement with the analytical solution

to this problem.

IV. BENCHMARK PROBLEM THREE - POINT GAMMA RAY
SOURCE IN AN INFINITE MEDIUM

A. Problem History and Description

The point gamma source in a homogeneous infinite medium is one of a series of
analytical moments method ralculations of gamma ray penctration by H. Goldstein
and J. E. Wilkins done in 1954.% The moments method is a technique whereby
the Boltzmann transport equation can be simplified and solved exactly for certain
types of radiation transport problems.!* This technique allowed some early trans-
port problems to be solved numerically with very limited computational power.
Goldstein and Wilkins’ calculations of gamma ray penetration are classic examples
of solutions to these early transport problems.

In this problem, a point source of isotropic monoenergetic gamma rays is placed
in an infinite homogeneous medium (see Fig. 3.1). Then, at different numbers of
mean free path lengths (MFP) away from the source, the energy response per MeV
of the photons over a range of energies was computed along with their total energy
buildup factor (Be). The response is equal to the photon energy flux at a radial
<distance r from the source multiplied by the factor 4rr?e#”. u is the inverse mean
free path length of source energy photons in the given medium. When photon
mean free pathlengths are stated in this problem, they are mean free paths of
the source-energy photons in the given medium. The energy buildup factor is the
energy carried by all the photons observed at a distance r from the source divided
by the energy carried there by the photons that underwent no collisions (actual
energy /uncollided energy).

Goldstein and Wilkins performed their moments method calculations of this prob-

lem under the following simplified physics assumptions:!®

13 H. Goldstein and J. E. Wilkins, Jr., Calculations of the Penetration of Gamma Rays, Technical Informa-

tion Service, Oak Ridge, TN, NYO-3075 (1954), p. 79.
4 1hid, p. 3.
15 1bid, p. 7.
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1. Photoelectric and pair production events were treated as pure absorptions.
Each process was assumed to occur with its energy-dependent cross section,

but no secondary photons were assumed to be produced by the resultant elec-

trons.

o

Coherent (Thomson) scattering did not take place so oo consequently was

zZero.

3. Compton scattering events were assumed to occur with their energy-dependent
cross sections, but the resultant electrons again were assumed to produce no

secondary photons. Compton scattering was computed without including form
factors.

4. No other types of photon interactions occurred.'®

This problem was chosen as a benchmark in part because it has an analytical
solution that allows any potential small MCNP computational errors to be readily
detected. It was also chnsen to test MCNP’s ability to selectively include or ignore
different elements of photon/electron physics without modifying the code. MCNP
was used to compute the differential energy response and energy buildup factor at
1, 2, 4, and 7 MFP in four cases: aluminum and lead, each at 1.0 MeV and 10.0
MeV. The input file for this benchmark is found in Table A.4 of the Appendix.

B. MCNP Problem Model

1. MCNP Geometry. A point isotropic source of gamma rays (either 1.0
MeV or 10.0 MeV) was placed at the origin of a coordinate system. A spherical cell
with a 1 MFP radius (for source-energy photons in the given material) was centered
at the origin. Thirteen additional cells, each defined to be the region between two
concentric spheres, were then centered around the origin and the spherical cell. The
first ten shell cells were one MFP thick, while the 11th, 12th, and 13th cells were
2, 3, and 4 MY'P thick, respectively. The problem boundary was the outermost
sphere (of 20 MFP radius), and the region beyond it was made a void. The cells

were then specified to be all filled with lead or aluminum, depending on the case
being studied.

16 1bid, p. 7.
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Cross Sections/Material Compositions. The mean free paths of 1.0

MeV and 10.0 MeV photons in Al and Pb are determined by the atom densities

and total photon cross sections of each as follows:

where

-1
X [atom density (of Al or Pbin 1024atoms/cm3)]}

1 MFP (in cm) = {[atot (in barns at the source energy)]

Otot = Opair prod. T Ophotoel. T+ Tcompt.

The total cross section for each case was found in the MCNP MCPLIB cross-section

data file and are as follows:

Aluminum: 7Z = 13

E, = 1.0 MeV
O compt. 2.74582 b
O pair fprol. 0.00100 b
Ophotoel. 0.0 b
Otot 2.74682 b
Lead: Z = 82

E, = 1.0 MeV
O compt. 17.18180 b
O pair prod. 6.02800
Tphotoel. 0.0
Otot 23.20980 b

The resultant mean free paths are:

Al
Pb

1.0 MeV
1.0 MeV :

1 MFP = 6.044 cm,
1 MFP = 1.306 cm,

E, = 10.0 MeV

0.66495 b
0.00004 b
0.37344 b
1.03843 b

E, = 10.0 MeV

4.19291 b
0.16809 b
12. 40100 b
16.76200 b

10.0 MeV :

10.0 MeV 1 MFP =

1 MFP = 15.986 c¢m
1.809 cm

25



Note that this problem is independent of photon data library, but if a different
cross section is used, then the geometry must be changed to accommodate the

different mean free path sphere spacing.

3. Code Tallies. Next, surface tallies for photon energy flux (*F2:P tallies,
whose units are MeV /cm?) were placed on the 1, 2, 4, and 7 MFP spheres. The tally
results were distributed among energy bins for all four tallies. The response/MeV
(or differential energy response) was obtained by dividing the tally result in each
bin by the width of the bin in MeV and thea multiplying each bin result by 4nr?e*"

with r in cm). This calculation was done using an EM card whose multiplicative

factor for each bin of each tally was

2
4rreeh’

bin width (MeV)

Two more energy flux surface tallies were each placed on v 1, 2, 4, and 7 MFP
spheres to compute the energy buildup factor there. The first tally was used only
to calculate the energy flux at each sphere. The second tally also calculated the
energy flux at each distance but binned its results according to how many collisions
the tallied photon had undergone before reaching each distance. This calculation

was done by using the MCNP FT/FU card inc options:
FT 122 INC
FU 122 0123456 1000000 T

The talliea photon flux in the zero bin above is caused by those phorons which
reach each surface without having collided at all. The erergy flux from the first
tally divided by the uncollided energy flux in the first bin of the second tally is the

ratio of the actual energy to the uncollided energy: the energy buildup factor.

4. Variance Reduction. After the tallies were arranged, importances were
assigned to each cell. This assignment was necessary to optimize the computational
efficiency of all four problems. Sufficient photon attenuation occurred by 7 MFP
away from the source to heavily impair tally efficiency there. The importances for
each cell were initially set to increase by a facior of two for each MFP between the
source and the inner surface of the cell. Then they were adjusted by trial and error

to produce roughly equal particle populations in each cell.
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5. Code Physics. Finally, the photon/electron physics options were specified
in the problem by using the PHYS:P and PHYS:E cards:

PHYS:P .001 0 1
PHYS:E 8J 0

The PHYS:P card turns off coherent scattering thus restricting the photon physics

to
1. pair production
2. photoelectric effect
3. Compton scattering (no form factors)

The PHYS:E card allows the production of electrons from the interactions above

but then effectively removes them from the problem as if photoelectric and pair

production were pure absorption.

C. Resuldts and Discussion

The MCNP computed results of the differential energy response for Al and Pb
for 1.0 MeV at 1 and 7 MFP are found in Figs. 3.2 to 3.5 and are plotted with the
corresponding Goldstein and Wilkins!” data as a function of energy in each case. In
all the cases (including those not graphed here), MCNP yields differential responses
within one standard deviation of the analytical results in 60-70% of the data — the
statistically expected agreement for tallies whose estimates are independent.

However, as in benchmarks one and two, there is some correlation between the
estimates of this problem’s tallies. Therefore, these statistics must be interpreted in
the same way as those in the first two benchmarks (see the statistical interpretation
sections of benchmarks one and two). Results show that MCNP is in good agree-
ment with the analytical results for the differential responses. The MCNP energy
buildup results are found in Tables 3.1 and 3.2 with the Goldstein and Wilkins re-

sults!® and the COG data.!® In 15 out of 16 instances, MCNP calculated an energy

17
18
19

Ibid, pp. 90-93, pp. 106-109.
Ibid, p. 136 and p. 140.
Wilcox and Lent (Ref. 8), p. 45.
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TABLE 3.1

THE ENERGY BUILDUP (B.) OF GAMMA RAYS FROM A
POINT SOURCE IN AN INFINITE MEDIUM OF Al at 1.0 and 10.0 MeV

Mean Free

MeV Path Analytic MCNP CoG
(MFP)

1 1 2.01 2.018+0.020 2.021+0.036
2 3.29 3.307+0.059 3.303+£0.052

4 6.52 6.64840.254 6.466+0.140

7 12.95 12.622+0.936 12.306+£0.610

10 1 1.22 1.2274£0.013 1.22440.014
2 1.45 1.460%0.029 1.1684£0.019

4 1.91 1.94440.081 1.977+0.046

7 2.64 2.79340.201 2.72140.202

TABLE 3.2

POINT SOURCE IN AN INFINITE MEDIUM OF Pb at 1.0 and 10.0 MeV

THE ENERGY BUILDUP (B.) OF GAMMA RAYS FROM A

Mean Free
MeV Path Analytic MCNP COoG
(MFP)

1 1 1.35 1.3611+0.006 1.33440.017
2 1.66 1.650+0.013 1.605+0.025

4 2.21 2.1864+0.028 2.13.440.060

7 2.95 2.9011+0.058 2.803+0.205

10 1 1.09 1.08940.0062 1.0864:0.013
2 1.19 1.1924:0.0096 1.1924+0.016

4 1.46 1.4784+0.0179 1..453£0.030

7 2.16 2.2551+0.0438 2.0114+0.113




buildup within the MCNP relative error of the analytical data. These data show
that MCNP successfully models these gamma ray penetration problems within the

statistical uncertainty inherent in the Monte Carlo method.

V. BENCHMARK PROBLEM FOUR - GAMMA-RAY SKYSHINE
EXPERIMENT

A. Problem History & Description

Interest in the computation of gamma-ray exposure rates in air at large distances
from concentrated gamma sources has arisen because air-scattered photon radiation
(commonly referred to as “skyshine”) arouses concern in the design of nuclear
installations.?® Until 1980, most skyshine studies were concerned with fallout fields
or involved complicated geometries that were difficult to model.2! As a result, it
was difficult to assess the accuracy of transport code models of skyshine fields from
concentrated gamma sources.

Concern over the adequacy of such code models prompted R. R. Nason, J. K.
Shultis, R. E. Faw, and C. E. Clifford to conduct a skyshine benchmark experiment
at a shielding research facility in the Kansas plains in 1980.%2 In this experiment, a
collimated gamma source was placed in an open field at ground level (see Fig. 4.1).
Dose rates and differential flux densities of skyscattered gamma rays were measured
by detectors on the ground at 100 m intervals from the source out to 700 m (see
Fig. 4.2). These measured dose rates and flux spectra were then compared to a
DOT discrete ordinates code model of the experiment,

MCNP was used to model only the dose rates measured in the gamma skyshine
benchmark. This experiment was chosen for study because it involves the deep
penetration of gamma rays. It was also chosen because of its relevance to the
nuclear engineering shielding community. MCNP’s results for the dose rates were

compared to the measured data.

B. MCNP Problem Model
1. Experimental Arrangement. Inthe skyshine experiment, a ®*Co gamma

source (1.33 and 1.17 MeV), which was collimated to cmit photons isotropically into
20

R. R. Nason, J. K. Shultis, R. E. Faw, and C. E. Clifford, “A Benchmark Gamma-Ray Skyshine Exper-
iment,” Nuclear Science and Engincering, 79, (1981), p. 404.

“Uid, p. 404,

“2 1bid, p. 404,
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a 150.5% vertical cone, was placed in an open arca. Gamma detectors were placed
approximately one meter above the ground at 50 m, 100 m, and at 100 m-intervals
thereafter out to 700 m from the collimated source. Two types of detectors were
used: Nal for spectral and rate measurements, and high pressure ion chambers
(HPIC) for rate measurements only. The open field where this experiment was
conducted had rises and depressions: the maximum detector elevation relative to

. 2
the source was 2.51 m, and the average elevation was 1.39 m.??

2. Problem Boundary/Material Compositions. The first step to modeling
the skyshine experiment was setting up the problem boundary. A 1-km radius
sphere was placed at the origin of a cartesian coordinate system and sliced into
two hemispheres by a plane coincident with the XY-plane. Three additional planes
parallel to the XY plane were then placed 3, 6, and 9 ecm below it. The XY-plane
was designated to be the ground/air interface.

The ground surface was represented by a plane because the terrain of the ex-
periment was not precisely specified. The ground (enclosed by the XY-plane, the
plane at -9 cm, and the 1-km sphere) was filled with soil. The soil composition and
density in the experimental area were never specified, so a standard soil elemental
composition with a density of 2.6 gm/cm? was used in the model. The upper hemi-
sphere bounded by the XY-plane and tlie 1-km sphere was filled with air. The air
density in the experiment was not specified, so a standard composition at 0.001124
g/cm?® was used in the model.

A 1-km boundary was chosen for this problem because 1000 m is approximately
ten 1.33 MeV photon mean free pathlengths in air. MCNP weight window calcula-
tions indicated that photons backscattered to detectors from beyond this distance
would make a negligible contribution to the measured dose rates. After the prob-
lem boundary and material compositions were chosen, the MCNP geometry of the

collimated gamma source was created.

3. Experimental Source. The experimental source consisted of a point *°Co
gamma source in a cask placed on the axis of an annular (actually dodecahedral,
or 12-sided) concrete silo.?* This silo, 2.29 m high, had a maximum inner diameter
of 2.50 m and a maximum outer diameter of 4.35 m. The source was placed 1.98

meters above the base of the silo (which was on the ground). Lead and concrete

23
24

Ibid, p. 407.
Ibid, p. 405.
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blocks were then placed along the top of the silo so that uncollided photons from
the source would exit the top of the silo in a 150.5° vertical cone.

In spite of the measures taken to ensure that the gamma photons would leave
the silo isotropically in a cone, in-silo scattered photons partially distorted the cone
radiation pattern. Some of the scattered photons leaked through the silo walls,
and others scattered out the silo top but outside the cone. Because this in-silo
scattered gamma component could not be characterized, it was not possible to
model the experimental source exactly. Nevertheless, it was possible to model the

originally-intended isotropic cone source with MCNP.

4. Modeled Source. The source silo was modeled by a cell which was
defined to be the region between two concentric cylinders capped by two planes
perpendicular to the cylinders’ axes (see Fig. 4.3). The resultant annular silo cell,
2.29 m high, had an inner radius of 117.75 ¢m and an outer radius of 217.5 cm.
This silo cell’s lower base was centered at the origin on the XY-plane. The silo cell
volume and the ground layer disk directly beneath the silo were made voids.

An isotropic point source which emitted 1.332 and 1.173 MeV photons with equal
probability was then placed 1.98 m above the ground on the silo’s axis. The volume
enclosed by the silo (but not inside the silo cell volume itself) was filled with air.
This source geometry guaranteed that the source photons would leave the silo in a
150.5° isotropic cone. There was no in-silo scatter cémponent because the silo walls

and base were regions of zero importance: any photons that struck these regions
were terminated there.

5. Cell Subdivision. After the problem boundary, air, and soil regions
were defined along with the silo cell and collimated source, the problem geometry
was further subdivided into cells. The regions that were directly irradiated by the
source (i.e., within the source cone) were partitioned into spherical-shell layer cells
bounded by the source cone (see Fig. 4.4). The regions above the ground that
received only scattered radiation were partitioned into segmented conical shell cells
which were parallel to and radiated out from the source cone. The regions beneath
the ground that received scattered gamma rays were sliced into three flat disk cells
(see Fig. 4.5). Complete details of the cell geometry are found in the MCNP input

file for this experiment in Table A.5 in the Appendix.

6. Code Tallies. Eight concentric ring detectors centered at the origin were next

placed 1.0 m above and parallel to the air-ground interface. The ring detectors had
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radii corresponding to the distances that the experimental detectors were located
from the source: 50 m, 100 m, and 200 m to 700 m at 100 m intervals. The
flux estimate of each detector was modified by an FM card to obtain the energy
deposited per unit volume in air per photon history (MeV /cm?-history).

After the code tallies were established, importances were assigned to each cell.

7. Variance Reduction/Code Physics. Importances were assigned to the
cells to equalize their particle populations and improve sampling. Optimizing the
importances to accomplish this was done by trial and error. A CUT:P option
was then used to terminate photons with energies below a 39.9 KeV cutoff. This
prevented MCNP from wasting time following photons whose energies were below
the detector response function in the experiment. After this option was used, the

input file was run to obtain the MCNP results for this experiment.

C. Results and Discussion

1. MCNP Tally Conversion. The MCNP ring detector estimates (modified
to yield MeV/cm3/particle history) had to be converted to the y/rad/hour/Curie
units of the experimental data before any model comparison could be made. This
conversion was accomplished in two steps. First, the MCNP estimates were changed

to units of rad/history as follows:

MCNP(rad/history) =

1.602 x 107574) - (1 rad/100L
\CND ( }Me.\/' )X ( 37:7) - (1 rad/1002)
cm? - history Pair (;;%3')

The tally estimates were then converted from rad/history to u rad/hour/Curie by

MCNP(u rad/hr/Ci) =

sec hr rad

MCNP (rad/history) x {(3.7 x 1010 Elfi/C’i) x (3600165) x (106 M)}

The two steps can be combined into a single conversion:

: MeV prad/hr/Ci
MCNP (g rad/hr/Ci) = MCNP | ——r—— | x| 1. 10" -
(prad/he/Ci) (cm*‘ : hi.sfory) 8 ( 899 McV/em3 - hist.
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The units used in the benchmark paper were necessarily chosen to be independent
of the source strength because three different source strengths had to be used to ob-
tain accurate measurements in the experiment: 10.3, 229, and 3800 Ci.*> A source
that would provide a reasonable signal for detectors close to the source would not
have registered well in the outer detectors. A source that would deliver a measur-
able signal to the outer detectors would swamp the inner detectors. Consequently,
several runs with the three different source strengths were performed to obtain
accurate data from all the detectors. The measurements were all normalized per

source strength so the data of different source runs could all be compared together.

2. MCNP Results. After the MCNP results were computed and converted to
the correct experimental units, they were plotted as a function of rpg,, or column
density (in grams/cm?) along with the experimental measurements. The data were
plotted according to column density to divide out day-to-day variations in atmo-
spheric density (high- and low-pressure systems periodically moved in and out of
the experimental area). In Fig. 4.6, the solid line connects the eight MCNP ring
detector estimates of the dose rates. The asterisks denote the experimental values.

The experimental data was taken from Table 1 of Nason et al.26 Upon inspecting
the table, it might be thought that the data of each line of column 5 can be directly

calculated from the data in the same line of columns 1, 3, and 4:

[column 5 data] = [column 1 data)® - [column 4 data] / [column 3 data]

However, if this calculation is done, the result is not quite what is found in column 5.
This apparent discrepancy develops because the exposure rate in column 4 for each
distance from the source was actually first multiplied by a detector correction factor
corresponding to that distance. Then this corrected rate (which never explicitly
appears in the table) was combined with columns 1 and 3 as shown above to yield
what is actually found in column 5. These correction factors are found in Table 4 of
Nason et al." The graph in Fig. 4.6 demonstrates that MCNP provides a very good

representation of the skyshine measurements given the experimental uncertainty in
them.

25 Ibid, p. 405.
26 1bid, p. 411.
27 1bid, p. 414.
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3. Experimental Uncertainty. One major source of the uncertainty of the
measured data came from the distortion present in the radiation pattern of the ex-
perimental source. Nason et al. estimated that the in-silo scatter component of the
source probably accounted for most of the 10%-20% difference between their mea-
sured data and expected data as predicted by the DOT discrete ordinates code.?®
Next, the terrain where the experiment was conducted had numerous depressions
and rises in it. The experimenters believed this resulted in a loss of ground-scattered
photons near some of the detectors with a consequent 10% reduction in the expo-
sure rate.?? The MCNP calculations of the exposure rate had a 4%-6% relative
error associated with thern. Given these experimental uncertainties, it is clear from

the data that MCNP accurately predicts the skyshine benchmark experimental
measurements.

V. BENCHMARK PROBLEM FIVE - COBALT-60 AIR-OVER-
GROUND PROBLEM

A. Problem History and Description

The %°Co air-over-ground problem has been investigated many times in the past
thirty years because of its importance in military and civil defense studies. In
this problem, an infinite horizontal plane separates an infinite soil medium from
an infinite air medium.?® %°Co is then spread uniformly upon the surface of the
ground. The radiation dose absorbed in air three feet above the ground is then
calculated. This problem simulates the radiation environment in an open field
covered by fallout from a nuclear weapon.

Experimental measurements of the dose above a fallout field have actually been
made in several nuclear weapons tests.3! However, difficulti>s with making dose
measurements involving real fallout led researchers to treat the air-over-ground
problem as the single-isotope infinite media problem described above. Between

1957 and 1968, the radiation dose in this fallout problem was either measured or

8 Ibid, p. 415.
2 Ibid, p. 415.
30 A. E. Profio, Shielding Benchmark Problems, Radiation Shiclding Information Center, Oak Ridge, TN,

ORNL-RSIC-25 [ANS-SD-9] (1969), p. 4.0-2.
31 1bid, p. 4.0-2.
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computed by this approach in at least twelve studies.?? These studies are summa-
rized in Table 5.1.

The experiments that attecmpted to measure the dose in the air-over-ground prob-
lem represented the uniform fallout field by an array of point isotope sources placed
in an open field. The contributions from the point sources were then integrated
to simulate a uniform radiation source. Ionization chambers or film packs placed
above the ground amidst the array were used to measure the dose in these exper-
iments. The studies that attempted to compute the dose above an isotope field
utilized either moments methods or Monte Carlo techniques.

A variety of geometries were used in the moments method simulations of this
problem. The most accurate of the moments method geometries modeled the
air/ground semi-infinite media of the problem by a single-material infinite medium
(water or air) split into two densities. The semi-infinite soil medium was represented
by a semi-infinite material medium with the density of soil and the air medium by a
semi-infinite material medium with the density of air. The air/ground interface was
therefore a planar density (not material) interface.?® The uniformly-spread isotope
gamma source was represented by either a point source or an infinite plane source.
This kind of geometry was necessary in the moments models because moments
methods are limited to the use of one material as the scattering medium.

The Monte Carlo studies of the air-over-ground problem also used a variety of
geometries, ranging from the air/compressed-air geometry of the moments methods
to the actual air/ground geometry of the problem. They represented the uniform
fallout field with either a single point source or arrays of point sources distributed
on the interface. At first, given the same amount of computer time and the same
geometry model, the moments calculations were more accurate than the Monte
Carlo calculations.3® As better and faster computers and computational techniques
were developed, however, the accuracy of the Monte Carlo solutions eclipsed that
of the moments simulations.

In 1987, Edward Lent and Thomas Wilcox at LLNL used the COG Monte Carlo
code to simulate the air-over-ground problem.*® They used an air/soil geometry

aud calculated the dose buildup factor and angular kerma rate distribution at a

Ibid, p. 4.0-14.
[bid, p. 4.0-13.
Ibid, p. 1.0-13.
Wilcox and Lent, (Ref. 8), p. 29.



TABLE 5.1

SUMMARY OF AIR/GROUND RESEARCH
(TAKEN, IN PART, FROM GARRETT)

INVESTIGATOR METHOD

YEAR

BUILDUP FACTOR

NOTES

Berger Moments

1957

Point source in an infinite water geometry;
results integrated over source-detector
distance to obtain the buildup factor for

a plane source; function fitting was used
to reconstruct the flux density.

Schlemm, et al. Experiment

1959

1.15 (6-M Tube)
1.38 (Film Pack)

2 types of detectors were used to measure
ground level radiation at the apex of a
quadrant of point isotope sources. The
results were extrapolated to obtain the
total scattered exposure rate 3 ft. above
an infinite isotope field.

Rexroad & Schmoke,
Batter

Experiment

1960

lonization chamber measurements 3 ft.
above a large array of %°Co point sources;
results extrapolated to a finite field

Spencer Moments

1962

1.21

An infinite plane source in an infinite water
medium was used to calculate the upper
hemisphere contribution - this was assumed
to be equal to the lower hemisphere
scattered contribution; function fitting was
used to reconstruct the flux density.

Hubbell, Clark, Moments

& Buchanan

1962

1.23

Infinite plane source in an infinite water
medium; polynomial expansion was used to
reconstruct the flux density

Plummer &
Miller

Experiment

1963

lonization chamber measurements of the
radiation from a %®Co capsule on the
ground were taken; the results were
extrapolated to an infinite uniform field.

Marcum Monte Carlo

1965

1.16

Point source in an air/compressed air geometry;
results integrated over source-detector distance
to obtain dose builup factor; point sources were
arrayed 2 in. above the interface; 12,750 histories

Berger Moments

1967

1.21

Infinite plane source in an infinite air
medium; polynomial expansion was used to
reconstruct the flux density.

Berger Monte Carlo

1967

Point source in an infinite water medium -
results were integrated over the source-detector
distance; 10,000 histores.

French Monte Catlo

1967

Randomly distributed point sources in an
air/ground geometry; COHORT code was used;
7,000 histories.

Garrett Mounte Carlo

1968

Selected distribution of point sources
in an air/compressed air geometry; L05
code used, 57,500 histories.

Kalos Monte Carlo

1968

Distribution of point sources in an
air/ground geometry; GADJET adjoint
Monte Carlo code used.

Wilcox'! Monte Carlo

1972

1.23+.02

Air/ground geometry - MORSE-L code used

Wilcox Monte Carlo

1987

1.18+.02

Air/ground geometry - COG code used

Whalen, et al. Monte Catlo

1990

1.190%.005

Air/ground geometry - MCNP4
used, 1.50 million histories.

I Wilcox and Lent, (Ref. 8), p. 32.
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point three feet above the ground. The dose buildup factor is the ratio of the total
absorbed dose to the absorbed dose from uncollided photons. The angular kerma
rate is directly related to the angular absorbed dose rate. In the air-over-ground
problem, the numerical difference between the kerma rate and absorbed dose rate
in air is negligible, so the two are taken to be equivalent.3®

MCNP has now becn used to model this fallout problem and compute the dose
buildup factor and angular kerma distribution around a point three feet above
the ground. These results have been comnpared to the COG results as well as the
experimental and computational data from the previous research conducted on this
problem. This previous research was compiled by C. W. Garrett in 1968. He
submitted this compilation along with his own Monte Carlo work on the problem

to the ANS Standards Committee Compilation of Shiclding Benchmark Problems.

B. MCNP Problem Model

1. Problem Geometry/Material Compositions. The first step to modeling
tlie air-over-ground problem was setting up its basic gcometry (see Fig. 5.1). A 1-
km radius sphere was centered at the origin of a cartesian coordinate system and cut
into two hemispheres by a plane coincident with the XY-plane. The upper (Z2>0)
hemisphere was filled with air, and the lower hiemisphere was filled with soil. The

density and composition (by weight fraction) of the air and soil were taken to be:

Air : p = 0.00129 gm/cm? Weight Fraction
nitrogen : 0.7818
oxygen : 0.2097
argon : 0.0085

Soil : p = 1.13 gm/cm? Weight Fraction
oxygen : 0.34
sodium : 0.01
magnesium : 0.10
aluminum 0.03
silicon : 0.18
sulfur : 0.03
calcium : 0.01
iron : 0.29
nickel : 0.01

36 profio et al., (Ref. 7), p. 4.0-4.
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This is the composition of Nevada Test Site soil and air used in many Los Alamos
calculations.

Three additional planes parallel to the XY-plane were then placed 6, 12, and
18 em below it. This spacing was chosen because 6 e is approximately one mean
free pathlength (MFP) for a 1.33 MeV photon in the soil. The XY-plane was the
air/ground interface. A 1-km boundary was chosen for this problem model because
1000 m is approximately ten MFP for 1.33 MeV gamma photons in air. MCNP
weight window calculations indicated that photons backscattered to the origin from
beyond this distance would make a negligible difference to the dose rates measured
there.

Also, even though the entire lower hemisphere of soil was included in the problem,
only the soil down to an 18-cm depth contributed measurable photon backscatter
to the origin. The 18-cm plane beneath the soil constituted an “effective” lower
boundary for the problem because the soil bencath it made only a negligible con-
tribution to dose rates near the origin. After the problem geometry and material

compositions were chosen, the geometry was further subdivided into cells.

2. Cell Subdivision. Adding fourteen concentric spheres centered at the
origin to the problem geometry was the first step to partitioning the problem into
cells. The air hemisphere was then divided into one hemispherical cell centered at
the origin and fourteen hemispherical shell cells radiating out from the origin (see
Fig. 5.2). The hemispherical shell cells were each defined to be the region between
two consecutive spheres above the XY-plane. Next, the fourteen spheres were used
to partition the soil hemisphere into cells.

The soil cells were defined to be the volumes enclosed by the intersections be-
tween the fourteen concentric spheres, the three soil planes, the outermost boundary

sphere, and the air/ground interface. The resultant soil cells were:

1. hemispherical shell cells bounded above by the 18-cm soil plane

o

one hemispherical cell bounded above by the 18-cm soil plane and centered

beneath the origin

3. three disk cells centered on the z-axis between the air/ground interface above

and the hemisphere cell below

4. three layers of flat concentric ring cells radiating out from the disk cells toward

the problem boundary.
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The cell subdivision is pictured in Fig. 5.3. One last spherical cell with a 0.5 em
radius was centered on the z-axis three feet (91.44 cm) above the ground. When
the subdivision was complete, the problem geometry contained 142 cells. Complete
details of this subdivision are found in the MCNP input file in Table A.6 in the
Appendix.

3. Code Tallies. To obtain the MCNP estimate of the dose buildup factor,
a point detector was placed three feet above the ground at the origin. The flux
cstimate of this tally was then modified by an FM card to obtain the energy de-
position per unit volume in air per photon history (MeV/cm3- history), which is
the dose per unit history. The MCNP F5 detector tally automatically separates its
estimate into uncollided photon flux and total photon flux. With both of these flux
estimates modified to yield dose, the ratio of the total dose tally to the uncollided
dosc tally was taken to obtain the buildup factor.

An F1 current tally was next placed on a 0.5-cm sphere centered at the point
detector in order to obtain the MCNP angular kerma rate over the small sphere.
MCNP actually was used to calculate the angular dose rate in air, since kerma rates
and dose rates are virtually identical there. A C1 card was then used to distribute
the tallied current on the sphere surface into twenty cosine bins ranging from -1.0
to 1.0. The angle was taken to be relative to the vector (0,0,-1) from the detector
point (see Fig. 5.4). The FT1 card with the FRV 0 0 1 option was used to specify
this vector for the cosine binning,

The current in each cosine bin was further modified by an FM1 card to convert
it into a dose rate and a CM1 card to normalize it per steradian. The FM1 card

used to convert the current in each bin into a kerma rate (ergs/gm-sec) is:

FM1l ¢« m -5 -6

where
— atoms D) —6_erg 1 2 5 source particles
a = (cm-bam) (160" x 10 MeV) (p) (area of tally sphere) (7!' x 10 sec
AOMS. — atomic density of the material the tally surface is in (referred to as the

atom density in the MCNP output file, it is calculated by the code)
p = density of the tally sphere material, in gm/cm?

m = material number, as specified in the input file.
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Fig. 5.4. The angular kerma rate tally over a sphere.



To normalize the kerma rate of each cosine bin per steradian, it is multiplied by
1/2m(cos ©41 — cos ©;) with a CM1 card (see the CMn section of Chapter 3 in
the MCNP manual). In Garrett’s paper, cos ©;4; — cos ©; = 0.1. Finally, the tally
estimate was separated into uncollided photon kerma rate and scattered photon
kerma rate by using the FT1 card INC option.

4. Isotropic Planar Gamma Source. After the code tallies were established,
the MCNP geometry of the uniform 89Co fallout source was created. A 1-km radius
planar disk surface source was centered at the origin on the XY plane. Gamma
photons at 1.17 and 1.33 MeV were isotropically emitted with equal probability
uniformly over the source area. This was accomplished by first partitioning the
source disk into seventeen rings with an SI card. Next, a histogram source proba-
bility density was defined by an SP card. Each bin of the histogram assigned the
corresponding source ring a probability density that increased linearly with the ring
radius, ensuring that MCNP started particles uniformly from over the source area.
Once the fallout gamma source geometry was chosen, several variance reduction

techniques were employed to improve the problem convergence.

5. Variance Reduction. Although the geometry of this model may at first
appear to be simple, the problem is far from trivial. There are great difficuities
with sampling particles and following them through deep penetration into the air
aund soil. Particles started from the source close to the origin, as well as those
started nearly one kilometer away near the boundary, must all be correctly sampled.
Contributions to the problem tallies by particles that travel 2 MFP in soil (~ 12 cm),
as well as by those that travel 9 MFP in air (~ 900 m), must be properly accounted
for. To enable NICNP to converge to the problem solution in a reasonable amount
of time, three variance reduction techniques were used.

First, importances were assigned to the cells. An initial set of importances was
given to the cells, and the problem was then run with a weight-window generator.
The cell weights computed by the generator provided insight into what cells in
the problem were contributing to the tallies. From these weights, new importances
were assigned to the cells, and the problem was rerun several times thereafter. After
each run. the importances were adjusted by trial and error to ensure that each cell's
contribution to the tallies was appropriately sampled.

Next. a DXTRAN sphere was centered at the F5 point detector. Particles far

from the origin had only a very small probability of being scattered toward the point

o4



detector. The DXTRAN sphere statistically concentrated particles at the point de-
tector, thus ensuring that contributions from distant particles to the point detector
were tallied with adequate statistics in a reasonable amount of time. Specifics of
the DXTRAN sphere itself are found in the MCNP input file at the end of the
chapter.

Finally, the source was biased so MCNP would better sample the arcas of the
source which contributed most to the tally scores. This biasing was accomplished
with an SB histogram bias. The bias of each bin of the histogram corresponded to

a source ring, and was chosen so that:

1. it would act in concert with the importances (not reverse their effect) and
2. the source was most heavily sampled near the origin.

The source particles nearest the origin contributed the most to the tallies; there-
fore, the biases are greatest there. After these variance reduction techniques were
incorporated into the model, the problem was run to obtain the MCNP predictions

for the dose buildup and angular kerma distribution.

C. Results and Discussion

1. MCNP Results. MCNP computed a dose buildup factor of 1.190+.005,
compared to 1.1840.02 for COG.37 As seen in Table 5.1, previously calculated values
of the dose buildup range from 1.16 to 1.2340.02, whereas the experimental values
are between 1.15 and 1.38. The MCNP prediction of the dose buildup compares
quite well to both the experimental and computed results. The MCNP results for
the total and scattered angular kerma rates are found in Fig. 5.5 along with the
corresponding COG data and experimental data.

In this graph, the angular kerma rate is plotted as a function of cosine relative to
the vector (0,0,-1) from the point detector. Cos® < 0 denotes skyward angle bins,
and cos©® > 0 denotes groundward angle bins. Since the source is spread upon
the ground, there are no uncollided photons coming from the sky. Consequently,
for cos ©@ < 0, only the scattered kerma rates are seen; whereas both scattered and
total rates are seen for cos © > 0.

The MCNP/COG agreement for the total angular kerma rates for cos® > 0 is
good. Their agreement for scattered kerma rates for all O is not as good. However,
the uncertainty in the COG data is unknown. The large fluctuations in the COG

37

Wilcox and Lent, (Ref. 8), p. 32.
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Fig. 5.5. Angular kerma rate distribution 3 ft. above ground.



data for the scattered rates suggest that they have a large relative error which could
explain the discrepancy in agreement. The MCNP /experimental agreement in the
total kerma rates is very good. MCNP generally agrees with the experimental
scattered kerma rate data for cos® < 0. There is a discrepancy between the two

at cos @ = -0.2, probably caused by a large experimental uncertainty there.

2. Experimental/Computational Error. In the %°Co air-over-ground re-
scarch done by Garrett and earlier investigators, several sources of computational
and experimental error are present. In the experiments listed in Table 5.1 (com-
piled by Garrett), point sources of isotopes were integrated to represent a uniform
fallout field. Garrett estimated that this introduced an error of £5% in the exper-
imental values of the dose buildup.®® Moments method calculations did not allow
the proper problem gecometry to be represented, and it is not known exactly how
much error this introduced into the moments results. Similarly, the Monte Carlo
simulations either did not properly represent the problem geometry or the uniform
fallout source. Garrett estimates that his own Monte Carlo computational error
is no more than 10%.%° Given these experimental and computational uncertain-
ties, MCND was able to accurately model the radiation environment of the °Co

air-over-ground problem.

VII. BENCHMARK PROBLEM SIX - HUPMOBILE TLD EXPERI-
MENTS

A. Problem History and Description

The Hupmobile thermoluminescent dosimeter (TLD) experiments were con-
ducted by E. Goldberg et al. at Lawrence Berkeley Laboratory between 1967 and
1969.4%4! In two separate experiments, a single point source of gamma or x-rays

was placed in air, one meter from one end of a teflon cylinder along its axis (see Fig.

38 Profio, (Ref. 7), p. 4.0-13.
39 1bid, (Ref. 7), p. 4.0-13.

10 E. Goldberg, D. J. Groves, D. E. Jones, H. F. Luty, K. F. Petrock, G. A. Pohl, and D. H.

White, Experiments to Test Validity of SORS-G Monte Carlo Code: 1, Au-198 and Cs-137, Lawrence Liv-

ermore National Laboratory, Livermore, CA, UCID-121 (1967), p. 1.
11 E. Goldberg, D. J. Groves, D. E. Jones, H. F. Luty, K. F. Petrock, G. A. Pohl, D. H. White, and R. Wor-

ley, Experiments to Test Validity of SORS-G Monte Carlo Code, Lawrence Livermore National Laboratory,

Livermore, CA, UCIR-368 (1969), p. 1.



6.1). Seventeen LiF TLDs were imbedded inside the cylinder at specified intervals
on its axis. One normalization TLD was also placed two meters from the end of
the cylinder along its axis (one meter beyond the source).

The teflon cylinder and normalization TLD were then irradiated by the point

source (usually for 5-7 days). Six different point source energies were studied:

198 A 412 KeV

) Experiment 1
137Cs: 661 KeV !

80Co:  1.33/1.17 MeV

10Tm: 84 KeV
1Am:  59.6 KeV Experiment 2

Sm K, x-rays: 39.9 KeV

The cylinder and reference TLDs registered the doses deposited in their locations
in the teflon and air. The cylinder TLDs were then removed from the teflon. Their
doses were read and divided by the normalization TLD air dose in order to make
thie experimental data independent of the source intensity.

The measured dose ratios were then compared to the values predicted for the
experiment by the SORS-G Monte Carlo code. The Hupmobile experiments were
carcfully designed to benchmark this then newly developed code. In 1987, Thomas
Wilcox and Edward Lent used the Hupmobile experimental data to validate their
COG Monte Carlo code.?? MCNP has now been used to model the Hupmobile
experiments and predict their measured dose ratios. These computed relative doses

compared favorably with the COG results and experimental data.

B. MCNP Problem Model
1. Experimental Arrangement. The layout of this experiment was fairly
simple. A teflon cylinder was formed by stacking 11-inch diameter teflon disks into
a 12-inch column.3 Seventeen LiF TLDs were implanted in the disks on their axes
at specified depths. This teflon column was then loaded into an iron canister.
The canister was constructed from an iron cylinder and two steel disk endplates.

The cylinder was 12 in. long, with an inner diameter of 11 in. and a 1/4 in.

12 Wilcox and Lent, (Refl. R), p. 17.
13 Goldberg, et al. (Ref. 3), p. 1.
14

Ibid, p. 9.
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wall thickness. The upper endplate (which would face the source) was an 11.5 in.
diameter steel disk which was 3/8 in. thick and had a 5.5 in diameter hole cut
from its center. This hole was cut to allow some source photons to enter the teflon
directly underneath the endcap. The rear endcap disk on the other end of the
cylinder had an 11.5 in. diameter and was 1/4 in. thick.

When the teflon/iron canister was assembled, it was placed upright upon a ver-
tical stand rising from a concrete floor.?> This stand was a 12 in. diameter pipe
that was 6 ft. tall and capped by a 1 in. thick micarta disk. Neither the wall
thickness of the pipe nor the shape, diameter, nor composition of the micarta disk
were specified. The rear endcap of the TLD cylinder rested flat upon the micarta
disk of the stand.

Finally, the isotope point source was suspended in the middle of an aluminum ring
onc meter above the upper cylinder face.%® The ring size was not specified. Except
that it had a concrete floor, the experimental area was not described. Information
about wall and ceiling composition and location (or even whether this experiment

was done indoors or outdoors) is therefore unknown.

2. Two MCNP Models. Two separate MCNP models were constructed to
calculate the dose ratios of the Hupmobile experiment. The first model computed
the radiation dose registered by the normalization TLD in the air. The second
model calculated the doses measured by the TLDs in the teflon cylinder. The
teflon doses of the second model were then divided by the air dose of the first to
obtain the dose ratios. Two separate models were used rather than one because it

was easier to optimize the efficiency of two problems than one combined problem.

3. Air Dose Geometry. A 118.11 in. radius cylinder was centercd on the
z-axis of a coordinate system. This cylinder was parallel to the z-axis and was
capped by two planes at z = -85.25 in. and z = 137.80 in. This capped cylinder
formed the problem boundary, and the region beyond it was made a void. A teflon
cylinder 12 in. long and 11 in. in diameter was next centered on the z-axis. This
cylinder was parallel to the z-axis with its upper endplate centered at the origin.

The teflon cylinder was then sheathed by a cylindrical iron shell 12 in. long with
an inner diameter of 11 in. and a quarter-inch wall. The cylinder and shell were

then capped by two iron disk endplates. The endplate at the z = 0 end of the teflon

B bid, p. 9.

16 1hid, p. 9.
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cylinder was 3/4 in. thick, 11.5 in. in diameter, and had a 5.5 in. hole cut from its
center. The bottom endcap was 1/4 in. thick with an 11.5 in. diameter.

The support stand for the canister was then placed between the bottom face of
the lower cylinder endcap and the floor (which was the z = -85.25 in. boundary
plane). The support stand was formed by a cylindrical iron pipe topped with a
micarta disk. The pipe was 6 ft. long, with an outer diameter of twelve inches and
a 1/5 in. wall. The micarta disk was 1 in. thick with a 12 in. diameter. It was
given a teflon composition with a density of 1.401 g/cm®. The hollow space inside
the pipe was filled with air, as was the space cut out by the hole in the upper
cylinder endplate. The region outside the cylinder and stand assembly (but within
the problem boundary) was also filled with air. After this air dose geometry was
constructed, it was subdivided into cells.

The teflon cylinder was defined by a single cell. The three iron canister compo-
nents were each described by one cell. The two parts of the iron stand (iron pipe
and micarta disk) were each defined by one cell. The air region inside the iron pipe
stand was made a cell as was the air disk in the upper cylinder endcap. Finally,
the air region outside the canister/stand assembly was divided into six additional

cells, as described in the air dose input file at the end of the chapter. There was a

total of fourteen cells.

4. Source/Tallies. A point isotropic source of photons was placed on the z-
axis one meter above the upper face of the teflon cylinder. The source had an energy
corresponding to the Hupmobile case being studied. A ring detector tally was then
centered on the z-axis one meter above the source to estimate the dose that would
be registered by the normalization TLD in the experiment. The flux estimate of
this ring tally was modified by an FM card to obtain dose (in MeV/cm3-history).
The input file for the air dose geometry is found in Table A.7 of the Appendix.

5. Teflon Dose Model. Only the teflon cylinder/iron canister assembly and
the point source were included in the teflon dose problem geometry. The canister
support stand was not included because it did not significantly affect the scattered
doses inside the teflon cylinder. The stand was included in the air dose model
because it did affect the normalization dose in air. The teflon cylinder, iron canister,
and relative placement of the point source were defined in the same manner as in
the air dose model.

One difference in the teflon dose geometry was that the teflon cylinder was cen-

tered at the origin parallel to the x-axis. Also, the problem boundary was a 118.11
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in. sphere (not a cylinder) centered at the origin. As in the air dose geometry,
the region outside the canister but inside the problem boundary was filled with air.

The teflon dose geometry was then subdivided into cells.

6. Cell Subdivision. The teflon cylinder and iron canister were divided into
many more cells in this model than in the air dose model so that MCNP could more
casily track the highly-scattered photons inside the cylinder and its iron casing. The
cyvlinder and casing were subdivided into disk and cylindrical ring cells (see Fig. 6.2).
The air disk cut out from the center of the upper canister endplate also defined a
cell. The air outside the cylinder but inside the problem boundary was cut into
three cells as described in the input files in Tables A.8 and A.9 in the Appendix.
There was a total of 31 cells.

7. Code Tallies. Seventeen point flux estimators were placed inside the teflon
cylinder on its axis. They were positioned to be where the LiF TLDs were imbedded
in the Hupmobile cylinder. Point detectors were used in the $°Co, 137Cs, 198 A,
and 1"°Tm source cases. Ring detectors were used in the 241 Am and Sm K, source
models. The low-energy photons from these last two sources scattered more in the
teflon than the higher-energy photons of the other four sources. The ring detectors
used with these two sources yielded accurate tally estimates more efficiently than
point detectors would have. The flux estimates were converted by an FM card
(with a teflon atom density) into doses. Variance reduction techniques were then

used to optimize the problem efficiency.

8. Variance Reduction. Two variance reduction techniques were used in the
teflon dose model. First, importances were assigned to the cells by trial and error,
thus enabling MCNP to more effectively sample the cells’ contribution to the tally
estimates. Next, the point source was biased to start the majority of its particles
into a cone subtended by the upper cylinder endcap.

Increasing the sampling of the source into this cone allowed MCNP to spend
most of its time tracking source particles that contributed the most to the tally
estimates, thus considerably reducing the computer time required for MCNP to
converge to an accurate result for the cylinder doses. After the problem was run
and these doses were calculated, they were divided by the air normalization dose

to obtain the MCNP estimates for the dose ratios.
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B. Results and Discussions

The experimental and calculated dose ratios for cach source energy are plotted
in Figs. 6.3 to 6.8. In the upper panel of each figure, the MCNP results appear
with the experimental measurementsi”4® and the COG data.?® The lower panel
shows the difference between the MCNP and experimental relative doses, scaled to
the total MCNP standard deviation:

MCNP — EXP
TMCNP

This expression will be bounded by +1 when an MCNP dose ratio is within one
standard deviation of the corresponding experimental ratio.

For 89Co, 137Cs, 198 Au, and '"°Tm, the agreement between MCNP, COG, and
the experiment is good. For the ' Am and Sm K, sources, the agreement between
MCNP and the experiment is good for detectors closer to the source. However,
this agreement drops off after 6 in. into the teflon. The experimental uncertainty
of the decper detectors, while never explicitly stated, is probably fairly large. This
could account for the discrepancy between MCNP and the experiment there. From

these data, it is evident that MCNP accurately models the SORG-G Hupmobile
TLD benchmark.

VIII. SUMMARY

Six families of photon transport benchmark problems have been run with
MCNP4. These photon problem families were chosen as benchmarks because they
were also used to validate the LLNL COG Monte Carlo code and because they
represent a wide class of problems. MCNP accurately predicted the analytical or
experimental results of all sixteen problems in these six families. These calculations
demonstrate that MCNP can accurately simulate a wide class of photon transport
problems.

An MCNP neutron benchmark document will soon follow.

T Ibid, pp. 11-14.
18 Goldberg et al. (Ref. 4), pp. 8-18.
19 Wilcox and Lent, (Ref. 8), pp. 20-27.
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Fig. 6.3. For a ®Co source, the upper panel shows relative dose for a Hupmobile
experiment as measured (solid line) and as modeled by MCNP (long dash
line) and by COG (short dash line). The lower panel shows the difference
between MCNP and experiment, as scaled to the total standard deviation.
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experiment as measured (solid line) and as modeled by MCNP (long dash
line) and by COG (short dash line). The lower panel shows the difference
between MCNP and experiment, as scaled to the total standard deviation.
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between MCNP and experiment, as scaled to the total standard deviation.
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mobile experiment as measured (solid line) and as modeled by MCNP
(long dash line) and by COG (short dasli line). The lower panel shows the
difference between MCNP and experiment, as scaled to the total standard
deviation.
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APPENDIX:

INPUT FILES FOR BENCHMARKS 1-6
AND MCNP PATCH FILE



SIMPLE SCATTER INFINITE MEDIUM DHOLLOWELL X-2 APRIL,1990

C
C
C
C
C
C CROSS
C CROSS
C
C
C
C
1 0
2 1 0
31 0
4 1 O
5 1 0
6 1 0
7 1 0
8 1 0
9 1 0
10 1 O
11 1 0
12 1 0
13 1 0
14 1 0
15 1 0
16 1 0
C
c WE
C
1 so
10 so
11 so
12 so
13 so
14 SO
15 so
16 SO
17 so
18 so
19 so
20 so
21 so
22 so
23 so

THIS MCNP INPUT IS DESIGNED TO WORK WITH A SPECIAL
VERSION OF MCNP THAT ALLOWS FOR A ONE GROUP CROSS
SECTION TO BE SPECIFIED. THIS IS PUT IN AN RDUM
CARD AS TOTAL PHOTON CROSS SECTION, AND AS ABSORPTION

SECTION. FOR THIS PROBLEM WE SET THE ABSORPTION
SECTION TO BE 70% OF THE TOTAL CROSS SECTION.

THE CODING THAT CONTAINS THE "FIX" TO MCNP THAT ALLOWS
TH1S TO BE DONE IS CALLED "PATCH" AND "XEQPATCH'" SHOULD
RESIDE UNDER THE CFS NODE CONTAINING THIS FILE.

+1

.597529 -10
.597529 +10 -11
.597529 +11  -12
.597529 +12 -13
.597529 +13  -14
.597529 +14  -15
.597529 +15 -16
.597529 +16 -17
.597529 +17 -18
.597529 +18 -19
.597529 +19 -20
.597529 +20 -2i
.597529 +21 -22
.597529 +22 -23
.597529 +23 -1

CALCULATE THE ANALYTIC RESULT AT SEVERAL RADII.

N
CVWDVNUOAUDd WNHEHOOOW

—

Table A.1: Input file for Benchmark One: 30% scattering case. The 0% and 90%
scattering cases are done by modifying the cross sections on the RDUM

card
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a0 an

RDUM

(9}

FC2

F2:p
AREA

PRINT
NPS

THE ALTERED VERSION OF THE CODE IS TO BE USED
WITH PHOTON ONLY PROBLEMS. I HAVE TESTED THE
CODE AND FOUND THERE IS NO ENERGY OR MATERIAL
DEPENDENCE WITH THE INPUT CROSS SECTIONS

P

0 1. 1.6 1.8 2.2
2.7 4.4 6.2 15. 36.
88. 220. 590. 1500. 3900.
10000.

1001. 1.

ERG=1. POS= 0 0 0

THE FIRST NUMBER IN RDUM IS THE TOTAL CROSS SECTION, THE
SECOND IS ABSORPTION CROSS SECTION ONLY. THESE
ARE IN UNITS OF BARNS, AND MULTIPLYING THIS NUMBER
BY THE MCNP PARTICLE NUMBER DENSITY SHOULD GIVE
THE TOTAL MACROSCOPIC CROSS SECTION (1/CM).

1.673565 1.1714955

THIS FLUX MEASUREMENT COUNTS (COSINE WEIGHTED) THE
PHOTONS CROSSING SPHERES. SINCE WE REALLY WANT
THE TOTAL CROSSING (AND NOT THE # CROSSING / CM**2)
WE FORCE THE AREA OF THESE TALLY SPHERES TO BE 1 CM**2
(WITH THE AREA CARD).

10 121 23
7854 . 1 13R

WE REALLY DON'T NEED TO PRINT OUT THE FIRST 50 PARTICLES

-110
10000

Table A.1: (cont)



O DN Wb

*IDENT JSH PURE ABSORPTION AND SCATTER ONLY. J. S. HENDRICKS 4/5/90
*/ REPLACE NONZERO PHOTON CROSS SECTIONS WITH SIGA=RDUM(1l), SIGS=RDUM(2)
*/
N e e e e e e e e e IMCN
*/ DISABLE ELECTRONS AND REQUIRE SIMPLE PHOTON PHYSICS.
*1,IM.162 LINE 2014 AFTER CALL RDPROB
IF{RDUM(1).NE.O.)THEN
CALL ERPRNT(1,2,0,0,0,0,0,0,
1 '38HPHOTONS HAVE SIGT=RDUM(1l),SIGA=RDUM(3)')

IDES=1

EMCF(1)=0.

ENDIF
*/
it PHOTOT
*/ SET CROSS SECTIONS FOR COHERENT AND INCOHERENT TO ZERO;

*/ SET CROSS SECTIONS FOR PHOTOELECTRIC TO CAPTURE = RDUM(1)-RDUM(2)
*/ SET TOTAL CROSS SECTION = RDUM{1)
*I,PT.48 LINE 21779 AFTER LABEL S0
IF(RDUM(1).NE.O.)THEN
RTC (KRTC+1, IE)=0.
RTC(KRTC+2,IE)=0.
RTC (KRTC+3, IE)=RDUM(2)
RTC (KRTC+4, IE)=RDUM(1)
ENDIF
v/
B e e e e COLIDP
*/ USE PAIR PRODUCTION AS ISOTROPIC SCATTERING.
*1,CP.241 LINE 22037 AFTER LABEL 330
IF(RDUM(1) .NE.O.)THEN
CALL ISOS
RETURN
ENDIF

Table A.2: Patch file for Benchmark Problems One and Two. Modification to MCNP4

to treat photon absorption as photoelectric capture and model isotropic
scatter as photoelectric fluorescence.
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SIMPLE SPHERE SCATTER DHOLLOWELL X-2 MAY3,1990

Cc
[ THIS MCNP INPUT IS DESIGNED TO WORK WITH A SPECIAL
c VERSION OF MCNP THAT ALLOWS FOR A ONE GROUP CROSS
(o SECTION TO BE SPECIFIED. THIS IS PUT IN AN RDUM
o) CARD AS TOTAL PHOTON CROSS SECTION, AND AS ABSORPTION
C CROSS SECTION. THE CODING THAT CONTAINS THE "FIX"
C TO MCNP THAT ALLOWS THIS TO BE DONE IS CALLED
[ "PATCH" AND "XEQPATCH'" SHOULD RESIDE UNDER THE CFS NODE
C CONTAINING THIS FILE.
C IN THIS PARTICULAR INPUT FILE, WE CALCULATE THE
C UNCOLLIDED FLUX AND THE ONCE-COLLIDED-FLUX AT
C VARIOUS DISTANCES IN A VACUUM FROM A 1 CM SPHERE,
C WHERE THE SOURCE IS CENTERED IN THE SPHERE, AND
Cc THE SPHERE MEAN FREE PATH IS 1 CM. THE RESULTS
Cc CAN BE COMPARED WITH ANALYTIC CALCULATIONS.
C THIS IS SIMILAR TO THE COG BENCHMARK NUMBER TWO.
c
1 1 0.597529 -2
2 0 +2 -11
3 0 +11  -12
4 0 +12 -13
5 0 +13 -14
6 O +14 -15
7 0 +15 -16
8 0 +16 -17
9 0 +17 -18
10 O +18 -19
11 ¢ +19 -20
12 0 +20 -1
20 O +1
C WHILE THE COG CALCULATIONS ARE ONLY CALCULATED AT
Cc ONE RADIUS, ONE PLAN TO CALCULATE THE ANALYTIC
Cc RESULT AT SEVERAL RADII.
C
1 so 10.1
2 so 1.0
. 11 so 1.5
§ 12 so 2.0
N 13 so 3.0
14 so 4.0
15 so 5.0
16 SO 6.0
17 so 7.0
18 so 8.0
19 so 3.0
20 so 10.0

Table A.3: Input file for Benchmark Two: single sphere scatterer.



THE ALTERED VERSION OF THE CODE IS TO BE USED
WITH PHOTON ONLY PROBLEMS. I HAVE TESTED THE
CODE AND FOUND THERE IS NO ENERGY OR MATERIAL
DEPENDENCE WITH THE INPUT CROSS SECTIONS

nnonnnn

MODE P
IMP:P 1 11R 0
M1 1001. 1.
SDEF ERG=1. POsS= 0 0 0

THE FIRST NUMBER IN RDUM IS THE TOTAL CROSS SECTION, THE
SECOND 1S ABSORPTION CROSS SECTION ONLY. THESE
ARE IN UNITS OF BARNS, AND MULTIPLYING THIS NUMBER
BY THE MCNP PARTICLE NUMBER DENSITY SHOULD GIVE
THE TOTAL MACROSCOPIC CROSS SECTION (1l/CM).

nnNnoonNnnn

RDUM 1.673565 1.1714955

o]

FC2 THIS FLUX MEASUREMENT COUNTS (COSINE WEIGHTED) THE
PHOTONS CROSSING SPHERES, AND IT SEPARATES THE FLUX
INTO NEVER COLLIDED (USER BIN 0), ONCE COLLIDED (USER
BIN 1), AND MORE-THAN-ONCE-BUT-LESS-THAN-100-TIMES
COLLIDED (USER BIN 99). THE SUM OF THESE SHOULD ADD UP TO
THE TOTAL FLUX.

n

F2:p 20

THE FIRST RUN OF THIS USED SEVERAL SPHERICAL SURFACE
DETECTORS TO GET THE TALLY, BUT AS IT TURNS OUT, THESE
TALLIES ARE CORRELATED, SO ONE DETECTOR WORKS AS WELL

[sNeNeNe!

9]
1
N
el
-
b
—
~N

13 14 15 16 17 18 19 20

FU2 0 1 99
FT2 INC
FQ2 UuFD

FCS5 THIS FLUX MEASUREMENT COUNTS (COSINE WEIGHTED) THE
PHOTONS DIRECTED TOWARDS RING DETECTORS IN THE X-Y
PLANE., AND IT SEPARATES THIS FLUX INTO NEVEP COLLIDED
(USER BIN O, ONCE COLLIDED (USER BIN 1), AND MORE-THAN-
ONCE-BUT-LESS-THAN-100-TIMES COLLIDED (USER BIN 99). THE
SUM OF THESE SHOULD ADD UP TO THE TOTAL FLUX.

o F52:P 0. 2. .0 0. 4. .0 0. 6. .0 0. 8. .0 0. 10. .0 ND
(o

FUS 0 1 99

FTS5 INC

FQ5 UFD
C
C WE ALSO WANT TO TRY COLINEAR POINT DETECTORS
C

F5:P 0. 2. .00. 0. 4. .0 0. 0. 6. .0 0.

0. 8. .0 0. 0. 10. .0 0. ND

Cc
[ WE WANT TO CHANGE THE INPUT RANDOM NUMBER
Cc
C DBCN 598218421
(o}
PRINT -110

NPS 100000

Table A.3: (cont)



INFINITE MEDIA PROBLEM: ALUMINUM AT 1.0 MEV
11 -2.699 16 -2
-2.699 2 -3
-2.699 3 -4
-2.699 4 -5
-2.699 5 -6
-2.699 6 -7
-2.699 7 -8
-2.699 15 -9
.699 9 -10
~2.699 10 -11
11
-2.699 8 -12
-2.699 12 -13
-2.699 13 -14
-2.699 14 -15
-2.699 -16

(Y]

o e b b O = b b b b
i
(¥

2 S0 6.044

3 soO 12.088
4 SO 18.132
5 SO 24.176
6 SO 30.220
7 SO 36.264
8 SO 42.1308

MODE P E

IMP:P,E 11 1.5 2.5 4 9 18 8 320 120 60 24 24 12 6 1
SDEF ERG=1.0

*F12:P 2

E12 .05 .1 .15 .2 .25 .3 .4 .5 .6 .7 .8 .9 .9999 100
EM12 2.49565E4 SR 1.24782E4 6R 1.247B2E1l

FQl2 E F

*F22:P 3

E22 .05 .1 .15 .2 .25 .3 .4 .5 .6 .7 .8 .9 .9999 100
EM22 2.71355E5 SR 1.35677E5 6R 1.35677E2

FQ22 EF

*F42:P S

E42 .05 .1 .15 .2 .25 .3 .4 .5 .6 .7 .8 .9 .9999 100
EM42 8.02022E6 SR 4.01011E6 6R 4.01011E3

FQ42 EF

*F72:p 8

E72 .05 .1 .15 .2 .25 .3 .4 .5 .6 .7 .8 .9 .9999 100
EM7?2 4.93339E8 SR 2.46670E8 6R 2.46670ES

FQ72 EF

*F92:P 2 3 4 56 7 8

E92 .05 .1 .15 .2 .25 .3 .4 .5 .6 .7 .8 .9 .9999 100
FQ%2 E F

*F122:P 2 3 4 56 7 8

El122 .05 .1 .15 .2 .25 .3 .4 .5 .6 .7 .8 .9 .9999 100
FT122 INC
FUl22 01 2
FQl22 U E F
PHYS:P .001 0 1
PHYS:E 8J 0

3 4 56 1000000 T

M1 13027 1
c M1 82000.01
PRINT

NPS 25000

Table A.4: Input file for Benchmark Three: Infinite media problem Al at 1.0 McV.



GAMMA RAY SKYSHINE EXPERIMENT D HOLLOWELL 3/90

C
C THIS MCNP FILE IS AN ATTEMPT TO RECREATE THE GAMMA
c RAY SKYSHINE EXPERIMENT OF NASON, SHULTIS, FAW AND
(o} CLIFFORD. NUC. SCI. & ENGINEERING 79 (1981), P 404.
c THIS INPUT DECK SHOULD MODEL AN APPROXIMATELY 150
C DEGREE UPWARD CONE GAMMA RAY SOURCE, FROM COBALT 60.
c WE MEASURE THE DOSE AT 100 M INTERVALS FROM THE SOURCE,
c OUT TO 700 ¥, AND WE MEASURE IT AT 50 M. WE USE
o RING DETECTORS FOR THIS MEASUREMENT.
c THE MAJORITY OF EFFORT IN SETTING UP THIS PROBLEM IS
C GETTING A GOOD GEOMETRY TO GIVE GOOD WEIGHT TO THE
c DETECTED PHOTONS.
c
C THE REGION DIRECTLY ILLUMINATED BY THE SOURCE IS
[of DIVIDED INTO CONCENTRIC SPHERES. THE REGION ABOVE
C THE GROUND INDIRECTLY ILLUMINATED IS DIVIDED INTO
[¢ A SET OF NESTLED CONES, ALL WITH ~ 150 DEGREE
c OPENING. THE GROUND 1S DIVIDED INTO THREE LAYERS.
c
1 1 -.001124 -1 +7 -20 #31
2 1 -.001124 +1 -2 +7 -20
3 1 -.001124 +2 -3 47 -20
4 1 -.001124 +3 -4 +7 -20
5 1 -.001124 +4 -5 +7 -20
6 1 ~-.001124 +5 -6 +7 =20
7 0 +6: -42 . 426
21 1 -.001124 -1 +7 +20
22 1 -.001124 +1 -6 +7 +20 -21
23 1 -.001.24 -6 +7 +21 =22
24 1 -.001124 -6 +7 +22 -23
25 1 -.001124 -6 +7 +23 -24
26 1 -.001124 -6 +7 +24 -25
27 1 -.001124 -6 +7 +25 -26
31 0 +7 +30 -31 -32
40 0 -7 +42 -31
41 2 -2.6 -6 -7 +31 +40
42 2 -2.6 -6 -40 +31 +41
43 2 -2.6 -6 -41 +31 +42
1 so 3000. $ A CONCENTRIC SPHERICAL SHELL
2 []e] 13000. $ A CONCENTRIC SPHERICAL SHELL
3 SO 35000. $ A CONCENTRIC SPHERICAL SHELL
4 SO 55000. $ A CONCENTRIC SPHERICAL SHELL
5 SO 75000. $ A CONCENTRIC SPHERICAL SHELL
6 SO 100000. $ AN OUTER BOUNDARY TO THE PROBLEM
7 P2 0. $ THE GROUND/AIR INTERFACE
20 K2 -60. 20. 346 +1 $ CONE WITH XY PLANE RADIUS 217CM
21 K2Z -665. 20.346 +1 $ CONE WITH XY PLANE RADIUS 3000CM
22 KZ -2882. 20. 346 +1 $ CONE WITH XY PLANE RADIUS 13000CM
23 K2 -7759. 20. 346 +1 $ CONE WITH XY PLANE RADIUS 35000CM
24 KZ -12193. 20. 346 +1 $ CONE WITH XY PLANE RADIUS 55000CM
25 K2 -16627. 20. 346 +1 $ CONE WITH XY PLANE RADIUS 75000CM
26 K2 -22169. 20. 346 +1 $ CONE WITH XY PLANE RADIUS 100000CM
C cz 125 $ COLUMATION SILO INNER DIAMETER
30 cz 117.75 $ COLUMATION SILO INNER DIAMETER
c czZ 129.41 $ COLUMATION SILO INNER DIAMETER
31 cz 217.5 $ COLUMATION SILO OUTER DIAMETER
32 Pz 229 $ PLANE AT THE TOP OF THE SILO
40 P2 -3 $ UNDERGROUND PLANE FOR PHOTON IMP.
41 P2 -6 $ UNDERGROUND PLANE FOR PHOTON IMP.
42 P2 -9 $ UNDERGROUND PLANE FOR PHOTON IMP.

Table A.5: Input file for Benchmark Four: Gamma skyshine experiment.



80

THE IMPORTANCES HAVE BEEN FOUND, MORE OR LESS, BY TRIAL AND ERROR

IMP:P 1 1.7 2 3.3 6.7 17. ©
10. 2.0 3 7.0 27. 100. 400,
0. 0. 2. 4. 6.
C
[of MATERIAL #1 IS DRY AIR, AND #2 IS DIRT
C
M1 6012.C .000125 7014.C .686910 8016.C .301248 18040.C .011717
M2 8016.C .46133 14028.Cc .28038 13027.C .08272
26056.C .0559¢ 20040.C .04126 11023.C .02346

C

MODE P
c
C

SDEF POS = 0. 0. 198. ERG = Dl

SCl1 FOR COBALT 60 PHOTONS

SI1 L 1.173 1.322

SP1 D 1. 1.
F52:P 100. 5000. 99.

C

o THE RING DETECTORS ARE SET UP TO GIVE DOSE, WHICH WILL
C LATER BE UNDERSTOOD IN TERMS OF DOSE/SOURCE STRENGTH
C

F152:P 100. 10000. 99.

F252:P 100. 20000. 99.

F352:P 100. 30000. 99.

F452:P 100. 40000. 99.

F552:P 100. 50000. 99.

F652:P 100. 60000. 99.

F752:P 100. 70000. 99.

C

TN nNnaoncocanNnnNOoonNno0onNnOoNo0n0a

NOTE THAT MCNP WILL GIVE FLUX AS 1/CM**2, PER SOURCE PARTICLE.
TO CHANGE THIS TO A DOSE WE USE THE FLUX MULTIPLIER CARD "FM".
FOR A GIVEN % TALLY, THE FM CARD FM# RHO M -5 -6" WILL
PRODUCE A TALLY WITH DOSE UNITS MEV/CM**3. IN THIS CARD "RHO"
IS THE NUMBER DENSITY (#/(CM*BARN)) OF THE ABSORBING PARTICLES
AND "M'" IS THE MATERIAL NUMBER OF THE ABSORBING PARTICLES. THE
-5 AND -6 SPECIFY TO INCLUDE (RESPECTIVELY) THE INTERACTION
CROSS SECTION AND THE HEATING FRACTION. THIS "FM" CARD PROVIDES
RESULTS IN MEV/CM=*3 PER HISTORY, AND WE WANT, FOR INSTANCE,
[RAD/HISTORY]. SINCE 1 RAD = 100 ERG/G , WE CAN CONVERT THE
NUMBER PRODUCED BY THIS "“FM" CARD TO [RAD/HISTORY] BY MULTIPLYING
THE TALLY RESULT BY
{{1.602E-6 (ERG/MEV)]} * [1(RAD)/100(ERG/G))] /
[{MASS DENSITY (G/CM»*3)]]}

WHICH IS 1.43E-05 IF THE DENSITY IS .0011 G/CM*=*3 ... THIS
MULTIPLICATIVE FACTOR TAKES MEV/CM**3/HISTORY TO RAD/HISTORY.
IN THE CASE OF NASON SHULTIS AND FAW, THEY WANTED AN ANSWER IN
MICRORAD/HOUR/CI (WHERE CI 1S SOURCE STRENGTH IN CURIES). FOR A
666 C1 SOURCE, THEN, TO CONVERT FROM RAD/HISTORY TO MICRORAD/HR/CI
WE MULTIPLY FURTHER, BY A FACTOR:
{ [3.7E+10((HISTORY/SEC)/(CI))] *» [666(CI)] * [3600(SEC/HR)} *

[1.E+06 (MICRORAD/RAD)) } / [666(CI)]
WHICH IS 1.332E+20 ... THIS CONVERTS RAD/HISTORY TO MICRORAD/
HR/CI. WE MULTIPLY THESE TWO FACTORS TOGETHER TO GET THE
MULTIPLICATIVE FACTOR THAT CONVERTS THE "FM" CARD'S MEV/CM#**3
TO MICRORAD/HR/CI, THIS FINAL MULTIPLICATIVE FACTOR IS 1.905E+15

Table A.5: (cont)



FM5S

4.541E-05 1 -5 -6
FM15 4.541E-05 1 -5 -6
FM25 4.541E-05 1 -5 -6
FM35 4.541E-05 1 -5 -6
FM45 4.541E-05 1 -5 -6
FM55 4.541E-05 1 -5 -6
FM65 4.541E-05 1 -5 -6
FM75 4.541E-05 1 -5 -6
C
[of THE LOW ENERGY PHOTONS ARE NOT WORTH THE BOTHER
(o SINCE THEY ARE BELOW THE DETECTOR RESPONSE FUNCTION CUTOFF
CUT:P 1 E+33 0.0399
C
NPS 20000

Table A.5: (cont)
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CO60 BENCHMARK PROBLEM

s EeReEeNeNeNeNeEeEeNeNeNes NeNe NN o N e Nl

O O~ DU b

THIS MCNP BENCHMAR( FiOBLEM MODELS THE RADIATION DOSE RECEIVED
AT THREE FEET ABOVE AN ESSENTIALLY INFINITE PLANE SOURCE OF COBALT-
60 UNIFORMLY SPREAD OVER A FIELD. THIS PROBLEM IS MODELLED BY GEN-
ERATING A DISK PLANE SOURCE OF ISOTROPIC 1.1725 AND 1.33 MEV(EQUI-
PROBABLE) GAMMA RAYS WHICH IS CENTERED AT THE ORIGIN. THIS DISK
SOURCE HAS A ONE-KILOMETER RADIUS AND IS CENTERED AT THE ORIGIN-THE
ENTIRE PROBLEM IS BOUNDED BY A ONE-KILOMETER RADIUS SPHERE CENTERED
AT THE ORIGIN WHICH IS CUT INTO TWO HEMISPHERES BY THE PLANE SOURCE.
THE HEMISPHERE ABOVE THE SOURCE IS FILLED WITH AIR AND THE HEMI-
SPHERE BELOW THE SOURCE 1S FILLED WITH JOIL. THE SOIL AND AIR DEN-
SITIES ARE TAKEN AS 1.13 G/CM3 AND 0.00129 G/CM3, REPECTIVELY,
FROM PROFIO, ET AL., IN THE ORNL RADIATION BENCHMARK EXPERIMENTS,
CHAPTER FOUR. THE PROBLEM IS FURTHER BROKEN INTO CONCENTRIC HEM-
ISPHERICAL SHELL CELLS IN THE AIR AND HEMISPHERICAL SHELLS CUT BY
PLANES IN THE SOIL-THESE PLANES ARE 5-6 CM APART AND ARE PARALLEL
TO THE SOURCE PLANE. 5-6 CM IS THE MEAN FREE PATH LENGTH OF CO-
60 GAMMA RAYS IN THE SOIL-THE HEMISPHERICAL SHELLS ABOVE AND BE-
LOW THE GROUND ARE 100 M APART, WHICH IS THE MFP OF THESE GAMMAS
IN AIR.
-.00129 1 19 -5
-1.13 -1 2 19 -5
-1.13 -2 3 19 -5
-1.13 -3 4 19 -5
-.00129 1 S5 -6
-1.13 -1 2 5 -6
-1.13 -2 3 5 -6
-1.13 -3 4 5 -6
-.00129 1 6 -7
-1.13 -1 2 6 -7
-1.13 -2 3 6 -7
-1.13 -3 4 6 -7
-.07129 1 7 -8
-1.13 -1 2 7 -8B
-1.13 -2 3 7 -8
-1.13 -3 4 7 -8
-.00129 1 8 -9
-1.13 -1 2 8 -9
-1.13 -2 3 8 -9
-1.13 -3 4 8 -9
-.00129 1 9 -10
-1.13 -1 2 9 -10
-1.13 -2 3 9 -10
-1.13 -3 4 9 -10
-.00129 1 10 -11
-1.13 -1 2 10 -1
-1.13 -2 3 10 -11
-1.13 -3 4 10 -11
-.00129 1 11 -12
-1.13 -1 2 11 -12
-1.13 -2 3 11 -12
-1.13 -3 4 11 -12
-.00129 1 12 -13
-1.13 -1 2 12 -13
-1.13 -2 3 12 -13
-1.13 -3 4 12 -13
-.00129 1 13 -14
-1.13 -1 2 13 -14
-1.13 -2 3 13 -14
-~1.13 -3 4 13 -14

14:-23

-.00129 1 -15 w142
-1.13 -1 2 -15
-1.13 -2 3 -15
-1.13 3 4 -15

et b DD D b b e B = b e DD b e o D) b b e B b b e DD b b b B e b b DO e e N N N

Table A.G: Input file for Benchmark Five: Air over ground.
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-1.13 -4 20 -15
-1.13 -20 21 -15
-1.13 -21 22 -15
-1.13 -22 23 -15
-1.13 -23 -15
-.00129 1 15 -16
-1.13 -1 2 15 -16
-1.13 -2 3 15 -16
-1.13 -3 4 15 -16
-1.13 -4 20 15 -16
-1.13 -20 21 15 -16
~1.13 -21 22 15 -16
-1.13 -22 23 15 -16
-1.13 -23 15 -16
-.00129 1 16 -17

-1.13 -1 2 16 -17
-1.13 -2 3 16 -17
-1.13 -3 4 16 -17
-1.13 -4 20 16 -17
-1.13 -20 21 16 -17
-1.13 -21 22 16 -17
-1.13 -22 23 16 -17
-1.13 -23 16 -17
-.00129 1 17 -18
=1.13 -1 217 -1%
=1.13 -2 3 17 -18
-1.13 -3 4 17 -18
-1.13 -4 20 17 -18
-1.13 -20 21 17 -18
-1.13 -21 22 17 -18
-1.13 -22 23 17 -18
-1.13 -23 17 -18
-.00129 1 18 -19
-1.13 -1 2 18 -19
~1.13 -2 3 18 -19
-1.13 -3 4 18 -19
-1.13 -4 20 18 -19
-1.13 -20 21 18 -19Y
-1.13 -21 22 18 -19
-1.13 -22 23 18 -19
-1.13 -23 18 -19
-1.13 -4 20 19 -5
-1.13 -20 21 19 -5
-1.13 -21 22 19 -5
-1.13 -22 23 19 -5
-1.13 -23 19 -5
-1.13 -4 20 5 -6
-1.13 -20 21 S5 -6
-1.13 -21 22 5 -6
-1.13 -22 23 5 -6
-1.13 -23 5 -6
~1.13 -4 20 6 -7
-1.13 -20 21 6 -7
-1.13 -21 22 6 -7
-1.13 -22 23 6 -7
~1.13 -23 6 -7
-1.13 -4 20 7 -8
-1.13 -21 22 7 -8
-1.13 -22 23 7 -8
-1.13 -23 7 -8
-1.13 -4 20 8 -9
-1.13 -20 21 8 -9
-1.13 -21 22 8 -9
-1.13 -22 23 8 -9
-1.13 -23 8 -9
-1.13 -4 20 9 -10
-1.13 -20 21 9 -10

Table A.G: (cont)
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113 1 -1.13 -21 22 9 -10
114 1 -1.13 -22 23 9 -10
1151 -1.13 -23 9 -10
116 1 -1.13 -4 20 10 -11
117 1 -1.13 -20 21 10 -11
118 1 ~-1.13 -21 22 10 -11
119 1 -1.13 -22 23 10 -11
1201 -1.13 -23 10 -11
121 1 -1.13 -4 20 11 -12
122 1 -1.13 -20 21 11 -12
123 1 -1.13 -21 22 11 -12
124 1 -1.13 -22 23 11 -12
125 1 -1.13 -23 11 -12
126 1 -1.13 -4 20 11 -12
127 1 -1.13 -20 21 11 -12
128 1 -1.13 -21 22 11 -12
129 1 -1.13 -22 23 11 -12
1301 -1.13 -23 11 -12
131 1 -1.13 -4 20 12 -13
132 1 -1.13 -20 21 12 -13
133 1 -1.13 -21 22 12 -13
134 1 -1.13 -22 23 12 -13
1351 -1.13 -23 12 -13
136 1 ~-1.13 -4 20 13 -14
137 1 -1.13 -20 21 13 -14
138 1 -1.13 -21 22 13 -14
139 1 -1.13 -22 23 13 -14
140 1 -1.13 -23 13 -14
141 1 -1.13 -20 21 7 -8
142 2 -.00129 -2¢4
1 P2 0
2 P2 -6
3 P2 -12
4 PZ -18
5 SO 1E4
6 SO 2E4
7 SO 3E4
B8 SO 4E4
9 SO SE4
10 SO 6E4
11 so 7E4
12 so 8E4
13 so 9E4
14 so 1ES
15 so 2E2
16 SO 1E3
17 sO 3E3
18 SO SE3
19 so 7E3
20 P2 -24
21 Pz -30
22 PZ -36
23 PZ -42

24 S 0 091.44 .5

Table A.G: (cont)



MODE P
c IMPORTANCES: THE IMPORTANCES OF THE CELLS WERE ORIGINALLY
o} TAILORED TO DECREASE BY A FACTOR OF TWO FCR EVERY MEAN FREE PATH
C LENGTH FURTHER AWAY FROM THE ORIGIN THE CELL IS. HOWEVER, THE IM-
C PORTANCES WERE LATER MODIFIED TO EQUALIZE PARTICLE POPULATIONS(TO
c WITHIN A FACTOR OF TEN OF ONE ANO1THER) IN EACH CELL.
IMP:P 2 1.21 .233 .113 .609

.377 .0213 .0312 .168 .0463

1.94E-3 1.57E-3 .0643 .0121 1.43E-3

1E-4 .0275 7E-3 1lE-4 1E-4

.0175 1E-3 1lE-4 lE-4 5.39E-3

6.51E-4 3.32E-4 1E-3 3.05E-3 3E-3

2E-3 2E-3 2.52E-3 1.02E-4 1lE-4

1E-3 1E-3 1lE-4 lE-4 lE-4

0 1E4 1.14E4 1343 538.3

976 193 44.44 92.51 100

513 955 36.7 7.42 .562

.209 .1 1 2E-3 36.06

37.79 .446 .150 .113 .0766

L0326 .1 1 8.78 12.52

.259 .122 .0551 .011 .0138

.11 4.03 3.06 .444

.0571 6.56E-3 5.45E-3 7.10E-3 1lE-2

.1 .0506 4.17E-3 5.78E-4 1E-3

.01 6.83E-3 3.72E-4 4.04E-4 3.2BE-4

.001 9.45e-4 3.012E-3 1.53E-3 1lE-3

1E-4 40R 1lE4
SDEF SUR=1 DIR= D3 RAD=D2 ERG=Dl

SI3 H -1 1
SP3 D 0.0 1.0
SI1 L 1.172% 1.33
SP1 D 1.0 1.0
c SOURCE BIASING: THE SOURCE WAS BROKEN INTO SEVENTEEN CONCENTRIC
C RINGS FOR STATISTICAL BIASING. THE TWO INNER RINGS WERE CHOSEN TO
C MATCH THE FIRST TWO COSINE BINS FOR THE KERMA TALLY TO IMPROVE THEIR
C STATISTICS. THE BIASES THEMSELVES WERE CHOSEN ORIGINALLY ACCORDING
Cc TO A 1/R DISTRIBUTION AND THEN SOFTENED BY TRIAL AND ERROR.
S12 A 0 68.58 121.92 200 1000 3000 4000 S5E3 1E4 2E4 3E4 4E4 5SE4
6E4 7E4 BE4 9E4 1ES

sP2 0 .006858 .012192 .02 .10 .3 .4 .51 2 3 456789 10
sB2 0 70 100 150 200 120 32 8 3.3 1.3 .4 .28 .11 .060 .023

.013 .00075 .0004
C A POINT DETECTOR WAS PLACED 91 CM(3 FT) ABOVE THE GROUND
Cc AT THE ORIGIN-ITS TALLY WAS THEN MULTIPLIED BY AN FM CARD AS
C SHOWN TO OBTAIN THE DOSE ABSORB"D THERE. THIS WAS DONE TO OBTAIN
Cc THE DOSE BUILDUP FACTOR.
(o] F5:P 0 0 %1.44 1
C FM5 5.20704E-5 2 -5 -6
Cc FQ5 S F
DD 0
(o} TO CALCULATE THE ANGULAR KERMA RATE PER STERADIAN BY COSINE BINS,
C A DXTRAN SPHERE WAS USED TO STATISTICALLY CONCENTRATE PARTICLES

Table A.6: (cont)
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DXT:P
Fl:P
Ccl

CM1
FQ1l
FM1
FT1
FUl
PRDMP
M1

M2

PRINT
NPS

NEAR A .5 CM SPHERICAL SHELL CENTERED THREE FEET ABOVE THE GROUND

AT THE ORIGIN. COSINE TALLIES WERE THEN TAKEN OF THE ANGULAR DOSE
RECEIVED OVER THE SPHERE, AND THESE COSINES WERE RELATIVE TO A

NORMAL VECTOR TO THE PLANE SOURCE POINTING UPWARD ALONG THE Z-AXIS.
THE KERMA RATE WAS OBTAINED BY MULTIPLYING EACH COSINE BIN BY

1.59155 TO DIVIDE BY STERADIANS AND THEN MULTIPLIED BY 1317.25 TO
OBTAIN THE KERMA RATE IN EACH BIN--HOW THESE CONSTANTS WERE DETERMINED
CAN BE SEEN IN THE HELP FILE IN THE SUBDIRECTORY CONTAINING THIS INPUT
FILE. THE Fl1 TALLY WAS FURTHER SUBDIVIDED INTO INTO COLLIDED AND UN-
COLLIDED FLUX USING THE FT1 OPTION WITH THE FUl 0 999 CARD, WHICH
TALLIES PARTICLES WHICH HAVE NOT COLLIDED AT ALL AND THOSE WHICH HAVE
COLLIDED BETWEEN 1 AND 999 TIMES. THE COSINE BIN NORMAL VECTOR WAS
ALSO SPECIFIED WITHE FT1 CARD FRV OPTION.

0 0 91.44 1E-10 .501 1E-29 1E-30

24

-.9 -.8-.7-.6-.5-.4-.3-.2-.10
.1 .2 .3 .4 .5 .6 .7 .8.91T
1.59155 19R

cCUu

1317.25 2 -5 -6
FRV 0 0 1 INC
0 999

27 1
8016 -0.34
11023 -0.01
12000 -0.10
13027 -0.03
14000 -0.18
16032 -0.03
20000 -0.01
26000 -0.29
28000 -0.01
7014 -0.7818
8016 -0.2097
18000 -0.0073
12000 -0.0012

-140
1500000

Table A.G: (cont)



1- tld cobalt benchmark problem
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25- 21
26 - 22
27 - 23

N

1]
[
00

31- 51
32- 52
33- 53

35-

000

37- 101
38-
39-
40-
41- 201
42- 202
43 - 203
44 - 204
45 - 205
46 - 206
47 -
48 -
49 -
50-
Si- ]
52- 2
53- 3
54 - c

55- 21
56- 22
57 - 23

000

aoon

-Wwn

NN

WWWWWwW

This file uses mcnp to model the hupmobile
experiment. at the moment it’s purpose is to model

the air detector ... with the purpose of seeing
if the answer | get is the same as Dan Whalens'’s
answer ... unfortunately all previous answers

show the mcnp ratio (teflon dose)/(air dose) to
be consistently large. Perhaps the air dose we
have been getting is too small.

1 shall define the origin to lie at the top (source
side) of the teflon in the teflon cannister, on the
cannister axis - the z-axis. The source then lies at
+1 meter in the z direction. Everthing will have
cylindrical symmetry about the z-axis.

the outer boundary

-1 : +#2 : +3
the cannister stand
-7.874 -21  +22 +1 -23
-0.00125% -22 +1 -23
-1.491 -21 +23 -24 $ micarta
the steel cannister
-7.874 -51 +52 +57 -55
-7.874 +24 -53 -55
-7.874 -52 +53 +56 -55
the teflon block
-2.1 -52 +53 -56
the air
-0.00125 +1  -24 -3 +21
-0.00125 -51 +24 -3 +55%
-0.00125 -51 +52 -57
-0.00125 +51 -201 -3
-0.00125 +201 -202. -3
-0.00125 +202 -2 -3
pz -216.535 $ -(6 + 1" + 1/4" + 12") the floor
Pz +350. $ an arbit.;ary ceiling
cz +300. $ an arbitrary wall
cz 15. 24 $ outer diameter of pipe/stand (6")
cz 14.74 $ arbitrary 1.d. of pipe/stand
pz -33.658% $ pipe/micarta interface -(12+1/4+1)"

Table A.7: Input file for Benchmark Six: Hupmobile air dose geometry.
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58 -
59-
60-
61-
62-
63-
64 -
65 -
66 -
67 -
68 -
69 -
70-
71-
72-
13-
74 -
75-
76-
77-
78 -
79-
80-
81-
82-
83-
84-
85-
86 -
87~
88_
89-
90~
91-
92-
93-
94 -
95 -
96 -
97-

99 -
100~
101~
102~
103-
104 -
105 -
106 -
107 -
108 -
109-
110-
141-
112-
113-
114 -
115-

88
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30000

24 pz -31.115 $ micarta/cannister interface -12.25"
51 pz 0.9525 $ top of steel cannister (3/8")
52 pz 0. $ cannister top/teflon interface
53 pz -30.48 $ cannist. bottom/teflon interface
surface 24 (pz -31.115) is the cannister/micarta interface
55 cz 14 .605 $ cannister outer bdy. (5.75")
56 cz 13.97 $ cannister inner bdy. (5 5")
57 cz 6.985 $ cannister faceplate hole (2.75")
201 pz S50. $ plane through source
202 pz 150. $ plane at air detector
mode p
imp:p (6]
1 1 1
1 1 1
1
1 1 1 1 1 1
sdef pos= O. O. +100.
erg= di $ 60 Co
sSit 1 1.1725 1.322
sp 1 d 1. 1. -
erg= 0.661 $ 137 Cs
erg= 0.412 $ 198 Au
erg= 0.084 $ 170 Tm
erg= 0.0596 $ 241 Am
erg= 0.0399 $ Sa K-alpha
the 2.1g/cc LiF dose factor should be 9.75066e-2 4 -5 -6
fmis 5.20704e-5 4 -9 -6
f1S5:p 0. 0. 200. .t
fms 5.20704e-5 4 -9 -6
£Sz:p 200. 1. A
tefion
mi 6000 .333
9019 .667
Fe
m2 26000 1.0
air
m3 7014 -0.7818
8016 -0.2097
18000 -0.0073
12000 -0.0012
LiF
ma 3006 .0375
‘3007 .4625
9019 .5
note that I have made micarta in the same way COG/Wilcox
made it ... they used teflon at 0.71 teflon’s density
10000

Table A.7: (cont)



TLD COBALT BENCHMARK PROBLEM

Cc THIS FILE USES MCNP TO MODEL THE HUPMOBILE THERMO-

C LUMINESCENT DOSIMETER RADTATION EXPERIMENT. THIS EXPERI-

C MENT CONSISTED OF A POINT RADIATION SOURCE AND A TEFLON CYLIN-
¢ DER 1 FT LONG WITH 17 LIF TLDS IMBEDDED ALONG ITS AXIS AT SPEC-
¢ [FIED INTERVALS. THE POINT SOURCE WAS LOCATED 1 METER FROM ONE
C EDGE OF THE CYLINDER ALONG ITS AXIS.
C
C
C
C
C
C

8- THE TEFLON CYLINDER HAS STEEL WALLS 1/4 INCH THICK AND WAS
9- DIVIDED INTO CELLS THAT WERE DISKS ALONG ITS AXIS AND RINGS CON-
10- CENTRIC WITH THESE DISKS. THE CELLS WERE 2.54 CM THICK ALONG
11- THE AXIS--THIS 1S APPROXIMATELY 1 MFP OF GAMMAS IN TEFLON. A
12- TEN-METER SPHERE CENTERED AT THE CENTER OF THE CYLINDER FORMED
13- THE BOUNDARY OF THE PROBLEM.
L4- 12 -7.874 -14 12 -18

15- 2 2-7.874 -13 15 16 -18

16 - 33 -0.00125 -13 15 -16

17- 4 1-2.1-12 10 -16

18- 51 -2.1 -10 8 -16

19- 6 1-2.1 -8 6 -16

20- 71-2.1-64 -16

21- 8 1-2.1-42 -16

22- 91 -2.1-21 -16

23- 101 -2.1-13 -16

24 - 11 1 -2.1 -3 5 -16

25- 12 1-2.1 -57 -16

26- 13 1-2.1 -7 9 -16

27- 14 1 -2.1 -9 11 -16

28- 151 -2.1 -11 13 -16

29- 16 0 19

30- 17 1 -2.1 13 -9 16 -17

31- 181 -2.19 -5 16 -17

32- 191 -2.15 -1 16 -17

33- 201 -2.11 -4 16 -17

34- 211 -2.1 4 -8 16 -17

35- 221 -2.18 -12 16 -17

36- 23 3 -0.00125 -15 -19

37- 24 3 -0.00125 15 18 -14 -19

38- 25 3 -0.00125 14 -19

39- 26 2 -7.874 13 -9 17 -18

40- 27 2 -7.874 9 -5 17 -18

a1- 28 2 -7.874 5 -1 17 -18

42- 29 2 -7.874 1 -4 17 -18

43- 30 2 -7.874 4 -8 17 -18

44- 31 2 -7.874 8 -12 17 -18

45-

46 - 1 PX 0

47- 2 PX 2.54

48- 3 PX -2.54

49- 4 PX 5.08

50- 5 PX -5.08

51- 6 PX 7.62

52- 7 PX -7.62

53- 8 PX 10.16

54 - 9 PX -10.16

55- 10 PX 12.70

56 - 11 PX -12.70

57- 12 PX 15.24

58 - 13 PX -15.24

59 - 14 PX 15.875

60 - 15 PX -16.193

Table A.8: Input file for Benchmark Six: Hupmobile %°Co teflon dose gecometry.
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61- 16 CX 6.985

62- C DAVE H DOES NOT WANT 5.4%5" 17 CX 13.843

63- C DAVE H DOES NOT WANT 5.7" 18 CX 14.478

64 - C DAVE H WILL SHRINK THE OUTER BDY. 19 SO 1E4

65- 17 cX 13.97 $ CANNISTER INNER BDY. (5.5")
66 - 18 cX 14.605 $ CANNISTER OUTER BDY. (5.75")
67- 19 so 300.

68- Cc 100 P2 .35

69 - C 101 P2 -.35

70- C 102 pY .07

71- C 103 PY -.07

72- C 104 PX -14.99

73- C 105 PX -14.17

74 - C 106 PX -13.35

75- C 107 PX -12.50

76~ C 108 PX -11.66

77- C 109 PX -10.82

78- C 110 PX -9.96

79- C 111 PX -8.36

80- C 112 PX -6.88

81- C 113 PX -5.39

82- C 114 PX -3.86

83- C 115 PX -2.41

84 - C 116 PX 0.48

85- C 117 PX 3.33

86 - C 118 PX 6.20

87- C 119 PX 9.30

88- C 120 PX 14.78

89 - C 121 PX -115.24

90-

91- MODE P

92- C IMPORTANCES: IMPORTANCES WERE DETERMINED BY DECREASING THE
93- o IMPORTANCE OF EACH CELL BY A FACTOR OF TWO FOR EACH MFP FURTHER
94 - C AWAY FORM THE SOURCE IT IS LOCATED.

95 - IMP:P 64 2 2 64 64 32 32 16

96 - 16 88 44220124

97- 8 16 32 1 5101 2 4 8

98- 16 32

99- SDEF POS=- -115.24 0 0 ERG=D1
100- DIR=D2 VEC=1 0 O
101- S11 L 1.1725 1.33
102- Spl D1.01.0

103~ C SOURCE BIASING: THE SOURCE WAS BIASED TO LAUNCH THE MAJORITY
104 - C OF ITS PARTICLE IN TWO HALF-CONES SUBTENDING THE TEFLON
105- C CYLINDER AND THE REFERENCE DETECTOR
106 - SI2 H -1 -0.9999 -0.9 -0.8 .7 .8 .9 .98 1

107 - sp2 D O .0001 .0999 .1 1.5 .1 .1 .08 .02
108- sB2 DO .01 .05 .2 1 5 20 50 100
109 - C POINT DETECTORS WERE USED THEIR TALLIES WERE MULTIPLIED BY AN
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F5:

FM CARD TO OBTAIN DOSE.
P -14.99 00 .1 -14.17 0 0 .1
-13.35 00 .1 -12.50 0 0 .1

-11.66 0 0 .1 -10.82 0 0 .1
-9.96 00 .1 -8.36 0 0 .1
-6.88 0 0 .1 -5.39 00 .1
-3.86 00 .1 -2.4100 .1
0.48 0 0 .1 3.33 00 .1
6.20 0 0 .1 9.30 0 0 .1
14.78 0 0 .1
F5:P -215.24 0 0 .1

DAVE H HAS ALTERED THE TALLY MULTIPLIER FOR LIF
INSTEAD OF AIR ... FM5 0.075872 1 -5 -6

Table A.8: (cont)



125- FM5 5.20704E-5 4 -5 -b

126- C PHYS:P J |

127- PRDMP

128~ C

129- C DAVE H HAS MADE CARBON NATURAL CARBON, AND HAS ADDED LIF
130- C FOR THE DETECTOR

131- o

132- M1 6000 .333

133- 9019 .667

134- M2 26000 1.0

135- M3 7014 -0.7818

136- B016 -0.2097

137- 18000 -0.0073

138- 12000 -0.0012

139- C LIF (NATURAL LT)
140- M4 3006 .0375
141- 3007 .4625
142- 9019 .5

143- PRINT

144 - NPS 1250000

145-

Table A.8: (cont)



31-
32-
33-
34-
35-
36-
37-
38-
39-
40-
41-
42-
43-
44 -
45-
46-
47 -
48-
49-
50-
51-
52-
53-
54 -
55-
56 -
57-
58-
59 -
60-

t1d cobalt benchmark problem
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OIS W

10

this file uses mcnp to model the hupmobile thermo-
luminescent dosimeter radiation experiment. this experi-
ment consisted of a point radiation source and a teflon cylin-
der 1 ft long with 17 1if tlds imbedded along its axis at spec-
ified intervals. the point source was located 1 meter from one
edge of the cylinder along its axis.

the teflon cylinder has steel walls 1/4 inch thick and was
divided into cells that were disks along its axis and rings con-
centric with these disks. the cells were 2.54 cm thick along
the axis--this is approximately 1 mfp of gammas in teflon. a
ten-meter sphere centered at the center of the cylinder formed
the boundary of the problem.

this experiment was conducted with gamma point sources of six
different energies: co060 1.33 and 1.17 mev, csl37 .661 mev, aul9s
412 kev, tml70 84 kev, am241 59.6 kev, and samarium at 39.9 kev.
the energy used in each input file can be found int the sdef card.
2 -7.874 -14 12 -18

-7.874 -13 15 16 -18

.00125 -13 15 -16
b -12 120 -16
.1 -10 8 -16
1 -8 119 -16
1 -6 118 -16
1 -4 117 -16
1 -2 116 -16
1 -1 115 -16
1 -3 114 -16
.1 -5 113 -16
1
1
9
1
1
1
1

'
o

-7 111 -16
-9 109 -16

[« SR SR CR VN S} N [ SESESESESR RSN VR SR S

13 -9 16 -17

9 -5 16 -17

5 -1 16 -17

1 -4 16 -17

.1 4 -8 16 -17

.1 8 -12 16 -17
.00125 121 -15 -19
.00125 15 18 -14 -19
-0.00125 14 -19
-7.874 13 -9 17 -18
-7.874 9 -5 17 -18
-7.874 5 -1 17 -18
-7.874 1 -4 17 -18
-7.874 4 -8 17 -18
-7.874 8 -12 17 -18

bt et et s o o b ok e o e et ot O B B0 O DO B LD W ki e b e et et et D e e e et e ek e ok e e b ) N
1]
(=]

-2.1 -120 10 -16
-2.1 -119 6 -16
-2.1 -118 4 -16
-2.1 -117 2 -16
-2.1 -116 1 -16
-2.1 -115 3 -16
-2.1 -114 5 -16
-2.1 -113 112 -16
-2.1 -112 7 -16
-2.1 -111 110 -16
-2.1 -110 9 -16
-2.1 -109 108 -16
-2.1 -108 107 -16

Table A.9: Input file for Benchmark Six: Hupmobile Sm K, teflon dose geometry.
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L -2.1 -107 11 -16

o200 -1l 106 -t

1 -2.. -106 105 -16

t-2.1 -105 104 -16

1 -2 1 -104 13 -16

3 -.9012% -121 -19

px 0

px 2.54

px -2.54

px 5.08

px -5.08

px 7.62

px -7.62

px 10.16

px -10.16

px 12.70

px -12.70

px 15.24

px -15.24

px 15.875

px -16.193

cx 6.985

dave h does not want 5.45" . 17 cx 13.843

dave h does not want 5.7 " . 18 cx 14.478

dave h will use a smaller bdy. . 19 so le4
cx 13.97 $ cannister inner bdy. (5.5")
cx 14.605 $ cannister outer bdy. (5.75")

so 300.

px -14.99

px -14.17

px -13.35

px -12.50

px -11.66

px -10.82

px -9.96

px -8.36

px -6.88

px -5.39

px -3.86

px -2.41

px 0.48

px 3.33

px 6.20

px 9.30

px 14.78

px -215.24

cx

importances: for the higher-energy photon cases--co, cs, au--the
importance of each cell was doubled for every mfp--in teflon--fur-

ther away from the source it was located. for the lower-energy pho-
ton cases, importances were gi.ven to each cell to roughly equalize--yo
within an order of magnitude--the particle population of each cell as
the problem was run. this was done by trial and error. for each energy
there are two sets of importances becuse each experiment was run twice-
once to determine the dose received at the air detector and once to ob-
tain the doses received by the tlds imbedded in the teflon. the ratios
of the imbedded t1d doses t> the air dose were then calculated and com-
pared to the cog results.

imp:p 640 5 4 640 640 320 320

Table A.9: (cont)
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160 160 80 80 40 40

0 10 20 40 80 160 3

125 03 3 20 40 80

640 320 320 160 160
40 40 20 6r .10

C imp:p 00 1 0 17r 1

sdef pos- -115.24 0 0 erg
dir=d2 vec=1 0 0

c sil 1 1.1725% 1.33
c spl d1.01.0
C source biasing: the source was biased to launch the majority
c of its particle in two half-cones subtending the teflon
c cylinder and the reference detector.
c there are also two sets of source biases--one for the aforementioned air de
c tector run and one for the cylinder tld run. these biases were found by
c trial and error to optimize the problem run.
si2 h -1 -0.9999 -0.9 -0.8 .7 .8 .9 .98 1
sp2 d 0 .0001 .0999 .1 1.5 .1 .1 .08 .02
sb2 4 0 .01 05 .2 1 5 20 50 100
c sb2 40 .005 .5 .1 .1 .005 .001 le-4 le-5
c point detectors were used and their tallies were multiplied by
c an fm card to obtain dose for co60, cs137, aul98, and tm-170.
c surface detectors with an altered problem cell geometry were used
c for am241 and samarium because thes¢ are highly scattering problems.
c dave h will use a LiF detector at teflon densities
c . fm2 2.03455e6 4 -5 -6
c fm2 .0975066 4 -5 -6
c f2:p 104 105 106 107 108 109 110 111
c 112 113 114 115 116 117 118 119 120
c c f2:p 121
c fs2 -122
c fg2 f s
c
c dave h will try a ring detector
C
fSx:p -14.99 2.54 .1 -14.17 2.54 .1 -13.35 2.54 .1
-12.50 2.54 .1 -11.66 2.54 .1 -10.82 2.54 .1
-9.960 2.54 .1 -8.360 2.54 .1 -6.880 2.54 .1
-5.390 2.54 .1 -3.860 2.54 .1 -2.410 2.54 .1
0.480 2.54 .1 3.330 2.54 .1 6.200 2.54 .1
9.300 2.54 .1 14.780 2.54 .1
fm5 .0975066 4 -5 -6
C
c phys:p j 1
prdmp
c dave h will use natural carbon, and LiF for detectors
ml 6000 .333
9019 .667
m2 26000 1.0
m 3 7014 -0.7818
8016 -0.2097
18000 -0.0073
12000 -0.0012
¢ material 4 is used only for the surface tallies--the surface
c tallies were specified to be made of lithium fluoride.
[§ natural LiF
m4 3006 .0375
3007 . 4625
9019 .5
print
nps 1250000

20

20 .10

160 320

80 80 40 40

110 23r 1|
=,0399

Table A.9: (cont)
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