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Abstract 

Thermodynamic parameters for double strand formation have been measured for 

the twenty-five DNA double helices made by mixing deoxyoligonucleotides of the 

sequence dCA3XA3G with the complement dCT3YT3G. Each of the bases A, C, G, T 

and I (I=hypoxanthine, designated as I by analogy witii the hypoxanthine containing 

nucleotide, inosine) have been substituted at the positions labeled X and Y. The re­

sults are analyzed in terms of nearest neighbors. At room temperature the sequence 

C:$:2:!0 * similar in stability to (:$:g:), (:g:£:), (:£:g:), cg:$:); c£:j:) 
and (Z^ZT-) a r e ^ e a s t s t a ble. At higher temperatures the sequences containing a c e 

base pair become more stable than those containing only AT. All molecules contain­

ing mismatches are destabilized with respect to those with only Watson-Crick pairing, 

but there is a wide range of destabilization. At room temperature the most stable 

mismatches are those containing guanine (GT, GG, GA)\ the least stable contain cy-

tosine {CA, CC). At higher temperatures pyrimidine-pyrimidine mismatches become 

the least stable. I-C pairs were found to be less stable than AT pairs in these duplexes. 

Large neighboring base effects upon stability were observed. For example, when (X, 

Y)=(I, A), the duplex is eightfold more stable than when (X, Y)=(A, I). Independent of 

sequence effects the order of stabilities is: IC > I-A > IT « IG. All of these results 

are discussed within the context of models for sequnce dependent DNA secondary 

structure, replication fidelity and mechanisms of mismatch repair, and implications for 

probe design. 

The cooperativity of the (righthanded helix)S ^ (lefthanded helix) Z transition in 

poly[d(Sm'thv'C-G)] has been investigated. A theoretical discussion is presented using 

an Ising model formalism similar to those used in the past to describe the helix to coil 

transition in proteins. Based on this formalism a statistical "order-order transition" 

model is used to simulate the distribution of B- and Z- form tracts at the midpoint of 
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the B - Z equilibrium as a function of polymer length. Measured van't Hoff enthalpy 

values for the B ?=» Z transition in polymers of different lengths are compared with 

predictions based on the statistical model and a similar "order-disorder" model. The 

order-disorder model assumes that end residues favor the B-form over the Z-form. 

For both models the data are best fit for a cooperative unit of over 800 base pairs. 

Experimental observation of faster B -* Z transition rates with increasing polymer 

lengths can be explained by a mechanism rate limited by nucleation within the polymer 

instead of at the ends, as predicted for an order-disorder system. A direct relationship 

between rates of the B -* Z transition and the van't Hoff enthalpy values of the B — Z 

transition reflects a dependence of kinetics and cooperativity upon the energy of the 

nucleation event. 

The duplex deoxyoligonucleotide d{GGATGGGAG)d{CTCCCATCC) is a portion 

of the gene recognition sequence of the protein transcription factor ULA (TFMA). 

The crystal structure of this oligonucleotide was shown to be A-form. The present 

study employs Nuclear Magnetic Resonance (NMR), optical, chemical and enzymatic 

techniques to investigate the solution structure of this DNA 9-mer. NMR COSY 

experiments indicate 16 of the 18 residues are predominantly south (c?,.-endo) sugar 

conformation. NMR NOESY indicates glycosidic angles in the range predicted for 

B-form DNA as opposed to A-form. Related DNA and RNA self-complementary 

18-mer sequences, d{GGATGGGAGCTCCCATCC), with U substituted for T in RNA, 

were studied by circular dichroism. Circular Dichroism (CD) spectra support B-form 

structures for the DNA 9-mer and the DNA 18-mer, and A-form for the RNA 18-

rner. High trifluoroethanol concentrations induce a B to A-form transition in the DNA 

oligonucleotides. We find no evidence to support an A-form conformation for the 

TFIIIA recognition sequence d(GGATGGGAG) d{C7CCCATCC) in solution. 
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Chapter I 

"This (physics) is a science that investigates bodies from the point of view of the 

motion and stationariness which attach to them. It studies the heavenly bodies and 

the elementary (substances), as well as the human beings, the animals, the plants, and 

the minerals created from them." 

Ibn Khaldun "The Muqaddimah" 

ca. 1477 (trans. F. Rosenthal) 

A twentieth century "man in the street" would probably ask Ibn Khaldun and a 

biophysicist the same question, "what does physics have to do with biology?" The 

question is certainly relevant to a biophysicist, who might find it useful to phrase the 

question in the following way; "what can the approach(es) of physics and physical 

chemistry contribute to the study of and understanding of biology?" Physics attempts 

to describe the real world in terms of a set(s) of mathematical principles. This set of 

principles and the overall structure of the set is called a formalism, of which there are 

many in physics. 

This thesis presents applications of one of die formalisms of physics (thermo­

dynamics) along with several of its experimental techniques (Ultraviolet, Circular 

Dichroism, Nuclear Magnetic Resonance spectroscopies) to the study of a biologically 

significant molecule (deoxyribonucleic acid or DNA). The approach is to understand 

the structure, die dynamics, and factors that determine the structure of DNA. It is 

hoped mat such knowledge will ultimately help biologists to better describe die bio­

logical functions of DNA. Of course, mis should not imply that physical studies are 

worthwhile only with the assurance of a "biologically relevant" result, since the physi­

cal chemistry or practical applications of the system may be worthwhile in themselves. 

Yet for most biophysicists the real motive for tiieir research (and tfieir funding) is to 

learn something about biology. At the very least by defining what DNA is physically 
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capable of doing, certain biological models can be eliminated. In odier words, die 

dieorerical framework will not be applied to die biological problem directly. Rather it 

will be applied to physical problems whose solutions could provide biological insight. 

The thermodynamic formalism and its application to problems of biological interest 

The formalism used in most of the studies presented below is mat of classical equi­

librium thermodynamics (1). The formalism is built upon me set of four fundamental 

postulates known as the zeroth, first, second, and diird laws of thermodynamics. The 

first three of diese state; Equilibrium can be defined, or, in omer words, temperature 

exists (zerodi). The energy of an isolated system is conserved (first). It is possible to 

define a quantity which is a function only of the macroscopic state of the system, and 

which reaches its maximum at the equilibrium state for an isolated system (second). 

A macroscopic state is one diat is presented in the language of everyday experience 

as opposed to a microscopic description in the language of atoms and molecules. The 

quantity defined in die second law is commonly called die entropy. The rest of the 

formalism can be derived from uiese fundamental assumptions. 

This formalism stands on its own for macroscopic systems at equilibrium, but it 

does not predict the microscopic behavior of atoms and molecules. However, Boltz-

mann proved in his famous H-dieorem (3) that the maximum entropy postulate can 

be derived for a macroscopic system from a microscopic model. The conclusions 

of die H-dieorem may be summarized as follows; Consider a system consisting of 

a very large number of identical particles which interact only through "elastic col­

lisions". Elastic collisions conserve momentum (defined as mass x velocity=MV) 

and kinetic energy (=AAfV3). It is also assumed that the probability of two parti­

cles widi momenta i and j colliding to produce two particles with momenta k and 

1 (Mv\ + MVJ = MVk + MVt) is equal to the probability of me reverse process 

in which a pair of particles widi momenta k and 1 collide to produce particles widi 
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momenta i and j . Then consider a function, H, defined as logW[Nx,N2,N3...). JV; is the 

number of particles in the ith accessible momentum state for the individual particles. 

W(NltN2,N3...)= the total number of configurations of the system (or microstates) in 

which Ni particles are in momentum state 1, N2 are in state 2, and so forth. Then it 

can be shown that, starting with an arbitrary configuration of the system with a given 

distribution of particles in their individual states, the function H=logW increases widi 

time until reaching a maximum at equilibrium. At equilibrium ^- = «—'^r^, where 

Ei is the kinetic energy of the ith state, R is known as Boltzmann's constant, 1.98717 

cal K - 1 Mol - 1 , and T is defined as the temperature. 

Note that the H-dieorem suggests a possible physical interpretation of the en­

tropy. One may view the entropy as a consequence of die fact that in a macroscopic 

measurement one's knowledge of the microscopic configuration of the system is in­

complete. In this case, since the particles making up the system are indistinguishable, 

one can measure only the total number of particles in each state without knowing 

which state a specific particle is in. The entropy of a macroscopic state is identified 

with K x ff, so that it is proportional to the number of microscopic configurations 

or microstates which, from the point of view of the measurement, all look like tiiat 

particular macrostate. The entropy goes to a maximum for a large number of particles 

in equilibrium because different microstates, provided tiiey satisfy the conservation 

of energy and momentum, are equally probable. This means that the macrostate that 

one detects is most likely to be die one which corresponds to the largest number of 

microstates. 

Statistical Mechanics is the formalism which deals with this connection between 

microscopic or atomic theory and macroscopic diermodynamics (3). Though macro­

scopic thermodynamics needs no statistical mechanical justification, derivations such 

as Boltzmann's H-theorem, probably one of die most elegant proofs in the history 
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of science, provide valuable insight into the physics of macroscopic systems. For 

example, according to the H-theorem, there is always a certain probability that, even 

after having settled into equilibrium, a macroscopic system at a given moment will be 

found in a state which does not correspond to its equilibrium state. Such fluctuations, 

as they are called, become more important as the number of components becomes 

smaller. In the "thermodynamic limit", in which the number of components of the 

system approaches infinity, the ... ^ability of the existence of a nonequilibrium state 

is negligible and the equilibrium "maximum entropy" assumption can be said to be 

satisfied exactly. 

All of the experiments presented in this thesis have been performed on solutions 

containing on the order of 1013 or more DNA and solvent molecules. Considering 

the system in the thermodynamic limit is then an excellent approximation, and the 

application of the equilibrium thermodynamic formalism is fully valid. One caution 

needs to be mentioned. The probes used to determine the state of the system are 

for the most part sensitive to the state of the DNA. The configuration of the solvent 

molecules has not been probed direcdy, however, any thermodynamic parameters 

measured describe the state of the whole system. Consequendy, there is a "hidden" 

contribution to measured parameters due to die effect of solvent, which complicates 

any microscopic, physical interpretation of the data. The measured parameters are still 

valid, but for the complete system including solvent, not just the DNA. 

Extrapolating die results of such experiments in order to draw conclusions about 

biological systems is more problematic, for at least four reasons. First, biological 

systems are extraordinarily complex. DNA is never found in a living cell merely 

floating in an aqueous solution, rather it is almost always complexed with a number of 

proteins, membranes, and omer cell components. Second, biological systems are open 

systems, whereas thermodynamic laws such as the conservation of energy apply to 
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closed systems. The third problem is actually a consequence of the second. Biological 

systems do not have to exist in equilibrium, since they are open systems and can input 

energy from their environment in order to maintain a nonequilibrium steady state. 

Attempts to apply nonequilibrium formalisms (4, 5) to biological problems has thus 

far resulted in limited success widi real systems (6). The fourth problem is that at the 

cellular level, where DNA carries out its biological functions, biological systems are 

heterogeneous. In other words, a cell does not contain a large number of identical DNA 

molecules. This means mat fluctuations away from equilibrium and nonequilibrium 

structures are potentially of great importance. 

Taking all of these factors into consideration, it is clear that describing biologi­

cal processes using thermodynamics is a difficult task. Nonetheless, thermodynamic 

studies are bound to increase understanding of the relationship between microscopic 

structure and biological function. The thermodynamic formalism is particularly pow­

erful simply because unlike all of the other major formalisms in physics (other than 

classical mechanics) it deals with easily measurable macroscopic properties. Thus it is 

a most convenient tool for indirect :nvestigation of what are actually microscopic prop­

erties, especially when complemented by spectroscopic probes. Whatever microscopic 

or molecular property one may choose to study, it is usually macroscopic data which 

are accessible. For example, an experiment designed to probe structure often can only 

probe the average structure resulting from a diermodynamically controlled distribution 

of structures. Ultimately, the physical characterization of a biological macro-molecule 

using thermodynamics and physical probes will delineate what biological processes 

require input of energy from outside sources and which can occur spontaneously. All 

of this describes only pan of the potential importance of thermodynamics to die study 

of molecular biology. 
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DNA structure, DNA structural polymorphism and "biological relevance" 

DNA stores the genetic information in the cell (7). The structure of DNA proposed 

by Watson and Crick is known as B-DNA. It consists of two strands wrapped around 

each other to form a right handed double helix. Each strand contains a sequence of 

individual units-each of diese units contains one of the four standard bases, adenine 

(A), cytosine (C), guanine (G) or thymine (T)-and these individual residues are linked 

to each other through a sugar and phosphate backbone. The bases are complementary 

to each odier, so that normally A pairs wiui T and G pairs with C. Consequently, 

each strand can act as a template for the replication of a daughter strand containing 

the same sequence as die complementary strand. In this way die genetic information, 

which is stored in the base sequence, can be passed on during cell division. 

However, the B-DNA structure of Watson and Crick is not the only structure which 

DNA can adopt (8). The possible alternatives include structures which maintain the 

base complementarity of B-form DNA and others which do not Among die alternative 

structures which maintain base complementarity is A-DNA. A-DNA is also a right 

handed double helix, however its structure is dramatically different from B-DNA in die 

following respects (among others); the conformation of die sugar residues is different, 

the tilt of the base pairs widi respect to the helix axis is much more dramatic and of 

opposite sense in A-form as compared to B-form, the relative widths of the two helical 

grooves arc different, and the winding angle between neighboring base pairs is smaller 

in A-form man in B-form. Very soon after Watson and Crick published their work 

X-ray crystallographers found that most DNA fibers when dehydrated formed A-DNA, 

while hydrated fibers were B-form. It was therefore assumed that in solution DNA 

would be B-form. In die nineteen seventies it was discovered diat alternating d{C-G)n 

sequences could form a left handed double helix in crystals and in high salt solutions. 

The new structure was named Z-DNA, due to a zig-zag structure in die phosphate 
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backbone. DNA can also form A, B or Z helices in which some of the opposing bases 

are not complementary in the Watson-Crick sense. Such non complementary base 

oppositions are called mismatches. DNA can also exist as single strands. Even for 

mixtures of complementary strands, there are conditions (usually high temperature and 

low concentration) in which die single stranded state is thermodynamically favored. 

Several additional DNA structures have been identified. Even B-DNA has been found 

to exhibit surprising local variability in structure according to base sequence. 

It is not known which conformation(s) DNA favors in vivo. Traditionally, the B-

form was assumed dominant since it is favored by hydration and cells contain mostly 

water by volume. In fact, it is necessary for DNA to undergo transitions between 

structures in order to perform its biological functions. For example, die double helix 

must unwind to single strands for the genetic information in the DNA base sequence 

to be read (7). There are at least three factors present widiin die cell which may 

induce DNA to convert from canonical B-form to otiier structures. 1) DNA in the 

cell is complexed wim proteins and. highly compacted. These factors may remove 

the scaffolding of water molecules attached to the DNA surface which stabilize the 

B-form. 2) DNA in the cell is under topological stress. Most DNA extracted from 

cells is found to be underwound. The stress produced by this underwinding of DNA 

can be relieved by the conversion of a segment to the unwound single stranded form, 

the underwound A-form, or die oppositely wound Z-form. 3) There is a sequence 

dependence to DNA structure. After all, each of the four standard bases is a unique 

compound widi unique properties. Hence it is not surprising mat when different bases 

are stacked next to each other they favor different structures. In vitro physical studies 

have established the ability of all these factors to influence DNA structure. 

The potential biological ramifications of DNA structural polymorphism in living 

cells are enormous. Though the "genetic code", that is, the code used by the cell's 
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machinery to read the genetic information from the DNA base sequence, is well 

understood, it is still not well understood how the expression of genes is controlled. 

The DNA base sequence in an individual's cells is identical throughout an organism, 

yet the expression of various genes and therefore the function of a cell in the eye, 

for example, is different from mat of a cell in the liver. Moreover, the expression 

of genes in a single cell varies during different stages of development, and even in 

one celled prokaryotes rates of gene expression change in response to environmental 

conditions. Conformational flexibility of DNA provides several possible mechanisms 

for the regulation of gene expression. Sequence dependent conformational variability 

is a possible mechanism for recognition of consensus DNA sequences by proteins 

which are known to be involved in gene regulation. Moreover, a conformational 

transition in a DNA segment could act as a "conformational switch" turning genes off 

and on. Some more specific speculative models are mentioned in the introductions to 

chapters II-IV. 

It is therefore of interest to study the fine structure of DNA; to understand how 

DNA structure depends on base sequence and to determine the characteristics of the 

transitions between the major families of DNA structures such as A, B, Z and single 

stranded DNA. It is also of interest to determine the effect of mismatched bases on 

DNA structure and thermodynamics, since a mismatch in a cell's DNA may lead to a 

mutation when the DNA is replicated (7). 

The scope of this work 

Several physical techniques are available to investigate DNA structure and ther­

modynamics. This work makes use of three types of spectroscopy; ultraviolet (UV), 

circular dichroism (CD), and proton nuclear magnetic resonance (XH NMR). 

Ultraviolet absorbance is a convenient technique to monitor conformational transi­

tions in DNA as a function of temperature. A large decrease in absorbance of 260 nm 
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wavelength radiation, known as a hypochromic effect, is observed in DNA upon the 

annealing of the two single strands to form a double helix. A similar hypochromicity 

is observed at 295 nm during a Z-DNA to B-DNA transition. 

Circular dichroism spectroscopy, which measures the difference between the ab-

sorbance of right and of left circularly polarized radiation (divided by the total ab-

sorbance) as a function of wavelength, is very sensitive to subtle features of the 

geometry of base stacking. It is an excellent "fingerprint" for A, B and Z forms of 

DNA. 

Nuclear magnetic resonance detects the magnetization of spins in atomic nuclei in­

duced in the presence of a magnetic field. NMR studies in this thesis involve detection 

of magnetization of proton spins (XH NMR). Of particular interest are two processes 

which involve exchange of magnetization between protons; the nuclear Overhauser 

effect (NOE), which involves short range through space coupling between spins and 

reveals information about distances between nearby protons, and J-coupling, a through 

bond coupling which is sensitive to bond angles. NOEs and J-coupling provide the 

most sensitive probes available for details of molecular structure in solution. 

Temperature dependent UV absorption is applied to the study of the double helix to 

single strand transition in chapter II. Thermodynamic parameters have been measured 

for uie set of 25 short double helices of the base sequence dCAiXA3G+dCT3YT3G; X, 

Y=A, C, G, T and I, where I is die base nucleotide analog inosine. The results provide 

insight into the effect of mismatches on thermodynamic stability of doubie helical 

DNA, as well as the effect of base sequence on die thermal stability of Watson-Crick 

paired DNA. Measurements are presented in 1A/ NaCl solution and in i50mAf KC1, 

30mA/ MgCl3 solution in order to explore the effect of ionic environment on relative 

stabilities. The experiments presented in chapter II have been published elesewhere (9, 

10). Chapter in extends the approach of obtaining uiermodynamic parameters from 
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UV temperature curves to the B *± Z transition in a polymer, poly\d{Sm'C - G)}. A 

dieoretical discussion of the cooperativity of the B =* Z transition is presented using 

a statistical mechanical formalism based on those established for the helix to coil 

transition in proteins. Experimental results obtained from UV studies of poly[d(5m°c-

G)\ samples fractionated according to size are then evaluated wkhin die context of 

the dieoretical discussion. The experimental work presented in chapter HI along widi 

some discussion is also contained in (11). Chapter IV presents a XH NMR study of die 

solution structure of a DNA fragment dGGATGGGAG + dCTCCCATCC, which forms 

a portion of die binding site for a protein which participates in die developmental 

control of genes in a frog, Xenopus Laevis. Most of die material in Chapter IV has 

also been submitted for publication (12). 
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Chapter H 

A. Introduction 

The thermodynamic stability of mismatched bases affects the probability of in­

corporating the wrong base during replication, and of repairing the mistake during 

proofreading by the polymerase (1). Thus, thermodynamics is important in the study 

of mechanisms of mutations. Moreover, thermodynamic studies can help in under­

standing the sequence dependence and the polymorphism in secondary structure of 

DNA, which has been shown clearly by Dickerson (2). Distinct secondary structures 

may be involved in the recognition of base sequence by proteins which bind to DNA 

(see the introduction to chapter IV). 

This chapter presents and discusses the measurement of thermodynamic parame­

ters for the helix to coil transition of 25 double helices of the sequence dCA3XA3G + 

dCT3YT3G, where X, Y are all possible combinations of the four Watson Crick base 

pairs, A, C, G, T, and the base analog hypoxanthine (designated as I for the hypox-

anthine containing nucleotide, inosine). The data are presented in four parts. First the 

data for the four Watson-Crick paired helices of the series is presented along with a 

discussion of the results within the context of the sequence dependent thermodynamics 

and structure of DNA, and particularly the properties of the (dAn)[dTn) sequence. Then 

sets of parameters for the twelve mismatched molecules of the series whLh contain 

the standard bases is discussed along with the implications for the role of mistakes in 

DNA replication and proofreading in the process of mutation. Data for nine molecules 

which contain inosine are presented in the third section. Whereas measurements in 

the first three sections were all performed in buffer solutions containing lAf NaCl, the 

final section presents measurements for three of the Watson-Crick paired sequences 

from the above series in buffer containing i50mM KC1 and 30mM MgCk, conditions 

more closely approximating "physiological" salt concentrations. 
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B. Watson-Crick paired molecules 

Background 

The binding of drugs and proteins to DNA can induce structural transitions in 

DNA, and these induced structural transitions may be involved in the regulation of gene 

expression. A well studied example is the interaction of RNA polymerase with DNA 

during the process of transcription (3). The binding site of E. coli RNA polymerase 

(within a region known as the promoter) contains two regions of semi conserved base 

sequence. However, a single sequence does not function as a recognition site for the 

protein and its co-factors throughout the entire genome. Rather the protein recognizes 

and initiates transcription at several sites with varying efficiencies (3). Since melting 

out of a portion of the DNA is believed to occur during the formation of an "open 

promoter" complex which precedes the initiation of transcription, it is likely that 

sequence dependent variability in the thermodynamic stability of recognition sites 

could affect their promoter strength (4). Moreover, as the polymerase proceeds with 

transcription, it apparently denatures the region of DNA in contact with it (5). The 

polymerase is also known to pause at certain sites (6), possibly influenced by the 

thermodynamic stability of the DNA at the pause site. 

Evidence for a biological role for DNA structural flexibility comes from "action 

at a distance" (7) in control of gene expression, in other words, the regulation of 

activity (i.e. binding of a regulatory protein) at one site on a gene through the binding 

of a protein at a distant site. For example, the binding of CAP protein in the lac 

operon of E. coli promotes RNA synthesis at a site as much as 100 base pairs away. 

The mechanism(s) of action at a distance are not understood, however it could occur 

through a variety of mechanisms mediated by DNA conformational transitions under 

torsional stress (7) and/or by protein-protein or protein-DNA interactions mediated by 

DNA bending (8, 9). DNA bending has been observed in sequences similar to those 
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used in this study (10, see below). 

For some years systematic studies of double strand formation have been done using 

oligonucleotides of specific base sequences, with the goal of being able to predict 

thermodynamic parameters for DNA and foi RNA secondary structure (4, 11-18, see 

also references in 15). The usual method has been to measure melting temperatures 

(Tm) at several concentrations by monitoring absorbance as a function of temperature 

and to obtain thermodynamic values from a van't Hoff analysis. The oligonucleotide 

studies have led to values for free energies, enmalpies, and entropies for double strand 

formation in RNA and DNA based on nearest neighbor interactions. 

Experimental procedures 

Deoxyoligonucleotides were synthesized by the phosphoroamidite method (19). 

Purification was by RPC-5 chromatography after deblocking. Melting curves were 

obtained by a method similar to that described earlier (16). The buffer in all cases 

contained lM NaCl, o.imAf EDTA vamM phosphate in H 2 0 at pH 7. 

Thermodynamic values were obtained using the van't Hoff method (17). Ab­

sorbance (A) VS. temperature (T) curves for several concentrations of one duplex are 

shown in figure / / - 1 . For a two state model and assuming equimolar concentrations 

of non-self complementary srands, the equilibrium constant can be written as 

K = 2f/(l-f)*Ct (II-l) 

Where / is the fraction of strands in the double-stranded state and Ct is the total 

concentration of all single strands. At any temperature the single stranded fraction can 

be obtained from 

1 - / = [A(T) - Ad(T)\/[A.(T) - Ad{T)} 

where A.(T) and Ad(T) are the absorbance of the single strand (upper baseline) and 

Qouble strand (lower baseline) at temperature T. The method for obtaining baselines is 

explained below (see also appendix II). The equilibrium constant can also be written 
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as 

K = exp(-AG°/RT) = exp(-AH°/RT + AS°/R) II-2 

At the melting temperature, Tm, f = 1/2 and we can combine Eqs. (II-1) and (H-2) to 

write 

Rln{Ct/A) = (AH°/Tm) - AS0 

Thus if the difference in standard enthalpy, AH°, and die difference in standard entropy, 

AS0, between the double strand and die single strand are assumed to be independent 

of temperature, they can be obtained from a plot of lnCt versus i/Tm. Such a plot is 

shown in Figure / / - 2. 

The baselines were obtained from a linear least squares fit to ten points chosen 

near o°C for the lower baseline and near 65° C for die upper baseline. The same 

upper baseline was used for the melting curves at different concentrations for the 

same molecule; this minimizes die effect of choice of baseline on me thermodynamic 

parameters. Because hypochromicity was found to increase slighdy with concentration 

(apparendy due to aggregation), me lower baseline intercept for each experiment was 

chosen based on die absorbance recorded at o°C. Data points from die melting curves 

at die lowest concentrations were used to obtain all upper baselines, and data from 

curves taken at the highest concentrations provided die slopes for lower baselines. 

For helices diat melt at temperatures too low to provide data for lower baselines, 

calculations were done using an assumed flat lower baseline. For all helices, the 

standard free energy was calculated from die relation between AG0 ana Tm. 

AG°{Tm) = RTmln(Ct/4) 

At 25°C AG0 is obtained by extrapolation from the least squares fit for ln(Ct/A) vs. 

i/Tm to the concentration, ct, for which die melting temperature is 25°C 

Results and discussion 

Measured diermodynamic parameters for double helix formation are given in Ta-
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ble II-1 for all molecules of the sequence dCA3XA3G dCT3YT3G where all possi­

ble combinations of A, C, G and T are substituted for X and Y. This set of sc­

iences was chosen in order to favor all or none melting and to facilitate compar­

ison with earlier work (16-18, 20). Also included is the helix with one less AT 

base pair (dCAaGdCTeG) and two helices with an extra nucleotide on one strand 

(dCA3CA3GdCT6G and dCA6GdCT3CT3G). The values of AH0, AS0, AG0 (25°(7) are 

referred to standard condition (1 molar concentration of each single strand reacting 

to form 1 molar concentration of duplex) in l M NaCl, pH 7, 10 mM phosphate, o.i 

mM EDTA. The melting temperatures, Tm, are given in this buffer for a total single 

strand concentration of 400 pM. The duplexes are arranged in order of thermodynamic 

stability as measured by their free energy of formation from the single strands at 25°C. 

The four Watson-Crick paired duplexes are, as expected, considerably more sta­

ble than those containing a non-Watson-Crick base opposition. The duplex con­

taining seven A-T pairs with the A's on the same strand is of comparable stabil­

ity to the duplexes which replace an AT pair with a GC pair. The other AT 

duplex, in which the series of A's is interrupted by a T residue is less stable by 

+1.0 to 1.6 kcal mol - 1 for AG°(2S°C); this corresponds to an order of magnitude 

decrease in the equilibrium constant for double strand formation. The order of du­

plex Stability is dCA3CA3GdCT3GT3G > dCA7GdCT7G » dCA3GA3G dCA3CA3G > 

dCA3TA3GdCT3AT3G. 

A nearest neighbor analysis of dCA3XA3G + dCT3YT3G 

Estimation of helical stability of nucleic acids has often been based on analysis of 

oligonucleotide duplexes in terms of nearest neighbor contributions (12, 14). The key 

assumption is that thermodynamic properties of an oligonucleotide are the sum of the 

properties of neighboring base pairs taken two at a time. A nearest-neighbor 
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Figure 11-1 
I i i • i • i • i • i i i • r 

0 10 20 30 40 50 60 70 

Temperature (°C) 

Melting curves shoving absorbance vs. tenperature for five 
concentrations of dCAGj'dOTyC in 1 H NaCl, pE 7, 10 mM phosphate, 0.1 mM 
EDTA-" The total concentrations of single scranda range from lluM to 440 uM. 
All the curves are normalized to absorbance of 1 at 65*C. 
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Figure 11-2 

3.7 

3.6 

A dC A 3 G A 3 G + d C T 3 A T 3 G 

X d C A 7 G + d C T 3 G T 3 G 

• d C A 7 G + d C T 7 G 

O d C A 3 C A 3 G + d C T 3 G T 3 G 

Log (concenlrafion) 

van'e Hoff plots of 1/Tm vs. log Cp where T^ is the melting 
temperature and Cj. is the total strand concentration. The lines shown are Che 
best least squares fit to the data. 
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Table II-l Van'c Hoff Thermodynamic Values for Double Helix Formation of 
dCA3XA3G + dCT 3YT 3G in 1 M NaCl, pH 7. 

X«Y 
AG"(kcal mol" 

25°C 
-Ija 

50°C 
AH° 

(kcal m o l - 1 ) b 

A5° 
(cal deg^raol - 1) 0 

T ("O 
CT=400uM 

C«G -10.1 -5.5 -64.5 -183 48° 
A«T - 9.5 -4.7 -63.0 -196 45° 
G-C - 9.5 -5.0 -62.8 -179 50° 
T-A - 3.5 -4.3 -58.6 -158 41" 
_._e - 7.3 -3.3 -59 -172 37° 

T«G -6.5 -2.4 -55.6 -165 31° 
G-G -6.3 -2.4 -53.5 -153 30° 
G-A -5.2 -2.3 -52.6 -156 30° 
G«T -5.3 -2.4 -46.7 -137 27° 
A-G -5.3 -2.4 -39.9 -116 24° 
C»T -5.3 -1.3 -53.2 -151 24° 
T-C -5.0 -1.2 -50.0 -151 22° 
A-A -5.0 -2.3 -36.9 -107 21° 
T-T (-5.0)h -0.8 (-54.6) (-157) (22J 

C - f -4.9 -0.9 -53.0 -161 22° 
C-A (-4.6) -1.6 (-40.3) (-120) ( 1g°> 

C'C (-4.5) -0.2 (-55.3) (-171) '(20* 
A-C (-4.4) -1.8 (-35.8) (-106) (191 

-. CS (-4.2) -0.8 (-45.0) (-135) (16°) 

aEstimated precision in AG" Is +0.1 kcal mol 
Estimated precision in AH" is +3 kcal mol 
cEstimated precision in AS 0 Is ±9 cal deg mol 
Estimated precision in T m is ±1° 
edCA &G-dCT 6G. Data from reference 2.0 

^dCA3CA3G«dCTgG. Data from reference 10 
gdCA 6G«dCT 3CT 3G. 
hData In parentheses are significantly less accurate. An eseimated fist lower 
base line was used to obtain the (1-f) vs. T curve. 
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Table EI-2 Nearest-neighbor Contributions co Double Scrand Formation in 1M 
NaCl, pH 7 . a 

Nearest AG0,25°C AH° A s o 
N e i g h b ° r ( k c a l " - 1 " 1 ) C'<cal mol-1) ( c a l d eg - l r a o l - l ) 

-A-A-
-T-f- -1.5+0.2 -10 .2 _ 2 9 

1 r -A-T- ^ -T-A- > 
J I _f-A- + -A-f- J -1 .0±0.2 - 5 . 5 _ j 3 

1 e -A-G- _,_ -G-A- A 
2 I - f - c - + -c-f- ) "1.5+0.2 - 7 . 6 _2i 

1 r -A-C- -C-A- , 
I » - f -G- -G-f- J -1.8+0.2 - 8 . 5 -22 

-̂ W -a ~ " i — 2 W - W -
The values given are for Che reaction • ^ -1 . 2 

^ - C " C l " C 2 -C2 
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analysis of the oligonucleotide used in this study is 

{%\yrla) = I (Sl£) +<( ( :££) )+ C££) 1 + ( C£?l) + t ^ D ) (//- 3) 
The terms in square brackets equal the nearest neighbor contribution of CASG CT6G. 

Instead of using the experimental data for this duplex, we use a least squares fit to 

the experimental data (18, 19) for CAnGCTnG (n=5, 6, 7). This gives a best nearest-

neighbor equivalent for CA6G-CT&G. By subtracting the thermodynamic parameters for 

this CA5GCTSG equivalent from measured values in Table II-1, we obtain the nearest-

neighbor thermodynamic contributions for the terms in parentheses. For example 

AG°( (ZTZYZ) + {ZYZTZ) ) = &&[dCAaXA3G-dCT3YT3G)-&&[dCA6G-dCT6G){II-A) 

Comparing only these very similar duplexes we obtain data which do not require 

assumptions about free energies of initiation or about end effects. 

Table EE-2 gives AG°(25°C7), A£T° and AS0 for the nearest-neighbor contribution to 

formation of Watson-Crick base pairs in a double strand. The ({ZTZTZ)) contribution to 

AG0 at 25°C is much greater than the average obtained from £ ( (z£zJz) + (Z^Z^Z) )» 

and is more nearly equal to i ( (z£z£Z) + (Z§Z£Z) ) and £ ( (z£Z§Z) + (Z?Z£Z) )• 

Note that this means replacing an AT base pair by a GC base pair does not always 

increase the stability of the double helix in DNA. The AG0 data in Table II-2 are 

consistent with those obtained from a much more extensive set of oligonucleotides 

measured by Markey and Breslaur (12). The AG0 values are more directly related to 

the measurements (AG0 = -RTlnK) and are thus more accurate than values of A#° 

and A5°, particularly for the less stable duplexes. 

The anomolous properties of dA-ndTn 

Although AH0 and AS0 values are less reliable than AG0 the magnitudes of the ef­

fects seen in Table II-1 and II-2 for Watson- Crick base pairs merit comment. The most 

negative enthalpy (favorable) and most negative entropy (unfavorable) occur for forma­

tion of dCA7GdCT7G. The helix with the center AT reversed {dCAzTAsGdCTsATsG), 
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has a much less favorable enthalpy and a more favorable entropy; the net effect is a 

less favorable free energy. Since the publication of this data (15), the anomolously 

low enthalpy of die dAndTn sequence has been confirmed (21). The special stability 

of the (ZTZT-) sequence may be linked to die unique properties of polydApolydT. 

Experiments using the band shift memod (22-24) to measure helical repeat lengdis of 

DNA sequences in supercoiled plasmids have shown that die sequence dAndTn forms 

a helix witJi a pitch of io(+)o.i base pairs, compared to a pitch of to.6(+)o.l for all 

odier sequences measured. Moreover, Crothers and coworkers (10, 25) have suggested 

that die sequences dA-sdT6 and dAadT9 in a restriction fragment have a non-standard 

secondary structure, causing a bend at die junction between the dA-ndTn sequences and 

B-DNA sequences. Odier unusual properties found for polydApolydT include cooper­

ative binding of intercalating drugs (26, 27), die lack of capacity to form chromatin in 

die presence of nucleosomes (28), the lack of capacity to form A-DNA in low humid­

ity fibers (29), and die capacity to induce specific antibody production (30). These 

properties may be related to the polydApolydT structure observed in fibers (31, 32), 

which apparendy has an exceptionally narrow minor groove. Dickerson (33) has pos­

tulated diat die relatively narrow minor groove in B-DNA is related to the formation 

of an ordered water structure known as die "spine of hydration" which is expected 

to form most strongly in polydApolydT. The very large entropy for the melting of 

dCA7G + dCT7G is consistent with mis speculation, since an ordered water structure 

would be associated widi a low entropy. Moreover, die exceptionally low endialpy 

observed for an uninterrupted run of A residues is consistent widi die speculation of 

Breslauer et al (27) that the binding of netropsin and various intercalators induces an 

endothermic conformational change to 'standard' B-form in polydApolydT. It is pro­

posed (27) that this conformational transition requires an enthalpic input which offsets 

the favorable enthalpy of binding. Table II-1 also shows values for the standard free 
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Tab le II-3 DesCabt l i zaCion of Double H e l i c e s by Base-Base 
Mismatches or Wobble Base P a i r s a 

Mismatch/ AG", 25° AH° AS" 
Wobble ( k c a l m o l - 1 ) ( k c a l m o l " 1 ) ( c a l d e g - 1 m o l - 1 ) 

- 8 . 1 -27 

- 6 . 0 -20 

- 5 . 1 -18 

0 . 3 1 

7 . 6 22 

- 5 . 7 -23 

- 2 . 5 -13 

10.6 31 

- 7 . 1 -29 

1.9 7 . 2 j j 

2 .0 - 7 . 8 - 3 3 

2 . 1 11 .7 32 

-A-T-A-
-T-G-f - 0 

-A-G-A-
• • 

- T - G - T -

0 .2 

-A-G-A-
-T-A-T- 0 . 3 

-A-G-A-
• . 

—T—T—T— 

0 .7 

-A-A-A-
-T-G-f - 1.2 

-A-C-A-
• * 

-r-T-i-

1.2 

-A-T-A-
* • 

- T - C - T -
1.5 

-A-A-A-
-f-A-f- 1.5 

-A-T-A-
• a 1.5 

-T -T -T -

-A-C-A-
-T-A-T-
-A-C-A-
-f-C-f-
-A-A-A-

• * 
-T-C-T-

aThe values are obtained by subtracting nearest-neighbor contributions present 

in dCA^G'dCT^G from the data present in TableII-l# The values from a least 

squares fit to dCAgG-dCTgG, dCAgG«dCTgG, dCAyG'dCTyG are AG" = -6.5 kcal 

mol" 1, AH° = -47.5 kcal mol - 1, AS" = -138 cal deg - 1 mol - 1 for the nearest 

neighbor approximation to dCAcG'CTgG. 
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energy at 50° C using the equation 

AG°(25°C) - (T - 25°C) x AS0 

Note that at higher temperatures the two GC duplexes are more stable than both AT 

duplexes. Again, this is consistent with the finding (34) that the anomolous bending 

of the AnTn sequence disappears at high temperature. If the conformation of dA-ndTn 

changes as n increases beyond n = 2, the nearest neighbor parameters obtained here 

may be more relevant to dAndTn{n > 5) than to sequences with only two or three 

neighboring AT pairs. 

C. Mismatched or wobble bases 

Background; fidelity of replication 

The base pair complementarity of DNA discovered by Watson and Crick insures 

the faithful replication and propagation of genetic information, however mispaired or 

noncomplementary bases are sometimes incorporated (1, 35). If allowed to propagate 

to the next generation a mismatched pair of bases incorporated during replication will 

lead to a mutation in the amino acid sequence of the protein product. Several en­

zymes are present in the cell which recognize and correct mistakes in replication, thus 

increasing the fidelity (36). Until recently nothing was known about the mechanisms 

for recognizing mistakes in replication, but it is now becoming possible to compare 

thermodynamic, structural, and genetic data (35). The relative frequency of mutations 

due to various mismatches can be affected by several factors, including the relative 

thermodynamic stability of the mismatches (which may or may not be similar in the 

cell and in aqueous solution), kinetic factors, and ability of repair enzymes to rec­

ognize specific mismatches. The relationship between thermodynamics and kinetics 

of mismatch formation is discussed in (35), while experimental data on kinetics are 

presented in (37). This section presents thermodynamic parameters for the twelve mis­

matched oligomers of the series dCAsXAsG + dCTzYTzG in solution and discusses the 
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implications for understanding fidelity of replication and mechanisms of DNA repair. 

Since the publication of this data (see 15, which also includes earlier references), other 

thermodynamic (38, 39) and kinetic (37) studies have appeared which have reported 

results consistent with those presented here. 

Methods and results 

Melting experiments were performed and analyzed as described above. The mis-

matches and wobble base pairs are destabilizing to widely varying degrees relative to 

the perfect duplex (Table II-1). For example, the duplex with a GT wobble has a Tm 

of 31°C at 400nM strand concentration, whereas an AC mismatch results in a Tm of 

19°C. The most stable non Watson-Crick base oppositions in the duplexes are GT, 

GG and G A; die least stable are TT, AA, AC, CC and CT. The thermodynamic 

contributions of all diese base-base oppositions can be treated in a nearest-neighbor 

analysis as an internal loop of two bases regardless of whedier or not the bases are 

hydrogen bonded. The results (given in Table II-3) indicate the wide range of stability 

of "an internal loop of two bases". The AG0 values show that GT, GG and GA are the 

most stable; this is consistent with hydrogen bonding which has been reported in GT 

and GA (40-42) and suggest that GG also forms hydrogen bonds. Sequence effects 

due to stacking are very important as shown by die slight destabilization caused by 

[ZrZA-T-)' compared to the large stabilization caused by (z£l£z£l) which posseses 

the same hydrogen bonding possibilities. The other base oppositions destabilize the 

helix widi an unfavorable standard free energy at 25°C relative to CA6GCTSG varying 

from l.o kcal mol - 1 to 1.9 kcal mol - 1 . In general the most unfavorable base to have 

in a mismatch is C; G tends to be the least destabilizing. The order of stability is 

approximately GT > GG > GA > CT > A-A = TT > AC = CC, but is dependent on 

the surrounding sequence. The order may be somewhat different in sequences which 

are not dAndTn. 
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Comparison of relative stabilities of mismatches to relative rates of misincorporation 

and repair in vitro and in vivo 

Several recent studies have made use of genetic assays for repair of site specific 

mutants to obtain qualitative data on relative repair efficiencies of mismatches in vivo 

(43-48) and in vitro (49-52). In vivo studies can examine relative mismatch repair 

efficiencies for post replicative proofreading systems (44-48). Typically a mutation 

is identified in a bacteriophage which produces a phenotypic marker, for example, 

the ability to lyse the host cell. A point mutation may produce a stop signal (i.e. a 

nonsense mutation) preventing synthesis of a protein that is critical to the lytic process 

(53) or affect binding strength of a protein "switch" whose binding induces lysis (43) 

by occuring within the recognition site. The mutated progeny are easily identified 

through their ability to lyse the bacterial host cell under conditions in which lysogeny 

(a state of what might be called peaceful coexistence between the phage and the host 

bacteria) ordinarily would occur or vice versa. DNA from mutant colonies is collected, 

denatured (47), (or the phage DNA is isolated during a single stranded stage in the 

phages' life cycle (43)) and each strand annealed to a wild type strand to form a 

mismatched duplex. The heteroduplex is then transfected into a host, and after several 

generations the progeny are assayed to determine the efficiency of repair (43). 

By carrying out such experiments within repair deficient strains of E. coli, the 

relative mismatch repair efficiencies of several post replicative proofreading enzymes 

have been investigated (45-47). The products of genes mut H, mut L, and mut S are 

known to be involved in methylation directed mismatch repair in E. coli (54). Their 

repair efficiencies for mismatches do not correlate with thermodynamic stabilities. 

Radman and co-workers (47) report that Mut L repairs GG, GT, AC, TT, A-A, and GG 

with high efficiency, while AG, CT, and C C were repaired with much lower efficiency. 

Moreover, some repair enzymes are probably specific for certain mismatches (46). 
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The repair efficiency is highly sequence and orientation dependent (45, 48). Similar 

findings have been reported for the hex repair system in Streptococcus pneumoniae 

(44). 

Prokaryotic DNA polymerases also possess a 3' - 5' exonuclease proofreading ac­

tivity (36). This activity in Ti DNA polymerase has been tested with eight mismatches, 

including some with reversed orientation with respect to neighboring bases (51). The 

relative rates of efficiency of repair are A- A > AC > AG,G A,GG,AC,AC,TT » 

TG. Considering sequence effects these data are not inconsistent with a thermody-

namically controlled mechanism, but the quantitative disagreement between relative 

repair efficiencies and thermodynamic stabilities is strong enough to merit skepticism. 

In vitro experiments can test for the relative rate of incorporation of mismatches by the 

polymerizing activity alone. This experiment has actually been performed using a eu-

karyotic polymerase (52), and the error rates (GG > {GT+CT) > AG » C A > GA > 

TT) roughly correlate with thermodynamic stability. Similarly qualitative agreement 

is observed in E. coli replication fidelity (49, 50). 

DNA ligase is involved in several stages of replication, especially on the lagging 

strand (36). Preliminary evidence suggests that restriction fragments with single mis­

match containing cohesive ends are ligated with an efficiency roughly predicted by the 

mermodynamic stability of the mismatch (55) ignoring neighboring sequence effects. 

It is possible diat the thermodynamic parameters reported here in aqueous solutions 

are very different from those present in vivo where DNA is highly compacted and 

complexed with proteins (35). However, the qualitative agreement between relative 

thermodynamic stabilities in aqueous solution and relative error rates in replication and 

ligation suggests that the hydrophobic environment of a protein may not dramatically 

affect the energetics of the DNA. With that qualification in mind, the overall picture 

that emerges is as follows. The processes of replication and repair of mismatches 
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are under die control of several enzymes, some perhaps not yet discovered. Some of 

the enzymes involved recognize mismatches merely by dieir thermal instability, their 

activity is diermodynamically controlled. Odier enzymes (including all post replicative 

proofreading enzymes characterized so far) repair different mismatches widi varying 

efficiencies and show strong sequence effects. It appears mat some of these repair 

enzymes specialize in repairing specific mismatches or perhaps even mismatches at 

specific sites (45). 

Possible structures of mismatches 

The apparent ability of repair enzymes to recognize mismatches suggests mat mis­

matches may ha^e unusual structures which are recognized by the enzyme. Possible 

hydrogen bonding schemes for all base-base oppositions are shown in Figures 77-3 

to II -5. Watson-Crick base pairing is included to allow a qualitative comparison of 

the Ci' - CM distances and orientations of the different pairs. In recent years several 

studies have appeared proposing base pairing schemes for mismatches based on crys­

tal structures (56-59) and NMR (40-42, 60-63). The most studied combination has 

been G A (40, 42, 48, 56, 57). Two crystal structures have resulted in two different 

proposed base pairing schemes. While Priv'e et al (56) observed the G[anti)-A(anti) 

shown, Brown et al report (57) a G{anti)-A(ayn) structure in a different sequence at 

somewhat lower resolution. The structure shown in figure II-3 is also consistent with 

that proposed on the basis of NMR data (40, 42). However an NMR investigation by 

Fazakerly et al (48) found evidence for very different structures in two sequences. The 

neighboring sequence dependence observed for the structure of GA mismatches is con­

sistent with the orientation dependence observed in the diermodynamic measurements 

as well as the neighboring sequence dependence of repair efficiencies. The GT struc­

ture shown has been well established by NMR (41, 63) and crystallography (58). The 

G{anti)G(ayn) base pair has not been seen to our knowledge, but the hydrogen bonding 
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igure ll-3Postuiated base pairing acheaes for base pairs involving guanine. 
The drawings are to scale; G-C i s shown to indicate relative di = tances bet-. 
CI' atoms and to give re la t ive Cl'-H bond o r i e n t a t i o n . 

Watscn Crick Gian/i) C [an//) 

Wobble G {anti)- T {anti) 

G [anti ) • A {anti) 

G {anti) • Q{s/n) 
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Figure l!-4 
Postulated base pairing schemes for base pairs involving adenine. 

Watson Crick A{ant/)-T {ant/) 

A {anf/) • A( anf/) 

A {anf/) • Z{anti) 
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Figure II-5 Possible pyrimidine-pyrimidine base pairs. There is no 
experimental evidence for these pairs. The geometries are very 
different from Watson-Crick base nairc :son-Crick base pairs. 

J [ant/)- C(anfi) 

T(tf/7//)-T(<7/7//) 

C ion?/) Cianf/) 
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shown is postulated in a four-stranded polyG structure (64), in low pH polymer solu­

tions (65), and evidence for some form of G[anti)G(syn) is seen in telomeric DNA 

sequences (62). Another possibility is two hydrogen bonds of die type Ni-H-06. In 

Fig. II-4 the AC structure has been postulated by Patel et al. (60) and by Kollman 

(66), however a structure witfi two hydrogen bonds containing a protonated adenine 

has been observed by Hunter et al. (59) in a crystal. The A(anti)-A(anti) structure 

is speculation; another possibility is A(anti) A(ayn) with two N6 - H-Ni hydrogen 

bonds. However, Arnold et al (61) found that A A does not form a stable H-bonded 

structure in dC3AG3. Figure II - 5 contains the least stable base-base oppositions. 

Sugar-phosphate constraints may prevent any of these hydrogen bonds from forming, 

however, Kollman has postulated die TC structure shown (66). Direct proof for any of 

diese base pairs should come from NMR studies of the exchangeable protons to show 

hydrogen bonding, and NOE measurements to establish die syn or ami confirmation. 

The most plausible hydrogen bonding base pairs usually can be drawn for the base-

base oppositions which are diermodynamically die most stable (AG0 most negative). 

The data also show that the neighboring sequence is an important factor in stability. It 

is well known that base stacking is necessary for duplex stability. However, hydrogen 

bonding may be necessary to allow the bases close enough to each other inside the 

helix where they can stack. 

It should also be realized that die free energies of different base pairs vary differ-

endy widi temperature, so dieir relative stabilities at a typical hybridization temperature 

(see section D) may be quite different from diose at 25°C. The standard free energy 

at any temperature can be calculated from that at 25°C using die standard entropy. 

AG°(25°C) - (T - 2S°C) x AS0 

In Table II-1 this equation has been used to provide values of AC°(500C). Note tiiat 

for the AG0 values at die higher temperatures die sequence dependence of die various 
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base oppositions nearly vanish. The two G C duplexes are more stable than the AT 

duplexes. However, one should keep in mind that extrapolation to higher temperatures 

are least accurate for the least stable duplexes. 

As our understanding of the conformations of the mismatches and of their effect 

on the thermodynamics improves, it may not be necessary to measure every possible 

nearest and next nearest neighbor sequence to predict the results. Evidence to test the 

hydrogen bonding schemes shown in Figs. II - 3 to / / - 6 will be most helpful. It 

may be some time before quantitative comparison can be made with repair efficien­

cies, however qualitative comparisons already can identify enzymes with specialized 

activities. 

D. Base Pairing Involving Deoxyinosine 

Background; inosine and probe design 

Hypoxanthine, the base found in the nucleosides inosine and deoxyinosine, behaves 

approximately as a guanine analog in nucleic acids. Inosine occurs naturally in the 

wobble position of the anticodon loop of some transfer RNA's, where it appears to 

pair with adenosine in addition to cytidine and uridine, the nucleosides which pair 

with guanosine in that position. Early studies on physical characterizations of inosine 

containing polynucleotides have been briefly reviewed (67). 

Knowledge of the base-pairing energies of deoxyinosine with the four normal 

bases is of use in the design of oligonucleotide probes. If dl pairs with less specificity 

than the normal four bases, it could be placed at those positions in the probe where the 

base in the gene being sought is unknown. Such ambiguities arise when the genomic 

sequence is not known, but is being deduced from a known peptide sequence; the 

genomic sequence is ambiguous at positions where the genetic code is redundant. See 

(67, and references cited therein) for a discussion of various strategies for designing 

probes. 
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More information on stabilities of mismatches is needed to improve probe design. 

It would be most useful to find base analogs which would be less discriminatory in 

base pairing than the normal four bases, so unique sequence probes of greater and 

more predictable stability could be designed for gene isolation, or at least so that a 

smaller number of sequences in mixtures of probes would suffice. Inosine, because it 

seems to pair less strongly with C and more strongly with A than guanosine does, is 

a candidate for this purpose. 

We have measured the stabilities of a set of deoxyoligonucleotide duplexes contain­

ing each of the four normal DNA bases paired with deoxyinosine. The contributions 

of matched and mismatched deoxyinosine base pairs to duplex stability have been 

calculated. Comparison to results obtained with similar duplexes containing only nor­

mal bases (described in sections A and B) allows evaluation of deoxyinosine and its 

possible utility in probes at positions of base ambiguity. 

Methods and Results 

Synthesis of deoxyinosine containing molecules is described in (67). Melting 

curves were obtained and analyzed as described above. 

Thermodynamic parameters for the helix-coil transition of all nine deoxyinosine-

containing duplexes were calculated from the abscrbance curves as in sections B 

and C and are shown in Table II-4. In Table II-5 nearest neighbor contributions 

to double strand formation are listed for dldC pairs, whereas in Table II-6 nearest 

neighbor contributions have been calculated for the mismatched duplexes, treating the 

mismatched base pair as a two base internal loop, in accordance with die convention 

established in section B. In terms of nearest neighbor interactions, the duplexes may be 

considered as equivalent to dCA&GdCT&G plus either two additional base pair stacking 

interactions, (£*) + (££), or a two base internal loop, (^ZYZT)- We n a v e chosen 

the former treatment for dldC pairs (matched base pairs) and have treated the other 
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dl oppositions as internal loops (mismatched bases), in order to maintain consistency 

with earlier treatments. The distinction between matched pairs and mismatched bases 

is merely formal and is summarized in sections B and C. 
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Table II-4 V a n ' t Hoff Thermodynamic Values f o r Double Helix Formation of 

Deoxyinosine Con ta in ing dCA3XA3G+dCT3YT3G in 1 M NaCl, pH7. 

AG*. 25° C AH° AS" T ( ° C ) d 

X-Y ( k c a l m o l ' 1 ) * ( k e a l m o l - 1 ) 1 3 ( c a l d e g - ^ o l - 1 ) 0 c -400uM 

-66 -191 4 1 . 

- 5 8 -163 39" 

-59 -172 37* 

-63 -186 35» 

-57 -168 30° 

-48 -141 3 0 -

-58 -176 27° 

- 5 0 -147 27° 

-52 -154 26° 

-47 -140 27° 

"Estimated p r e c i s i o n in AG* i s i 0.1 kcal mol" 1 

Estimated p r e c i s i o n i n AH" i s ± 0.3 kcal mol" 1 

E s t i m a t e d p r e c i s i o n in AS* I s ± 9 cal deg _ 1 m o l - 1 

Estimated p r e c i s i o n in T i s ± 1* 
m 

^CAgG -dCT6G. Data from Morden e t a l . , (1983) Biochemistry 2 1 , 428-436. 

I 'C - 8 . 8 

C-I - 8 . 1 

- . _ e 

- 7 . 8 

I «A - 7 . 5 

I«G - 6 . 3 

A«I - 6 . 3 

I ' T - 5 . 9 

T«I - 5 . 8 

G-I - 5 . 7 

! • ! - 5 . 7 



Table II-5 NeareaGt-neighbor C o n t r i b u t i o n s of Deoxyinoslne to Double St rand 

Formation In 1 M NaCl, pH 7 . a 

Nearest AG', 25 *C AH" AS' 

Neighbor (kcal mol - 1) (k cal mol" ) (cal deg mol ) 

lf-A-I- ^ -I-A-, 
2l-T-C- -C-T- ; -1.1 i 0.2 -9.3 -27 
lf-A-C- ^ -C-A-* 
2l-T-l- -I-T-; -0.8 ±0.2 -5.3 -15 

The values given are for the reac tlon -W 2 
- clv r • - W 

c 2 -



Table II-6 D c s t a b l H r a t l o n of Double Hel ices by Deoxylnoslne In Base-Base 

Mismatches or Wobble Base P a i r s . 8 

Hismatch/ AG*, 25*C AH" AS* 

Wobble (kca l n o l " 1 ) (kcal aol"" 1) ( c a l deg" 1 mol" 1 ) 

-A-I-A-
• « 

-T-A-T-
-A-A-A-
- T - I - T -
-A-I -A-

• • 

-T-G-T-
-A-I -A-
-T-T-T-

-A-G-A-
• • 

- T - I - T -
-A-I -A-

• « 
- T - I - T -

AG*, 25' •c 

ca l so l - 1 ) 

-1 .0 

•K), .2 

+0. .2 

+0. ,6 

+0. ,7 

• 0 . 8 

+0. 8 

*T-I!T- + 0 , 7 ~ 2 , 5 " 9 

(kca l aol •>) 

-15.5 

-0 .5 

-9 .5 

-10.5 

-2 .5 

-4 .5 

0.5 

-48 

-3 

-30 

-38 

-16 

-2 

•The values are obtained by subtracting nearest-neighbor contributions present 

In dCA5G» dCT5G from the data given in Table II-4, 

oo 
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Tne pa..s I.C, I., and I:A are exac: analogs of G:C, G:T an= G.A. ' o s i r . e . 

*c?V3n-Crien I l e c / l - C lenn) 

c*e=ct 

&~-^5 T fee 

V - - ^ 

Wo&Ble I Iff/"')-T t j « M 

(Si £fcST 

e-% J- 8 5 1 

1 (ami) • A (ffn//) 

Qsc7 

6(0"' ') • I l v » l 

Z.[Onli) • 1 lO"") 
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Discussion 

The results reported in Table II-4 give information on the stability of base pairs 

containing deoxyinosine matched with each of the four normal bases, each in two 

orientations in the duplexes dCA3XA3GdCT3YTzG, The oligonucleotide duplex lacking 

the central XY pair, dCABGdCT6G, is included for comparison; an "inert" X Y base 

pair would give a duplex with the same stability as dCAeG dCTeG. As expected, IC 

pairs are more stable than other I-containing pairs, but they contribute less stability 

than standard Watson-Crick pairs. The IC pair is less stable in the duplex than G C 

by an average of +1.4 kcal mol - 1 in standard free energy at 25°C and less stable than 

A T by an average of +0.6 kcal mol - 1 (see section B). Insertion of an l A pair into 

the middle of a dCAeG dCTBG duplex is only slightly destabilizing in one orientation, 

but the other mismatches are more strongly destabilizing. The decrease in stability 

from dCA6GdCTaG ranges from +1.5 kcal mol - 1 (XY = IG, AI) to +2.1 kcal mol - 1 

(XY = G I, II) in standard free energy at 25°C. Mismatches in the same sequence 

position not involving I are usually more destabilizing (section B); for example, a C C 

or AC mismatch reduces the stability by +3.3 kcal mol - 1 in free energy at 25°C AS0 

values may be used to extrapolate the AG0 values to higher temperature, as in section 

C. Most hybridization probe experiments are performed near 50° C. 

The relative stabilities of the various base oppositions depend on the number of 

hydrogen bonds that can be formed within the constraints of the glycosidic bonds, and 

on the stacking interactions with the neighboring bases. Possible hydrogen bonding 

schemes with inosine and the four standard bases are shown in Fig. 77 - e. We note 

that two hydrogen bonds per base opposition can be drawn for all pairs. This is in 

contrast to AC and C C for which at most one hydrogen bond is reasonable. The first 

three base pairs in Fig. II-6 are precise analogs of established G-containing pairs 

(Watson-Crick G C, wobble GT and G A) (see section B). The G I pair is drawn by 
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analogy with the G G pairing proposed for a quadruple-stranded poly rG structure (see 

section B). The II pair is the most distorted from B-DNA geometry and is the least 

stable thermodynamically. 

Thus far, to our knowledge, only the IA base pair has been examined through 

NMR and crystallographic techniques. The structure shown in Fig. II -6 has been 

observed in solution (68). In contrast, an IA pairing involving a syn A has been 

reported in a crystal structure (69). 

The implications of the results reported in this section for the design of oligonu­

cleotide probes are addressed in (67) along with the sequence and orientation effects 

observed in Table II-4. 

E. Effects of Physiological Salt Conditions on Thermal Stability 

Background 

It is well known mat the concentration of ions in solution has a significant effect 

on the thermal stability of nucleic acid duplexes in solution (70). Most studies of 

thermodynamic stability of oligonucleotide duplexes in solution including those de­

scribed above have been done in lAf NaCl (12-18, 67, 71). At that salt concentration, 

duplex formation is maximally stabilized with respect to hairpins or single strands, 

facilitating the measurement of parameters for duplex melting, but these parameters 

are of course valid only at \M NaCl. Extrapolation to other NaCl concentrations is 

simple (70), but the effect of varying ions is not well characterized. It is therefore 

of interest to determine how the relative contributions to thermodynamic parameters 

from nearest neighbor pairs differs at lAf NaCl and under more "physiological" (72) 

salt conditions. Here we present thermodynamic measurements in "physiological" salt 

conditions. 
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Table 11-7 

Thermodynamic parameters for duplex formation for 

dCA3XA3G-KlCT3YT3G in buffer 1 containing standard salt conditions for 

the studies in sections A-C (1 M NaCI, 10 mM PO4,0.1 mM EDTA pH=7) 

and in buffer 2 containing more "physiological" salt conditions (150 mM KCl, 

30 mM MgCI2,10 mM P0 4 , 0.1 mM EDTA, pH=7) 

buffer 1 buffer 2 buffer 1 buffer 2 buffer 1 buffer 2 

AH° AH° AS 0 AS° AG 0 AG 0 

-65 -62 -183 -178 -10.1 -8.6 
-68 -69 -196 -205 -9.6 -8.2 
-59 -61 -168 -181 -8.5 -7.2 
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Results and discussion 

Thermodynamic parameters were measured as above for dCAsXA3G + dCT3YT3G 

with the three Watson-Crick combinations of X and Y shown in Table II-7. The 

buffer contained i50mM KC1, 30mAf MgCl2, o.imAf EDTA lOmAf P0 4 , pH= 7. In 

all three cases AG0 at 25°C is exactly 85% of that measured in lAf NaCl. Thus, 

barring an extraordinary coincidence, it is safe to conclude that relative free energies 

measured in lM NaCl are applicable to physiological salt conditions for duplex DNA 

oligonucleotides. No clear trend is observed in AH0 and AS0 values. One caution must 

be added to the interpretation of this data; true "physiological conditions" imply more 

than a specific salt concentration, in fact the interaction of DNA with proteins within 

the cell may change relative thermodynamic stabilities dramatically. The significance 

of the results reported in Table IV-1 lies in the fact that under ordinary circumstances, 

relative free energies for duplex formation are not shifted by unusual salt conditions 

in the cell. 
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Chapter i n 

A. Background 

Poly[d(C - G)\ was first found to undergo a conformational transition in high NaCl 

concentration solutions in 1972 (1). With the crystallization of d(C - G)3 (2) as Z-

DNA in 1979 it became known that alternating (CG) DNA sequences can form the left 

handed structure. Since then many reports have appeared dealing with the physical 

characterization of Z-DNA (reviewed in 3, 4) and with possible biological roles (4-

7) for Z-DNA. Most attention has been focused on defining the structure of Z-DNA 

(2-4), establishing the conditions for its formation in various systems (3, 4, 8-11) and 

measuring thermodynamic and kinetic parameters for the transition (3, 8, 10). The 

underlying mechanism(s) (i.e. the nature of the interface, kinetic intermediates, the 

role of substituents and the cooperativity) are not well understood. 

The studies reported in this chapter were initiated with the goal of investigating a 

thermodynamic property, the cooperativity, for the B ** Z transition in poly[d(5""C-G)]. 

The cooperativity is a measure of the degree to which a given step in the transition 

increases the rate or the probability of further steps in the transition. It can be charac­

terized by a parameter, JV0, the cooperative unit, which is defined as the average length 

of a B or Z tract in an infinite length polymer under conditions in which the polymer 

is in a "fifty-fifty" B, Z equilibrium. The cooperative unit is one of the parameters 

involved in the analysis of experiments in which intercalating drugs are used to induce 

a transition between B and Z forms (12,13). The cooperativity of the B =* Z transition 

may also play a role in the process of genetic recombination. In the early stages of 

recombination, it is believed that strands from two double helical DNAs must join to 

form a Holliday junction (14), in which the topological linking number (the number of 

times two strands intersect each other in their two dimensional projection) of the two 

strands must be zero. Such a situation may lead to stretches of thousands of base pairs 
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in which half must be left handed and half must be right handed. If the left handed 

tracts are Z-form (the only known form of left handed DNA), then their average length 

will be a function of the cooperative length. The cooperativity also reveals informa­

tion about the junction. If the cooperative length is found to change with temperature, 

that would be an indication that the unfavorable free energy of forming a junction 

has an enthalpic component, possibly due to the unstacking of bases. It is not known 

whether or not the formation of a junction requires or favors a local1 opening of the 

double helix (15). 

The cooperativity for the B ^ Z transition has been investigated for several B - Z 

systems using calorimetric methods (16, 17) and salt titration curves (3, 18, 19). This 

chapter presents theoretical predictions for the length dependence of B =* Z transition 

curves for various values of JV0, the cooperative unit, and compares these predictions 

with data for poly\d(Sm'C - G)} in 0.35 mM MgCI2, 50 mM NaCl, 5 mM tris pH 8. A 

value of 1200 ± 400 base pairs is estimated for the cooperative unit, and a model is 

presented to explain a previously unexpected correlation between measured van't Hoff 

enthalpies and kinetic lifetimes. 

B. Theory 

The experimentally accessible parameter here is the van't Hoff enthalpy obtained 

from the slope of lnK„, versus l / r as in chapter II. In order to derive predictions 

for the behavior of the van't Hoff enthalpy as a function of chain length some one-

dimensional Ising models will be considered. The following discussion is derived 

' from (20) and (21), the most general treatment of the problem is (22). 

Ising models and the matrix method 

The first Ising model was formulated in an attempt to develop the simplest conceiv­

able model for ferromagnetic phase transitions (23, 24). A one-dimensional system 

was assumed with only nearest neighbor interactions. This system cannot undergo 
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a phase transition, and for some time it was believed that this was true for all one-

dimensional systems (24). However, it has since been shown that a phase transition 

does occur in a infinite one-dimensional Ising system with a long range potential (25, 

26). Poland and Scheraga (26) point out that though this system is physically un­

realistic, strictly speaking the same is true of the liquid-solid and liquid-gas phase 

transitions observed in three dimensions. In both cases the same requirement exists 

for the discontinuities in thermodynamic functions (and their derivatives) which define 

a phase transition; die system must be treated in the thermodynamic limit, i.e. it must 

be considered as an ensemble of an infinite number of components. In other words, 

neither system undergoes a true phase transition, even though an ice-water system, 

which contains on the order io 2 3 components, comes much closer than a helix-coil or 

B ** Z transition in a biopolymer. Therefore an Ising model approach will be capable 

of predicting the phase transition-like behavior observed in biopolymers. 

In order to model poly\d(hm*C - G)] as an Ising system, the polymer is represented 

as consisting of individual units (i.e. base pairs) each of which can exist in either the 

B or Z configuration. An equilibrium constant, S, is defined for the conversion of a 

single base pair at a boundary from B form to Z form. 

...BBBZZ... =* ...BBZZZ... 

A cooperativity parameter, a, is defined such that aS is the equilibrium constant for 

the nucleation reaction 

...BBBBB... ** ...BBZBB... 

then a is the equilibrium constant for the reverse nucleation reaction 

...ZZZZZ... =* ...ZZBZZ... 

a describes the extent of cooperativity of the system-it is related to the unfavorable 

energy for forming a boundary between B and Z forms. It can be shown that a is 

related to the cooperative unit (20) 
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#0 = l + ff~* 

All of the relevant thermodynamic parameters can be derived from the partition 

function 

where die summation is over all accessible states of die system, and Ei is die energy 

of die t"1 state. The power of using die partition function resides in die fact that any 

average quantity, ~A can be written as 

since the probability of die Ith state is proportional to e^fr. Sometimes the term in 

die numerator can also be expressed as a function of Q (see below). 

Now consider die partition function for a B s=* Z transition in a system with, say, 

2 residues, so diat the system has 23 = 4 possible states as illustrated in Figure / / / - 1 

(in general die number of states with N residues is 2s, though some of diese states 

will be identical due to symmetry) 

<3(2)=S2 + 2cr*S + l 

The system widi diree residues has eight possible states 

Q{3) = S3 + 2<7*5a + aS + trS2 + 2<r*S + 1 

= (l,S)M*(j) 
in general 

«(JV)-(l,5)Jf " - * ( } ) 

This manner of generating Q is known as die matrix metiiod. The physical meaning 

ofM 

Z 

B Z 

1 aiS 

a i S j 
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Denumeration of states and their statistical weights () for a B-Zsystem with (a) 2 and 
(b) 3 residues. 

(a) BB ZB BZ ZZ 

0) (a 1 / 2S) (a 1 / 2S) ( S 2) 

(b) BBB BBZ zse ZZZ 

0) (a 1 / 2S) (a 1 / 2S) S3 

BZB ZBZ ZZB ezz 
(oS) (aS2) (C1 /2S2) (a 1 / 2s2) 
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Figure 111-2. Illustration of the distinction between the 'actual' cooperative unit. N 0 . 

and the 'effective' cooperative unit, N". (a) N 0 is the average length of a B or Z tract 

for an infinite length polymer under fifty-fifty equilibrium conditions, (b) distribution 

function for the fraction of B or Z tracts of length N for an infinite length polymer, 

f(N)=o l ' 2/(1+o l ' 2)N(26). The mean is at N 0 (c) distribution function for a pclymer 

of length 2N 0. Since the upper part of the distribution (>2N0) is cutoff, the mean 

average length of a E or Z tract. N. is less than the cooperative unit. N 0 . For an 

order -disorder transition, the distribution function below N also changes (25). 
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is as follows: the n"* multiplication by the matrix M represents the addition of the 

nth residue to the chain. If the (n-1)"1 residue was Z-form, a statistical weight of s is 

generated if the n"1 residue is Z form or a statistical weight of ai if die n"1 residue 

is B. If the (n-1)"1 residue is B, a statistical weight of 1 is added for a B form n"* 

residue, otherwise the statistical weight is cris. For a given N, the partition function 

may be calculated numerically by computer or the matrix M may be diagonalized by 

a similarity transformation, T 

Ai and A3 are the eigenvalues of M; die matrix T is constructed from the eigenvectors 

of M by standard mediods (27). The audiors of (27) derive 

Q(iy) = ( i , a 5 ) ( r A " - l r - 1 ) ^ 

based on the Zimm-Bragg model (21) for the helix to coil transition in proteins, where 

it is assumed that end residues favor the coil form. The equivalent expression for the 

case in which end residues do not favor eidier die B or Z forms is 

Q{N) = (l,S)(TAN-lT-l)(^j 

The matrix M used here differs slightly from the one used by Zimm-Bragg 

M(Zimm - Bragg) = I °s J 

However, the eigenvalues of the two matrices are identical, die difference between the 

two expressions for Q lies in die pre-muluplication by a row vector. In the Zimm-

Bragg case a factor of a is introduced if the end residue is helical, reflecting the fact 

diat die polymer ends tend to be coiled or disordered. The class of transitions which 

obey this assumption is called die class of "order-disorder" transitions. 

Limiting behavior and the van't Hoff enthalpy 

This section discusses the behavior of the van't Hoff endialpy, LHvh « r 3 ^ as a 

function of die number of residues. The fraction of Z form residues, e, in a polymer 

of lengdi N can be written as 
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where the summation, i, is over all possible numbers of Z residues within a chain, 

P(i) is the total probability of i residues within a chain being Z form, p(i, j) is the 

statistical weight of any particular state in which i residues are Z form and j residues 

are boundaries and fi,,, is the number of possible configurations in which i residues 

are Z and j are boundaries. Substituting 

P(i-,y) = <7*s* 

yields 

Njy n, ,„is- N dS 

For short chains (N <: NQ), when the transition is expected to be all or none, only 

those states which contain no junctions are expected to contribute to Q 

Q = SN + l III - 2 

Where differences in cooperativity for B and Z forms at the helix ends have been 

ignored as before and in contrast to the Zimm-Bragg case. 

As a consequence of this assumption, the midpoint of the transition is predicted 

to occur when 5=1 (in the Zimm-Bragg case the ends favor the coil form, thus the 

overall transition will reach the midpoint only when helix states are more stable than 

coil states for internal residues, so that s >1). Then substituting III - 2 into / / / - l 

and taking the derivative with respect to T yields 

# - *$ l . - i - ^ 

at the midpoint, where A£7£, is die enthalpy difference between B and Z forms for 

a single residue and Tm is the temperature at the transition midpoint. Therefore, the 

van't Hoff enthalpy is equal to the actual enthalpy JVAH ,̂ for the transition for a chain 

of length N (N <: N0). 

When N becomes much larger than N0, end effects can be ignored and the system 
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becomes identical to the Zimm-Bragg case. The van't Hoff enthalpy is obtained from 

an "apparent equilibrium constant" 

dlnK _ l dS d(lnS) 
dT ~ 8 ( l -» ) d{lnS) dT 

Substituting the Zimm-Bragg expression for 9 (20) 

Recall N0 = A- =the cooperative unit, so that the van't Hoff enthalpy is 

AHvk = NoAHt,, 

This means that in a very long polymer, the van't Hoff enthalpy corresponds to the 

enthalpy change that occurs when a cooperative unit of residues converts from Z form 

to B form. 

Intermediate length polymers 

In polymers for which N is of the same order of magnitude as N0, no simple 

expression exists for the van't Hoff enthalpy. In this section two combinatorial models 

are described for predicting the behavior of B =* Z transition curves as a function of 

N and the cooperative unit N0. The first model assumes that the van't Hoff enthalpy 

can be written as 

AHvk = 7f{ N) Atffcp JJ7 - 3 

where ~N[N) is the average length at the transition midpoint of a B or Z tract in a 

polymer with N residues. The difference between N0 and W is illustrated in Figure 

III - 2. It is also assumed that ends do not favor B or Z forms so that 5=1 at the 

transition midpoint. 7f is then simulated direcdy based on statistical factors without 

use of a partition function. The alternative approach uses the Zimm-Bragg assumption 

mat end residues favor one form over the other, and calculates expressions for Q and 

9 at 5=1 (as a function of N) based on combinatorial considerations without die use 
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of matrices. The first approach will be referred to as an order-order model, the second 

will be called an order-disorder-model. 

The order-order case 

The following conditions are assumed: (1) the source of cooperarivity is the 

unfavorability of B- Z junctions (2) the B *± Z transition is two state and intramolecular 

(3) the sample is monodisperse with respect to polymer length (4) the B-Z equilibrium 

at the midpoint of the transition is represented by an intrinsic equilibrium constant, S, 

equal to unity for individual base pairs. This final assumption is not made in models 

for order-disorder transitions. 

The average length of B or Z form tracts (N) may be calculated for a polymer of 

length N from: 

WW = Ef-o ^ W i)P{j) III - 4 

where j is the number of boundaries or junctions, P(j) is the probability of a polymer 

molecule having j junctions, and W[N,j) is the average length of B- or Z-form tracts 

in a polymer containing N residues j of which are junctions. Ignoring end effects 

^Wi) - I3&T I I J - 5 

The variable P(j) is calculated from 

where p(j) is the normalized probability of any given configuration in which the poly­

mer contains j junctions and the term 

, PI 

is die number of configurations in which a polymer molecule with N residues may 

contain j junctions. Adjustment of the above term to accomodate a constraint of 1 

to 10 base pairs between two B-Z junctions has a negligable effect for cooperative 

units greater man 500 base pairs. The term p(j) is the product of the probability that j 

specific base pairs are junctions (<r*) and N-j specific base pairs are not (l — 0%) ~3 
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p(y)«ffi(i-ff*)w~ y III - 7 

where a > is die probability or equilibrium constant for a B - Z junction when S=l. 

Finally, die cooperative unit corresponds to 

Thus, for a given cooperative unit (7V0) die average lengtii of B- or Z-form tracts (N) 

at die midpoint of B - Z equilibrium can be calculated for a polymer of lengtii N by 

substituting eqs III- 5,6,7 into III-4. The program bzcoop (see appendix HI) carries 

out diis computation. 

Order-disorder transitions 

The combinatorial metiiod has been applied to die order-disorder case in (26). 

With minimal approximations (e.g. requiring a monodisperse sample and large enough 

N to replace sums in Q by integrals) expressions are derived for Q and e for die case 

5=1. If dieir expressions are adapted to die B =* Z transition widi the B-form assumed 

to be die disordered state 

*«i " 1 ~ iflS f o r M*- 1 < a 2 5 U l ~ 6 

0.-i = J{1 - ^ y ) for [tf].=1 > 0.25 / / / - 7 

The temperature T,-x at which 5=1 can be obtained from die transition midpoint for 

a sample containing polymers much larger than N0. Then 8(N) can be obtained from 

the fraction Z form measured at r,_i for a sample containing polymers of length N. 

The cooperativity, a, is computed by inverting eqs. (/// - 8,9) for measurements of 

9.=i at several values of N, and averaging the results. 

C. Comparison with experiment and estimate of N0 

In diis section experimental data for die B =* Z transition in poly\d{Bm*C -G)] is 

evaluated in according to die above theoretical considerations. The data discussed 

here are also presented and discussed elsewhere (28). Figure / / / - 3 shows a series 

of fraction Z-form versus temperature curves for poly[d(Sm*C - G)\ in 0.35 mM MgCl2, 
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50 mM NaCl, 5 mM tris, pH 8 for samples of different lengths. Poly\d(hm°C - G)\ 

was fractionated according to size and purified as described (28). This procedure 

produced samples with different size ranges, however, samples were not monodisperse 

as assumed in section B. The curves shown in figure III - 3 were produced by first 

monitoring the absorbance at 295 nm for the fractionated samples in the above buffer 

and normalizing A»5 to 1 at 55 °C. The absorbance data were men converted to 

fraction Z form versus temperature using 

f = lA(T)-Ab(T))/[AM(T)-Ab(T)} 

where A{T) is the observed absorbance at temperature T, and AX[T) and Ab[T) are 

the Z-form (upper baseline) and B-form (lower baseline) at the temperature T. The 

Z-form baseline was assumed flat {A^^normaiimed) = 1) while the slope for the B-

form baseline was obtained by averaging the slopes of low temperature linear regions 

from all the curves. The intercept for the B-form baseline was chosen individually 

for each curve. Each curve was men smoothed and differentiated using the program 

derivative (appendices / / - III). The van't Hoff enthalpy was calculated either using 

AJJ„h = -ART2^ (derivative method) or by inputting the smoodied data into the 

programs freeuni and Istft (appendices n, HI). The second memod converts 9 versus 

T to RTlnK versus T, then calculates a slope and intercept to obtain ASvh and AHvh 

respectively. ASvh can be obtained from the derivative method using the relation 

A5B h = ^ 

for a unimolecular transition where Tm is the midpoint temperature. The two calculated 

values for A5 o f c and for &Hvil differed by less than 10% in every case. Presented values 

are the average of the two calculated values. 

Values of AHvk are plotted in figure III-A along witii a theoretical curve of ( ^ ) for 

a range of values of N0 based on the order-order model presented above. Eq. (777 - 3) 

predicts that aff i i . = $•• (£-#*— = AJ7wh for an infinite length polymer) since 
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A#6p is assumed independent of polymer length. A comparison of experimental data 

wirh the order-disorder model is presented in Table HI-1. Values of $ and calculated 

values of a are presented for each curve assuming three values of Tt, the temperature 

at which 5=1. The values of Tt were chosen based on the transition midpoint of the 

longest polymer sample, in this case 39.4 °C. Since the longest polymer length sample 

was not of infinite length, it can be presumed that it undergoes its transition midpoint 

at a temperature slightly lower man that at which 5=1. 

The data in Table IH-1 indicate mat JV0 is best fit to a value between 1000 and isoo 

base pairs for an order-disorder transition, while figure III - 4 suggests a best fit of 

800 - 1200 for an order-order transition. 

The nature of the transition 

From comparison of the fit of experiment to theory shown in figure III - 3 to 

that found in Table EH-1 it appears that the order-order model fits the data as well 

if not better than the order-disorder model. However, there are at least three reasons 

to believe that the system is actually behaving as an order-disorder system, witfi 

the B-form corresponding to the disordered state (e.g. B-form is favored for end 

residues). First, the increase in die transition midpoint temperature for decreasing 

polymer length clearly apparent in figure 777 - 3 is predicted for an order-disorder 

transition, since B form ends will tend to induce internal residues to adopt the B state, 

and this effect is strongest for the shortest polymers. The order-order model presented 

above would predict an intersection of all curves at 9 = | . Second, DNase I digestion 

experiments were performed under conditions (3 mM MgCl3) in which the polymer 

was predominandy Z-form as revealed by UV absorbance and circular dichroism (CD). 

When electrophoresed on an agarose gel and ethidium stained following digestion, the 

Z-form polymers were apparendy intact, while similar experiments on B-DNA resulted 

in virtually complete cleavage. When the same experiment was performed on 5'3aP 
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labeled samples and products were electrophoresed and autoradiographed, no label was 

visible. This result can be explained if the end residues were B-form, and therefore 

susceptible to digestion even under conditions in which the overall B - Z equilibrium 

heavily favored Z-form. Third, experiments on a set of d(im'C-G)n oligomers (n=3, 5, 

9) showed that these oligomers require much more stringent conditons ([MgCl]2 > 100 

mM, 50 mM NaCl) in order to produce a significant contribution of the Z-form to 

the equilibrium. Thus, it seems that under me conditions of these experiments, end 

residues of poly[d(6meC - G)\ have a strong preference for B-form as compared to 

internal residues, as assumed in the order-disorder model. 

Kinetic measurements 

Rate constants for the B ^ Z transition were measured for the same set of sized 

polymer samples as above by jumping the MgCl2 concentration from o to 3mM MgCl2 

and measuring the absorbance at 295 nm as a function of time. The A 2 9 5 versus time 

curve was fit to a single exponential. The transition rate was found to increase as a 

function of polymer length (fig J/J - 5, also 28) contradicting theoretical predictions 

(22). Repetition of the experiment at 35°C, 40° C, and 45° C (28) led to the conclusion 

that the activation enthalpy for the transition is constant with respect to polymer 

length. Therefore, the observed effect of polymer length on the transition rate must 

result mainly from a prc-exponential (or "entropic") factor KQ in the rate constant 

KT = Koe^, where H' is the activation enthalpy and KT is the rate constant for 

conversion of B-form to Z-form. 

A remarkable correlation is observed between the kinetic and thermodynamic data 

(Table III-2). Empirically, the lifetime r for the B =* Z transition in poly[d{bm*C - G)} 

is found to be inversely proportional to the square of the van't Hoff enthalpy. For this 

reason, theoretical values of 7T7, which is expected to predict &H~*, are plotted in 

figure 777 - 5 alongside r. The reasonable fit of both 
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Temperature (*C) 

I l -Z transition curves or poly(<IG-m5dC) in 0.35 mM MgCI 2 > 50 mM NaCI, 5 mM 
TRIS, pi I 8 as a funciion of polymer length . Fraction Z-form versus temperature for 
poly(clG-m5dC) samples of varying length. For the curves from left to right, the respective 
polymer lengths ranges are I 1000-6000. 7600-3X1)0, 4500-2400, 2700-1200. 1600-600 and 
800-300 base pairs. 
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Table 111-1 

Experimental values of a and N 0 calculated according to the combinatorial 

method using an "order-disorder" model (26, pages 98-105). The fonnulas used 

(see text) are valid when the equilibrium constant for an individual residue, S=1. 

The temperature at which S=1 is determined from the transition midpoint 

temperature of a sample of infinite length polymers. The longest polymer length 

sample available had a transition midpoint at 39.4 °C. Since the polymer length 

of this sample was not infinite, T s = 1 is estimated to be slightly lower than'39.4 -C. 

Shown are estimates of a for several estimated values of T s _ i . Values of c have 

been multiplied by 10 7 , values of NQ by 10'^. 

Ts-V =38.8 °C Ts-1' =39.0 °C W =39.2 !=C 

Ave. pol. length a N0 o N0 o N0 
(bps) 

580 13 8.8 15 8.2 18 7.4 
1050 3.6 17 4.6 15 5.7 13 
1900 5.8 13 7.9 11 12 9.0 
3450 4.0 16 3.8 16 4.5 15 
5700 1.8 24 1.5 26 2.0 23 
8500 7.0 12 1.4 . 27 2.9 18 

°ave: =5.8X10"7 

°ave" =5.7X10'
7 

°ave =7.5X10'
7 

(N0-1314) (N0=1324) (N0=1153) 
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Table 111-2 

Correlation of t, the lifetime for the B to Z transition in 3 mM MgC^. with the 

square of the van't Hoff enthalpy, A H v n , measured in 0.35 mM MgC^ for samples 

of different polymer lengths. 

Nave(bP s) t(40 °C. sec' 1) AH v h(Kcal Mol"1) t A H v h

2 

(X10-2) (X10"2) (XI0" 6) 

580 5.3(±5%) 0.98(±5%) 5.1 

1050 3.6 1.28 5.9 

1900 2.7 1.35 4.9 

3450 2.3 1.64 6.2 

5700 1.8 1.77 5.6 

8500 1.8 1.76 5.6 
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thermodynamic and kinetic data to the same theoretical calculations observed in figures 

77/ - 4 and 777 - 5 confirms this correlation. 

Kinetic and thermodynamic results can both be explained by a statistical model for 

nucleation 

Though a survey of theoretical papers (21, 22, 27) found no predictions of the 

observed effect of polymer length on kinetics, the increase of transition rate with 

increasing polymer length can be explained by a nucleation limited mechanism. If 

the transition consists of two steps, nucleation and propagation, with the latter far 

faster than the former, the transition rate will be determined by the rate of nucleation 

and by the average number of base pairs which are convened during each nucleation 

event (77fc). 77fc will determine the total number of nucieations required. While the 

nucleation rate should be relatively independent of polymtr length for long polymers, 

77fc is a function of the cooperativity and the length. Since- each nucleation event 

requires die formation of two boundaries the transition rate will be proportional to the 

square of the number of base pairs flipped per boundary formed (77*). Note that 77* 

is an increasing function of polymer length for polymers of a length of the order of 

the cooperative unit. 

Now, ~Nh is determined by the same factors as 77. It is therefore reasonable as a 

tirst approximation to identify 77fc, die average number of base pairs flipping from B 

to Z under non-equilibrium conditions heavily favoring Z-form with 77, the average 

number of base pairs in a B or Z tract under "fifty-fifty" equilibrium conditions. This 

leads to the prediction of a connection between r, die lifetime for the transition and 

AHvh. Specifically, 

r oc =r 
Tr 

A/J„„ a 77 
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AH^hr = constant 

as observed in Table DI-2. 

D. Summary and conclusions 

The studies presented in tiiis chapter confirm that the B ?=± Z transition in DNA 

polymers can be analyzed according to the same type of Ising model formalisms which 

have been used in the study of proteins (26). The range measured for me cooperative 

unit for the transition in poly[d(Sm*C - G)] is somewhat larger than that measured in 

other B-Z systems (3, 9,18,19) from salt titration curves and considerably larger than 

that measured calorimetrically for the same polymer in imM MgCl2 with phosphate 

buffer (16). The cooperative unit may vary with sequence and buffer conditions. For 

example, any factor which stabilizes or destabilizes the B - Z junction is expected to 

influence the cooperative unit. The size, structure, and thermodynamic properties of 

the B - Z junction are not thoroughly characterized (10, 15), it is unclear what factors 

affect its stability. Calorimetric and optical measurements will also be affected by the 

sizes of the polymers in the sample-in particular, lengths should be greater man about 

three times die cooperative unit (Figure III - 4). Heating rates will also affect &Hvh 

obtained from optical and calorimetric experiments (Appendix I), but not the AH^ 

measured calorimetrically. 

In light of these experiments it is clear mat in i ( 5 m e C-C)„ sequences, end residues 

have a much stronger propensity to form the B structure than internal residues. In 

general, the relative stabilities of the B- and Z-forms for end residues can be obtained 

from the values of 9 at which a series of curves for different polymer lengths (such as 

those shown in figure / / / - 3) intersect (22). 

9 {inter section) = Ztr 

where a\ and o'h are the nucleation parameters for end residues for the Z and B 

forms respectively. Figure III-3 demonstrates that for poly\d(hm*C - G)\ in 0.35 mM 
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MgCl2 i f sO, i.e. nucleation of Z-form is virtually impossible at polymer ends. For 

poly[d(CG)\ in NaCl solutions, %• = 0.35 has been reported (18). 

The correlation observed between AH%h and £ observed in table DI-2 was repro­

ducible and independent of temperature. Therefore it seems to indicate a common 

factor, perhaps the formation of a B - Z junction, determining both the cooperativity 

and kinetics of the system. More precise investigations of this relationship and of the 

value of the cooperative unit would require more monodisperse samples. Also of in­

terest would be the determination of the cooperative unit as a function of temperature 

over a broad temperature range. In this chapter the cooperative unit has been assumed 

independent of temperature, which is consistent with the linear Arrhenius plots (28) 

and van't Hoff plots observed for the temperature range 35°C - 45°C. As mentioned 

in section HIA, a temperature dependence of the cooperative unit would be indicative 

of an enthalpic component to the destabilization energy of the junction, which would 

be expected if the junction involves unpaired bases. 
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Chapter IV 

A. Introduction 

The most studied system of developmental regulation of gene expression in eu-

karyotes is probably the control of 5S RNA synthesis in die frog, Xenopus Laevis 

(1). There are two distinct types of 5S RNA genes in Xenopus, oocyte 5S genes and 

somatic 5S genes. Transcription of oocyte 5S RNA genes occurs at very different 

rates during different stages of development. Though oocyte 5S genes are present 

at approximately fifty times the abundance of somatic 5S genes, the production of 

oocyte 5S RNA surpasses that of somatic 5S RNA only during the early stages of 

embryogenesis (1). 

Among the set cf proteins which are known to participate in die regulation of this 

process are three "transcription factors", designated as transcription factors IIIA, B and 

C. Together, and perhaps in conjunction with odier unknown components, dice three 

factors interact with 5S DNA to form what is known as a "transcription complex" (2). 

The formation of Uiis complex facilitates transcription by RNA polymerase. Moreover, 

die complex is stable to multiple passages by die enzyme (3). 

The study of deletion mutants togedier widi me sequencing of the TFIIIA gene 

and mapping of its DNA binding site has led to an interesting model for the structure 

of the protein and its interaction with die gene (4-6). The TFIIIA amino acid sequence 

contains nine repetitions of a 30 amino acid motif. These 30 amino acid units are 

thought to form nine zinc binding "fingers" which bind to a 54 base pair site in what 

is known as the internal control region of the gene. The repeating structure of die 

protein is paralleled by a repeating motif in die base sequence and in the DNase I 

digestion pattern of die DNA binding site (6, 7). Nuclease digestion and methylation 

protect.* experiments suggested that die gene binding site of TFIIIA exhibited A-form 

conformational features (6, 7). These enzymatic mapping experiments, in conjunction 
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with the ability of the protein to bind both the control region of the gene and the 

5S RNA (8) led Klug and coworkers to propose that TFIHA recognizes an A-form 

geometry (6). 

Further support for an A-form TbilLA binding site was provided by an A form crys­

tal structure (9) for the deoxyoligonucleotide dGGATGGGAG dCTCCCATCC which 

represents the strongest binding site (5, 6) of the gene (base pairs 81 to 89 of the 

gene). Similar findings of A-form crystal structure have been reported for other G.C 

rich DNA sequences (10, 11). However, nuclear magnetic resonance (NMR) and op­

tical spectroscopy techniques (circular dichroism, Raman) have demonstrated that the 

conformation of a specific deoxyoligonucleotide can significandy differ in solution and 

crystal (12, 13). Indeed, recent circular dichroism (CD) studies have contradicted die 

proposal of A-form geometry for the 54 base pair 5S RNA gene sequence recognized 

by TfrllLA (14). Therefore, solution studies of the same deoxyoligonucleotide crys­

tallized by Kennard and coworkers appear to be necessary to fully characterize the 

structure of mis portion of TFIIIA recognition sequence. 

NMR has been used succesfully to discriminate between different nucleic acid con­

formations in solution (13, 16). In particular, two-dimensional correlated spectroscopy 

(COSY) experiments are sensitive to the geometry of the sugar residue, while 2D-

nuclear Overhauser enhancement (NOESY) experiments are sensitive to interproton 

distances. Distances derived from NOESY data can be compared with distances from 

X-ray crystallography for different DNA conformations. We have investigated the 

solution structure of the DNA oligonucleotide dGGATGGGAG dCTCCCATCC using 

these NMR techniques and circular dichroism (CD), which is sensitive to the stacking 

of the bases (17). 

In order to explore the basis of TFIIIA binding to both DNA and RNA, and 

specifically the possibility mat TFIIIA is recognizing a common structure in both 
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DNA and RNA, comparison of the structural properties of the DNA 9-mer with an 

RNA oligomer of identical sequence was deemed advantageous. However, since it is 

easier to synthesize longer RNA oligomers using T7 RNA polymerase (18), we chose 

to synthesize a self-complementary 18-mer consisting of the two above strands in 

succession. DNA and RNA 18-mers GGATGGGAGCTCCCATCC (with U substituted 

for T in RNA) were synthesized and compared using circular dichroism, and chemical 

and enzymatic digestions. The structure of this TfrillA recognition fragment has also 

been tested by examining the CD of die deoxyoligonucleotide at high trifluoroethanol 

(TFE) concentrations, since TFE is known to induce a B to A transition in DNA. 

B. Materials and Methods 

Oligonucleotide synthesis and purification 

DNA oligonucleotides were syndiesized on an Applied Biosystems 381A instru­

ment. The RNA oligonucleotide was syndiesized using T7 RNA polymerase and an 

oligomeric DNA template (18). Purification of the two DNA 9-mer strands was by re­

verse phase HPLC and desalting on a G10 column (Pharmacia) followed by extensive 

dialysis. The DNA and RNA 18-mers were purified by preparative 20% acrylamide 

gel electrophoresis under denaturing conditions (7M urea). The purity of the samples 

was checked by 20% acrylamide gel electrophoresis. Terminal 5' triphosphates, which 

arc a product of synthesis by T7 RNA polymerase, were removed with calf intestinal 

phosphatase (Boehringer-Mannheim) followed by purification on Sep-pak cartridges 

(Millipore). 

Circular Dichroism (CD) 

CD spectra were recorded on a Jasco J500C spectropolarimeter at 25° C using 1 

cm padilength cuvettes. Nucleotide concentrations were 50 nM. Values of &£ are 

expressed in terms of base pairs. 
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Figure IV-2 
Cu-phe.ic- l-.-oline time course digestion of the RNA 18-mer 

KGGAUGGGAGCUCCCAUCC) (»), DNA 18-mer d(GGATGGGAGCTCCCATCC) (•). 
and the DNA 9-mer d(GGATGGGAG)d(CTCCCATCC) (*). The percent of uncut 
oligonucleotide is reported vs. the reaction time. Cu-phenanttiroline is specific for B-form 
helices (see 2 5 -

53 25 
Q. 

• RNA 
• DNA 18-mer 
A DNA 9-mer 

t (min) 
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Chemical digestion 

Copper phenanthroline digestion studies with i2P labeled oligonucleotides were at 

room temperature following the procedure of (19). Digestion mixtures were quenched 

as a function of time with 7 mM EDTA, 4 M urea (final concentrations). Each aliquot 

was run on a 20% acrylamide, 7 M urea denaturing gel. Full length oligonucleotide 

bands were cut and the amount of radioactivity counted on a liquid scintillation counter. 

NMR 

NMR samples were lyophilized several times with 99.8% D 2 0 and then diluted to 

approximately 2 mM in strands (or about 3.5 mM for the 250 ms D 2 0 NOESY and 

the H 2 0 NOESY) with 0.4 ml of 10 mM sodium phosphate, 50 mM NaCl, o.i mM 

Na2EDTA (pH 7) in 99.96% D 2 0 (Aldrich). 2D-NMR spectra were recorded at 500 

MHz on a General Electric GN-500 spectrometer at 30 °C, well below the melting 

temperature of the double strand (Tm=50 °C under the present conditions). Linewidths 

were somewhat broadened at lower temperatures, whereas signs of premelting were 

apparent in 1D-NMR spectra above 35 °C. Phase sensitive NOESY spectra at different 

mixing times were recorded using the TPPI method (20); the mixing times were 60, 

120, 200 and 250 ma; the sweep width 4032 Hz. 450 FID's were collected and 7k 

complex data points recorded for every FID. Data were zero filled to life real points in 

tlt and apodized prior to Fourier transformation using a skewed sine bell (phase shift 

60°, skewness 0.7) in both dimensions. Deviations from linearity in the cross peak 

intensities as a function of mixing time were observed in buildup rates for NOEs, but 

the qualitative trends described here were evident at all mixing times. In the following 

we shall therefore refer only to the data pertaining to the longest mixing time spectrum 

(250 ma). The phase sensitive COSY spectrum was recorded using the TPPI technique 

(20) with presaturation of the HDO peak. 750 FID's, each of IK complex data points 

were collected; the sweep width was 4000 Hx. High digital resolution (l Hz) was 
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desirable though not necessary to measure the coupling parameters. Data were zero 

filled to 4K real points in t t and a 30° phase shifted skewed sine-bell (skewness 0.7) 

was used for apodization in ti and t2. The phase sensitive NOESY spectrum in 

H 2 0 was rev. Jed using the TPPI technique with all three 90° pulses replaced by the 

(90) - T - (-90) "jump and return" (21) pulse sequence. Attempts to replace only the 

final pulse of the sequence with the jump and return pulse resulted in the presence of 

two diagonals in the final 2-D spectrum. The presence of the second 'diagonal may 

have been due to the effect of the jump and return sequence on the relative phasing 

of the final pulse of the TPPI sequence, which presumably would modify the phase 

cycling. 500 FID's were collected and 4* complex data points recorded for each FID. 

The carrier frequency was set on the H 2 0 resonance, r was 60 j»sec. Data were zero 

filled to IK real points in ti and apodized using a 60° phase shifted skewed sine-bell 

(skewr.css 0.7). 

C. Results 

CD 

Circular dichroism is sensitive to stacking interactions and large differences ex­

ist between the CD spectra of A- and B-form nucleic acids (17, 22-24). Hallmarks 

of A-form RNA and A-form DNA are CD spectra with large positive magnitude 

at 270 nm, slight negative magnitude at 240 nm and large negative magnitude at 

210 nm. In contrast, B-DNA of identical sequence generally exhibits a conserva­

tive CD spectrum with less positive magnitude around 270 nm, greater negative 

magnitude at 240 nm and near zero magnitude at 260 and 210 nm (23, 24). CD 

spectra for the DNA 18-mer d{GGATGGGAGCTCCCATCC)2 and the RNA 18-mer 

r[GGAUGGGAGCUCCCAUCC)2 are shown in Fig. TV - \a. Comparison of the RNA 

and DNA spectra clearly support a DNA conformation distinct from the RNA con­

formation. The CD spectrum of the DNA 9-mer is also consistent with a B-form 
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conformation (data not shown). The DNA spectra are qualitatively similar to that re­

ported for a 54 base pair fragment corresponding to die full TFIHA binding site (14), 

suggesting that the B-form structure observed here is not an artifact due to end effects. 

CD spectra were calculated for these oligonucleotides according to die method of Gray 

and coworkers (23, 24) which uses an empirical basis set of DNA and RNA polynu­

cleotide spectra . Observed and calculated spectra qualitatively agree, and support 

respective B- and A-form conformations for die DNA and RNA oligonucleotides. 

CD studies have shown mat trifluoroedianol (TFE) induces a B to A transition 

in DNA (17, 22). CD spectra were recorded for die DNA 18-mer in 60, 65 and 70% 

TFE (v/v), conditions under which die oligonucleotide remains double stranded (Fig. 

IV - 16). The DNA 18-mer spectra exhibit increasing positive and negative ellipticity 

at 270 and 210 nm, respectively, with increasing TFE concentration. Comparison to the 

RNA 18-mer spectrum (Fig. IV- la) reveals an apparent B to A transition. The DNA 

9-mer exhibits a similar B to A transition between 60 - 70% TFE (data not shown). 

This range is comparable to TFE concentrations required to induce me transition in 

odier DNA sequences (22). Odier conditions were tested for die capacity to induce 

a B to A transition in die 9-mer. The B-form appearance of die CD spectrum is 

conserved in the presence of high salt concentrations (up to 2M NaCl) and in die 

buffer used for crystallization by Kennard and coworkers (12 mM Na cacodylate, 12 

mM Na acetate, pH 6.5 (9)). Spermine was also added to match more closely the 

conditions used in X-ray studies. No effect on the CD spectrum was observed for 

spermine concentrations up to 1.6 mM. 

Chemical and enzymatic probes 

The structures of the DNA and RNA 18-mers were probed with a variety of 

enzymes and die cleavage reagent 1,10-phenanthroline copper ion, which is reported 

to be specific for B-form helices (25). The DNA 9-mer and 18-mer were readily 
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cleaved by 1,10-phenanthroline copper, whereas no activity was observed with the 

RNA oligomer (Fig. TV - 2). As expected, the DNA was cleaved by DNase I and the 

restriction endonuclease Alu I, while double strand specific ribonuclease VI efficiently 

cleaved the RNA (data not shown). 

NMR 

Assignments of the non-exchangeable aromatic proton resonances, as well as those 

of the HI', H2\ H2" and methyl protons, were obtained from the NOESY spectrum, 

and cross-checked in ths COSY spectrum, using standard sequential methods (26). 

The region of the NOESY spectrum corresponding to aromatic to HI* cross peaks is 

shown in Fig. TV - 3, together with the connectivity pathway used for assignments for 

one of the strands. The H2' resonances were distinguished from the H2" resonances 

on the basis of the different shapes of their cross-peaks to HI ' in the phase- sensitive 

COSY (see Fig. TV - 4a). This distinction was confirmed by the relative intensity of 

the HI' to H2" vs. HI' to H2' cross peaks, the former always being stronger than 

the latter regardless of oligonucleotide conformation (27). For most residues, H2' 

was upfield from H2"; however, the chemical shifts of the H2' and H2" resonances 

were the same for the CI8 residue, whereas H2" was downfield from H2' for the G9 

residue. In addition, assignments for the H3' and H4\ and a few of the H5* and H5" 

resonances were made using cross peaks to aromatic and sugar HI', H2' and H2" 

protons. Assignments are summarized in Table IV-1. 

One of the major differences between A- and B-form DNA is the conformation 

of the sugar, which can be conveniently described by means of the pseudorotation 

phase angle (28). In A-form DNA, die sugar pucker is 3*-endo, corresponding to a 

pseudorotation angle of 18°. In B-form DNA the sugar pucker is usually found in the 

south family of conformers, frequendy close to canonical 2'-endo (phase angle 162°). 

Magnitudes of die scalar couplings between nucleic acid sugar protons are very sen-
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sitive to the sugar conformation. Two-dimensional correlated spectroscopy (COSY) 

is a suitable technique for evaluating coupling constants, but direct measurements are 

frequently impossible because of peak overlap and limited digital resolution. However, 

measurements of individual coupling constants is not necessary (29). Required infor­

mation can be extracted from the knowledge of multiplet widths and splitting patterns 

in COSY spectra. The percent of time the individual sugar moieties are found in one 

of two major conformers while undergoing rapid conformational equilibrium can also 

be derived. Some cross peaks from the region of the COSY spectrum corresponding 

to the Hl'/H2' and H17H2" sugar protons are shown in Fig. IV - 4a. The multiplet 

widths Ei>, E2', and S3- (defined in Fig. IV -4a) along with the coupling constants 

j v r and Jy7' (measured as shown in Fig. IV - 46) are reported in Table IV-2 for all 

but residue C18. It was not possible to measure the coupling constants for the C18 

residue because H17H2' and Hl'/H2" cross peaks are superimposed. The value of Ei-

is an excellent marker for the relative population of the south and north conformers. 

Large values of £ x. (> H-5 Hz, see Table IV-2) are a conclusive indication that the 

fraction of S-type conformer is greater than 80% for most residues (26). 

Once the major conformer is determined, the different shapes of the COSY cross 

peaks and the multiplet widths distinguish unambiguously the H2' from the H2" res­

onances (Fig. IV -4a, see also 29, 30). The splitting patterns of the HI', H2\ and 

H2" are also qualitatively consistent with a larger population of the soudi conformer. 

Approximate percent south conformer and pseudorotation phase angles (29) have been 

determined for each residue (Table FV-1) based on measurements of coupling constants 

using the method of (29). Overall, with the exceptions of C17 and CIO, multiplet 

widths and coupling constrnts are only consistent with a contribution less than 20% 

from die north (C3'-endo) conformer. For most residues, multiplet widths and coupling 
* 

constants are most consistent with an average pseudorotation phase angle between 140° 
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and 180° and a relatively large amplitude of pucker (40°). Qualitative agreement is also 

observed for most HI', H2* and HI', H2" cross peaks with simulated cross peaks (30) 

assuming a predominance of South conformer. High conformational flexibility at the 

3' end of pyrimidine rich sequences, as seen here at C17, has been previously reported 

(31). Generally larger values of E r and Jvv indicate that the purine rich strand has 

less conformational flexibility than the pyrimidine rich strand (Table IV-2). This find­

ing agrees with previous work on sequences containing homopurine-homopyrimidine 

tracts (31), but the conformational purity observed for our molecule is not seen in 

d[C3Gz)3, which also contains a tract of three consecutive guanines (Wolk et al., 1987 

personal communication). 
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Figure IV-3 
Sequential assignment of the 500 Mhz proton NMR spectrum using the aromatic to HI' 

connectivities observed in the NOESY spectrum at 250 ms mixing time. The aromatic to HI' 
connectivity pathway is shown for strand d(GGATGGGAG). Intranucleotide aromatic to HI' 
cross peaks are labeled. Assignments were confirmed using the connectivity path through the 
aromatic io H2\ H2" region and the cross peaks between HI' and H2' f H2" protons. 

•a 
3 

ppm 
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Figure IV-4 

3 

6.2 ppm 6.0 
(a) Expanded view of pan of the HI' to H2\ H2" region of the COSY spectrum of 

d(GGATGGGAG)d(CTCCCATCQ. Starting from the upper left and moving clockwise the 
cross peaks correspond to A8 (HI' to H2"), A8 (HI' to HJ), Tl 1 (Hi' to H2"). A3. A15 
(HI" to H2') (overlapped), and A3, A15 (HI* to H2") (overlapped). Note the difference in 
shape between cross peaks c c .tsponding to H2" protons and those corresponding to H2" 
protons. Also indicated are the mulriplet widths. I ] •. I^ . and £-r. 
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Figure IV-4 
I n " J 1 ' 2 

J 1 ' 2 

T T 1 1 r— 
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ppm 

(b) Measuremei:: of coupling constants J r 2 - and J 1 7 » . The ID sliw is through the HI". 
H2' COSY cross peak corresponding to residue C14. 
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Table IV-1 
Chemical shifts of non-exchangeable protons in d(GGATGGGAG)-

d(CTCCCATCC) relative to TSP. 

5 ' G, G 2 A 3 T 4 G s G 6 G 7 A 8 G 9 * 
C 1 8 ^17 T 16 A 15^14 C 1 3 C 1 2 T n C 1 0

 5 

Proton 1' 2' 2" 3' 4' 6/8 (aromatic) 5/meih; 
KCSIUUC 

G1 5.54 2.35 2.53 4.70 4.13 7.71 
G2 5.54 2.62 2.72 4.91 4.27 7.75 
A3 6.17 2.55 2.84 4.93 4.37 8.13 
T4 5.62 1.79 2.20 4.73 4.03 6.94 1.27 
G5 5.43 2.47 2.58 4.85 4.20 7.64 
G6 5.53 2.42 2.57 4.86 4.23 7.53 
G7 5.40 2.42 2.57 4.86 4.21 7.57 
A8 6.01 2.50 2.77 4.90 4.31 7.95 
G9 5.90 2.26 2.15 4.50 4.50 7.50 

C10 5.78 2.16 2.48 4.55 4.00 7.79 5.87 
T11 6.08 2.19 2.51 4.80 4.16 7.53 1.59 
C12 5.69 2.11 2.39 4.74 4.10 7.48 5.59 
C13 5.79 2.04 2.34 4.71 4.07. 7.39 5.49 
C14 5.34 2.05 2.31 4.71 4.01 7.41 5.55 
A15 6.16 2.59 2.82 4.89 4.30 8.20 
T16 5.82 1.95 2.35 4.73 4.06 7.09 1.34 
C17 5.96 2.11 2.36 4.70 4.04 7.46 5.59 
C18 6.13 2.15 2.15 4.44 4.17 7.58 5.71 
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Table IV-2 Scalar coupling constants (J) and multiple! widths (Ij) for the sugar 
protons of d(GGATGGG AG)d(CTCCCATCC), together with the evaluated 
structural parameters (percent south conformer and approximate pseudorotanon 
phase angle). From left, entries to the column represent Hl'-H2' arid 
Hl'-H2" coupling constant. Hi', H2' and H2" multiplet width, percent south 
conformer and pscudorotation phase angle. The amplitude of pucker is > 
40° for every residue. Uncertainty of the measured coupling constants and 
multiplet widths is ± 0.5 Hz. Uncertainty in the pseudorotation phase angle 
is ±25°. 

J r 2. J r r l r Ej. Zj.. %s Phase 
angle (: 

G 10.6 
A 9.9 
T 9.6 

5 G 10.9 
G 10.3 
G 10.7 
A 9.6 

9 3'G 8.8 

105'C 4.9 
T 9.8 
C 8.9 
C 9.0 
C 9.1 

15 A 9.5 
T 8.8 
C / 

183'C / 

Hz (±0.5) 
5.5 15.0 
4.9 15.4 
5.2 15.1 
5.1 14.7 
4.7 15.3 
5.3 16.5 
4.9 15.6 
5.5 14.6 
5.9 15.0 

6.9 11.7 
4.9 15.3 
5.2 13.8 
5.6 14.6 
4.8 14.7 
5.1 14.7 
5.8 14.7 
6.5 13.7 
/ / 

285 18.5 
/ 19.8 
29.9 20.9 
30.5 21.5 
30.0 18.8 
32.1 19.1 
28.3 20.8 
28.7 20.5 
29.3 23.6 

25.4 26.4 
30.0 20.7 
29.9 20.6 
29.4 20.9 
28.7 21.8 
28.1 21.0 
30.3 20.9 
28.4 22.9 
/ / 

95±5 180 
100 160 
95±5 170 
90±10 150 
100 / 
100 / 
100 / 
90+10 170 
80±10 140 

40±10 / 
95±5 170 
85±15 140 
90±10 170 
90±10 160 
90±10 170 
80±10 120 
65±10 / 
/ / 
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Figure IV-6 
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Nuclear Overhauser enhancement spectroscopy (NOESY) yields detailed infor­

mation on the local structure of nucleic acid fragments since the distance between 

protons can be estimated from the magnitudes of the cross peaks between resonances. 

Distances between aromatic and sugar H2' and H2" protons are very different in A-

and B-form nucleic acids (15). Intensities of intranucleotide cross peaks between res­

onances of these protons are very sensitive to the glycosidic angle (27). The region 

of the NOESY spectrum corresponding to aromatic to H2' and H2" cross peaks is 

shown in Fig. /V - 5. In this region of the spectrum, intranucleotide NOE's are 

generally stronger than internucleotide NOE's as expected for B-form, as opposed 

to A-form DNA. Intranucleotide cross peaks between aromatic and H2' and H2" are 

as strong or stronger than corresponding aromatic to HI' cross peaks, whereas aro­

matic to H2" cross peaks are more intense than those to H2' for internucleotide cross 

peaks. This pattern is typical of B-DNA (27); in particular, the relative magnitude of 

intranucleotide cross peaks indicates the glycosidic angle is near the value expected 

for B-DNA. Internucleotide HI' to H2' NOE's were not observed, and very weal: 

NOE's were observed between aromatic and sugar H3\ H4' protons (data not shown). 

The absence or weakness of intranucleotide aromatic to H3' cross peaks is another 

indication of B-form geometry, since these protons should be much closer in A-DNA 

(3 - 3.2X) than in B-DNA (4.5 - 5X) (27). In general, the pattern of intemucleotide 

cross peaks is also consistent with B-form rather than A-fonn geometry. However, 

the internucleotide cross peaks show some evidence of variability in the structure as 

a function of sequence. This variability is suggested from the relative intensities of 

the NOEs between aromatic and neighboring sugar (HI', H2\ and H2") protons (see 

Figs. IV - 3 and IV - 5). 

The 1-D spectrum obtained from the first FID of the H 2 0 NOESY is shown 

in Figure IV - 6. Due to the jump and return sequence (21) peaks which resonate at 
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frequencies less than the carrier frequency appear negative, while those which resonate 

at frequencies above the carrier appear positive. Seven imino peaks are clearly visible, 

indicating that two base pairs are significantly destabilized. Only two internucleotide 

cross peaks are observed in the 2-D spectrum, A3 (H2) to G2 (HI) and A15(H2) to 

G5 (HI). 

D. Discussion 

Physical techniques and chemical and enzymatic probes were used as complemen­

tary tools for defining some features of the solution structure of the ihlilA recognition 

fragment dGGATGGGAGdCTCCCATCC. This DNA duplex of 9 base pairs and an 18 

base pair DNA duplex dGGATGGGAGCTCCCATCC containing a palindromic repeat 

of the 9-mer sequence have CD spectra characteristic of B-form structure. The spec­

tra are very different from the A-form CD spectrum of an 18-mer RNA of identical 

sequence, suggesting B-fonn base stacking in the DNA. An apparent B to A conver­

sion of the DNA oligonucleotides over 60 - 70% TFE provides further evidence that 

in aqueous solution the fragment is in a conformation globally distinct from A-form. 

Likewise, enzymatic and chemical probe experiments confirm that this DNA sequence 

has properties distinct from those of A-RNA. 

NMR data confirm that at the individual nucleotide level the DNA structure is 

B-form. The large values of the HI' multiplet widths (Ei> > 14.5JT*) conclusively 

show that the sugar pucker is predominantly south for all but 2 residues. The values 

of coupling constants Jvv and Jy7-, together with the H2' and H2" multiplet widths, 

show that the sugar pucker is near 2'-endo as opposed to 3'-endo as expected for A-

DNA. In general, the pattern of NOE cross peaks are consistent with a B-form overall 

conformation, using interproton distances for standard A- and B-DNA derived from 

X-ray data as references (27). Intranucleotide cross peaks between aromatic and sugar 

protons prove that the glycosidic angle is characteristic of B-fonn. Intemucleotide 
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aromatic to sugar NOE intensities are also more consistent with B-form than with 

A-form geometry. This is most apparent from the relative mtensities of the cross 

peaks between aromatic protons and neighboring H2', H2" protons. Superimposed 

on this general B-form pattern there are apparent local variations yet to be analyzed 

quantitatively. In summary, we find no evidence to support an A-form conformation 

for the DNA 9-mer in solution. 

Since McCall et al. (9) determined diat the same oligomer has an A-form structure 

in the crystal, several possibilities emerge. Crystal packing forces might induce a 

B -* A transition for this TFIHA fragment, as already suggested for odier GC rich 

sequences (12, 13). Similarly, TFIIXA binding may induce a B -» A transition in the 

gene, as proposed on the basis of unwinding data (32). However, addition of ThlJlA 

protein to a solution containing the full 54 base pair binding site induced no dramatic 

change in the high wavelength (270 nm) CD band (11). Furthermore, we have found 

that the TFE concentrations required to convert the 9-mer and 18-mer to A-form DNA 

are similar to those necessary for other DNA sequences. Therefore, this fragment 

of the 5S RNA gene does not appear significantly more labile toward A-form than 

random sequence DNA. On the other hand, a partial denaturation of the DNA upon 

TFIIIA binding would also explain the plasmid result (32), while producing little or 

no change in CD, since the CD spectrum of the single stranded 9-mer is qualitatively 

very similar to that of the 9-mcr duplex (data not shown). 

Local variations in the conformation of dGGATGGGAG dCTCCCATCC from typ­

ical B-form may explain the enzymatic digestion data of Klug and coworkers and, 

perhaps, the structural features observed in the crystal. Recent combined NMR and 

molecular mechanics studies indicate that, within an overall B structure, values of base 

pair roll and slide may be more similar to A-form DNA between certain residues (16). 

Local A-form structural features may influence enzymatic digestion experiments (6, 
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7) and play a role in the specific recognition of the gene by TFIDA. Variations of the 

structure within a general B-DNA geometry are suggested by variations in the relative 

intensities of internucleotide cross peaks (Fig. IV - 3). We are exploring the possible 

existence of local structural variations by obtaining a high-resoluticn solution structure 

for the ThlllA fragment using distance geometry and other NMR-based methods (33). 

We are encouraged by the conformational purity revealed by the data in Table IV-1 

since conformational equilibria tend to hinder methods for obtaining structures based 

onNMR. 
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Appendix I: Approximations in Analyzing Melting Curves 

A. Introduction 

At least three major assumptions have been used in analyzing the melting curves 

presented in the text; (1) the transitions have been assumed to be two state (2) AH0 

and AS0 have been assumed to be constant with temperature (3) the cystem has been 

assumed to be at equilibrium throughout the experiment. 

B. The two state assumption and the constancy of AH° and AS0 

Calculation of thermodynamic parameters above has been carried out asssuming 

a so called two state equilibrium. For a bimolecular reaction, this means that the 

equilibrium can be described by 

A + B s* AB AI-1 

so that the equilibrium constant then can be written as in the derivation of the van't 

Hoff equation (see chapter II-B). However, if eq. (AI - l) is invalid, then the van't 

Hoff enthalpy does not correspond to me total enthalpy for the transition. This will 

be the case if there is any significant equilibrium population of intermediates. More 

complex models have been worked out to account for end fraying (see the introduction 

to Jeff Nelson's thesis). For very long polymers, die van't Hoff endialpy corresponds 

to NoAHbp, where N0 is the cooperative unit, and AHbp is the enmalpy per base 

pair (see chapter HI). Recendy Wemtgcs et al (1) found that helix-coil transitions in 

mismatch containing 18-mer deoxyoligonucleotides are not adequately described by a 

two state model. They developed a model which allows for loop formation initiated 

at the mismatch site. The purpose of mis section is to describe methods of testing for 

simple two state behavior before resorting to more complex models. These tests are 

then used to show die validity of the all or none approximation (i. e. die two state 

model) for the studies presented in chapters / / - / / / . 

Consider again the van't Hoff equation 
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lnKt„ = -AH°/RT+AS°/R 

Operationally, the fundamental assumption here is that one can define a single AH° 

and a single AS0 which are constant over the course of the transition. Thus, if a van't 

Hoff plot of lnKcq versus l/T is found to be linear, then die model presented in cqs. 

(II - l) and (II - 2) accurately predicts the observed behavior of the system, and die 

transition apparendy involves only two distinguishable states. Odier information must 

be used to establish what those two states or sets of states are, but die absorbance data 

clearly does not distinguish intermediates in this case, if diey exist 

The validity of the all or none approximation for dCA3XA3G + dCT3YT3G 

The first two mediods for calculating van't Hoff thermodynamic parameters de­

scribed in appendix II immediately suggest two tests for die linearity of die van't Hoff 

equation, and dierefore of die validity of die two state model. One is die degree of 

linearity of die van't Hoff plot obtained from the Tm measured at various concentra­

tions, the odier is the degree of linearity observed in die van't Hoff plot constructed 

from a single transition curve. The latter can provide a direct measure of die con­

stancy of AH0 and AS0 over the temperature range of the transition. A further check 

is die consistency of die diermodynamic parameters calculated from transition curves 

at various concentrations. 

Fig. II-2 demonstrates die linear behavior of the van't Hoff plots obtained from 

die concentration dependence of die Tm for several deoxyoligonucleotides from die 

set dCA3XA3G + dCT3YT9G. The program Freeenergy (see appendix II) takes as input 

a set of fraction versus temperature data, and uses die equilibrium equation for a 

bimolecular reaction 

Kt9 = 2//(l - f)2Ct (All-I) 

AG0 = RTlnK.„ (AH - 2) 

to convert the data to die form AG0 = RTlnK,, versus T. Since AG0 = AH0 - TAS°, 
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Figure AI-1 

Some examples of AG0 versus T plots for dCA^XA^G^dCT^YT^G calculated from 

the fraction versus temperature curves. X Y are (a) (GO, (b) (IC), (c) (TC), (d) 

(C D- Only very small deviaricns from linearity are observed, suggesting Lha: &H* 

and AS0 are nearly constant over the temperature range of the transition. 
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Figure AI-2 
Experimental and simulated single stranded fraction (a) and derivative 

(b) versus temperature curves are superimposed. The simulations assumed 
a two state model. The molecule is dCA3TA3G+dCT3CT3G. 
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linearity of this dataset is an indication that AH0 and AS0 are constant over the 

range of the transition and that the transition is therefore two state. Fig. AI - l 

shows examples of sets of plots of AG0 versus T for several sequences from the 

series dCA3XA3G+dCT3YT3G. For every sequence examined in this manner, the plots 

were clearly linear and values calculated for AH° and AS0 are similar at different 

concentrations. It is interesting that what little curvature appears in Fig. II-lis most 

apparent for duplexes that involve Watson-Crick pairing- but even that- curvature does 

not appear to be significant. Thus there is no evidence for the set of sequences used 

in this study that end fraying, mismatch loop premelting or any other intermediate 

forms are making a detectable contribution to the equilibrium. Figure AI -2 shows an 

example of a simulated bimolecular two state transition curve using the AH0 and AS0 

values reported in chapter II for dCA3TA3G + dCT3CT3G along with an experimental 

curve for the same molecule. The excellent agreement between the two curves contrasts 

with the findings of Wemtges et al, who were unable to simulate melting curves for 

18-mers using a two state model. 

Some additional ideas on testing the two state approximation 

Another straightforward method of testing the all or none approximation is to 

measure the enthalpy calorimetrically and compare it to the van't Hoff enthalpy. For 

an all or none transition, N0 = N = tht number of residues. Then AH0 = NAHtp, 

where AHbp is the calorimetrically measured enthalpy of the transition for a single 

residue. If the cooperative unit is less than N, or if intermediate states are involved (2) 

AHvh < NAHbp. However, calorimetry requires far more material than optical studies. 

Additional measurements using other optical probes, such as CD or absorbance at a 

different wavelength may detect intermediates not clearly seen at 260nm. Yet trying 

to use additional measurements to prove or disprove two-state behavior is not always 

practical, as an isosbestic point may not be simple to identify. Moreover, conditions 
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may be difficult to duplicate, so that even for a two state transition one may measure 

a slighdy different Tm using absorbance and CD or absorbance at two wavelengths. 

If enough material is available, NMR is potentially the most sensitive probe for 

intermediates, and offers the best hope for identifying the specific structures involved 

in me transition. NMR can be useful provided that 1) NMR conditions (i. e. mM or 

higher strand concentrations) do not change the nature of the transition 2) A significant 

temperature range exists for each conformer or intermediate involved in which that 

conformer is well populated and not in intermediate exchange with another form. If 

confonners are in slow exchange, distinct peaks corresponding to each form will be 

visible. This is often the case for a duplex to hairpin or B to Z equilibrium. In fast 

exchange, one will see a single peak at a chemical shift corresponding to an average 

between that seen for the two forms. 3) The total number of peaks does not prohibit 

resolution of individual peaks in either a 1-d or a 2-d experiment In other words, 

NMR is not always the answer. On the other hand, often NMR is the most powerful 

method for revealing molecular details of a transition (3) and for doing thennodynamic 

measurements as well (4, 5). 

If none of the above suggestions seem practical, and mere is some reason to believe 

that a transition curve may not be two state, one should consider trying to fit the curve 

using simulations. This approach is probably most effective when used in combination 

with sieving column experiments or non denaturing gel electrophoresis in order to 

establish the (monomer-dimer-trimer) nature of the sample at selected temperature 

and concentration conditions. The conclusions drawn from these experiments should 

be confirmed by testing the concentration dependence of the melts (i. e. monomer-

monomer or n-mer to n-mer transitions should be concentration independent, other 

types of transitions should have a concentration dependence). Then programs on the 

diskette Simdat or modifications thereof can be used to simulate transition curves 
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involving suspected intermediates for given input values of AH{, A5j (the difference 

in standard enthalpy and entropy between the initial and the intermediate state) AHD, 

£SD (differences in parameters for the initial and final state), and d (the difference 

between die absorbances of die intermediate and initial states divided by the difference 

between die absorbances of die final and initial states). For example, the program 

threest simulates curves for die reaction 

Here five parameters are fit to a single curve, so the more information obtained from 

other sources, such as AH0 values from nearest neighbor data bases (6, 7, 8), melts 

und.v different salt or concentration conditions, or melts using analog molecules, die 

better the chance of obtaining a believable fit to die data. 

Statistical mechanical models 

If one suspects multiple intermediates, it may be necessary to resort to statistical 

mechanical mode. s such as Ising models described in chapter HI and in (9). Werntges 

et al. (1) use a model based on an algoridim by Poland (10) which can account for 

various degrees of domain melting in a helix to coil transition. Again, many parameters 

are involved, so reliance on supplementary sources of data will probably be required 

using this approach. 

C. The equilibrium assumption - heating rates 

If die heating rate in a melting experiment is slow enough to maintain equilibrium 

throughout die transition curve, then 1) The Tm, shape of die curve, and measured 

thermodynamic parameters should be unchanged at a significandy slower heating rate 

and 2) after the experiment, when the temperature is returned to a point near the 

middle of the transition and maintained indefinitely, the absorbance will settle to 

whatever value it had at that temperature during the original experiment. Both tests 

were applied to several of die transition curves in chapter II. Since the transition 
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curves presented in chapter HI were obtained at a heating rate of o.025°C per minute, 

it was impractical to apply the first criteria. However, the following experiment was 

performed with the shortest polymer length sample, which was shown in chapter HI 

to have the slowest kinetics. The sample was heated to a temperature in the lower 

middle range of its transition and allowed to incubate while absorbance at 295 nm was 

recorded overnight. In the morning the absorbance had been constant for a few hours, 

ignoring slight instrument drift. The temperature was then increased by one degree 

in approximately one minute, and the sample incubated for three hours. After the 

temperature jump, the absorbance settled to a constant value after about 40 minutes, 

indicating that for the sample with die slowest kinetics the heating rate used was 

marginally slow enough to maintain equilibrium. 

The effect of heating too fast on measured thermodynamic parameters 

As mentioned above, the use of a two state model in the presence of intermediates 

will result in an erroneously low measured van't Hoff entiialpy difference between the 

initial and final states. No such simple generalization can be made for measurements 

on systems that are not at equilibrium. Consider, for example, the simple case of a 

first order process 

which can be described by a forward rate constant Kb = KQ x exp~H'lRT where H* 

is the activation enthalpy and K0 is a temperature independent pre-exponential factor. 

Kinetics will be slow if Ka is of very small magnitude and/or H* is of large positive 

magnitude. If both K0 and H* are small, the reaction rate will be slow and will 

increase relatively little with increasing temperature. Then the apparent or measured 

fraction of B will lag behind the equilibrium fraction by an increasing amount over the 

range of the transition, leading to a broader transition with a smaller df/dT. Since the 

Aif.fc a -T^df/dT and Tm as measured in Kelvin is not likely to increase dramatically. 
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the measured AHatl will be of smaller magnitude than that measured at a heating rate 

slow enough to maintain equilibrium. On the other hand, if K0 is small and H* is large, 

then a lag will be observed in / at the beginning of the transition, but the kinetics will 

increase dramatically as the temperature is increased. Eventually the transition rate 

will surpass die heating rate and the observed fraction will rapidly reach equilibrium 

at the end of the transition. An anomously large slope and measured &Hvh will result. 

The abruptness of me completion of the transition may also produce a 'pointed' shape 

at the top of the curve. 

An example of a system in which a fast heating rate causes an anomolously low 

measured AH„h is me B ** Z transition in poly d(5 m eCG) described in chapter HI. Van't 

Hoff enthalpies obtained from experiments run at 0.25 °C per minute are approximately 

75% of those obtained for identical samples heated at a rate of 0.025 °C per minute 

(table AM). Van't Hoff enthalpies reported for a similar system at a heating rate oi 

o.i °C per minute (11) are also lower man those reported in chapter II. In contrast 

to this behavior, van't Hoff enthalpies obtained from UV melting experiments on a 

duplex to hairpin transition at i°C per minute were surprisingly large (12). Evidence 

is now accumulating mat duplex to hairpin transitions are very slow (Joseph Puglisi, 

Deborah Kallick, personal communications). It is probable that me apparent van't 

Hoff enthalpy reported for this system by the authors of (12) is higher than the actual 

enthalpy for the duplex to hairpin transition. The melting curves presented in (12) 

show signs of the 'pointed hump' expected to be characteristic of systems with a very 

high activation enthalpy. 
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Appendix II: Introduction to and Instructions for Use of Melt Programs 

A. Introduction 

Options and limitations 

This appendix presents a description of the software currently used in the lab for 

recording and analyzing melt data along with step by step instructions for its use. The 

data analysis programs described here are set up for use on the Apple HE. Chaejoon 

Cheong has set up a similar system on the Vax. The Apple HE system as presently 

constituted can be used to convert absorbance versus temperature data to fraction 

versus temperature-then convert the fraction versus temperature data to 1) smoothed 

fraction, 2) Keq, 3) RTlnKtq, or 4) derivative of fraction versus temperature, and 

finally to calculate van't Hoff thermodynamic parameters by at least three different 

methods. The various steps in this process are diagrammed in figure AII-1. The 

different methods for calculating van't Hoff parameters are explained in section C of 

this appendix. 

The main defects of this system are 1) The fact that the data are recorded in BASIC 

while the analysis programs are written in PASCAL. Thus it is necessary to copy the 

original file from a diskette formatted in BASIC onto a diskette formatted in PASCAL. 

2) The Apple IIE has limited memory capacity, which limits the precision attainable. 

3) The Apple HE has limited buffer capacity. This limits the size of an individual 

program or datafile. The result is a proliferation of small programs for performing 

specific functions. Though it is desirable for purposes of flexibility to have such small 

programs it would also be convenient to have one megaprogram which can perform 

most of the steps required. That would spare the necessity of writing a new file to 

disk after each operation. 

Booting the Apple 

Place the boot diskette in drive #4 and either 1) turn the computer on, or 2) 
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simultaneously hit the Ctrl and reset keys. 

Formatting Diskettes 

At least two floppy disks are required for die recording and analysis of melt data. 

One diskette, formatted in BASIC, is used for recording data. The second diskette, 

formatted in PASCAL, will be used for data analysis. 

Formatting diskettes in BASIC 

Place the diskette labeled DOS 3.3 System.Master (it has a white label and sits 

in a white box) into disk drive number 1 (the boot drive, also known as #4 to Apple 

PASCAL), and boot the computer. After die computer gives die welcome message 

and me prompt appears, remove die System.Master disk and replace it with your own 

blank diskette. Now type 

INTT HELLO 

then return. When die formatting is done, the drive will stop making a funny noise, 

die red light on die drive will go off, and die prompt will return to die screen. 

Formatting diskettes in PASCAL 

Place die diskette Apple 1 in drive #4, Apple 3 in drive #5 and boot. A menu 

will appear at die top of the screen. Type "X" for execute. You will be asked which 

program you want to execute. Type 

APPLE3:FORMATTER 

men return. You will be asked which diskette you want formatted. Remove Apple 3 

from drive 5 and replace it wim your blank disk dien type 5. The drive will make a 

bizarre noise until the formatting is complete. 

B. Data Collection 

The program for data acquisition was written by Dr. Phillip Cruz. Boot die Apple 

with die diskette labeled Melt Data Acquisition in drive #4 and your data disk in 

drive 5. A menu will appear in which die first entry will be 1) Gilford Melt. Type 
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1 (DO NOT HIT RETURN). You will be asked for a disk filename. Choose a name 

(preferably short - you will be asked for comments later) that starts with a letter and 

contains no spaces, then end it with a comma followed by D2 (no spaces). 

filename,D2 

The D2 tells the program to write the file to drive #2. Hit < CR >. Now you will be 

asked for comments. Type whatever you like but avoid commas, colons or periods. 

The next question is the number of cuvettes. This will include the number of samples 

plus one (the reference). In other words, if you have two samples, one in position two 

and one in position three, you should type 3, < CR >. Now you will be asked whether 

or not the printer is on line. Data acquisition will begin when 1) you have answered 

'y* to this question 2) the cuvette positioner is on 'auto', and 3) the buttons next to 

the cuvette positions to be used have been pressed. During the first cycle, the program 

will set up two plots for each cuvette position (not including position 1). After the 

first cycle, you can toggle the display between the graphic and the numerical display 

of the data with the esc key. 

It is important to keep in mind that mere is an upper limit to the capacity of 

the data analysis programs of 250 data points. This means that if you want to avoid 

post-editing your data, you must adjust the temperature range, heating rate, and dwell 

time accordingly. 

You can stop data collection at any time by hitting ctrl A BUT, if you do this 

while data is being written to the diskette (this happens whenever the number of points 

is a multiple of ten-at this time the red light will come on on drive 5) the printer will 

not plot the graphic display of the melts which you have just seen on the screen. The 

data in this case will still be stored in the file and can still be plotted by using the 

program getdos (section C) thenfastmelt or diffplot (section E). 
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Figure AH-1 experiment 
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C. Converting the data to fraction versus temperature 

Converting a BASIC file to a PASCAL file using getdos 

These programs have been compiled on the Analyze diskette by Steve Wolk, who 

wrote the convert program. Place the Analyze diskette in drive 4 and your data diskette 

in drive 5, men boot. You will see die Apple Pascal menu appear at the top of the 

screen. Type 'x* for execute. When you arc asked for a filename type getdos. This 

program will read a file from a diskette that is formatted in BASIC and write the same 

file to a diskette diat is formatted in PASCAL. As mentioned in the introduction, this 

step is necessary since the data recording program is written in BASIC whereas the 

analysis programs are in PASCAL. The first questions getdos asks you are the source 

and destination units. To both these questions answer '5 ' . The program then asks you 

for a filename. You type me filename followed by < CR > (#5 is assumed this time). 

After the catalog and file are read you are told to insert the destination disk. Remove 

your BASIC formatted data diskette and replace it with your PASCAL disk, then hit 

<CR>. Probably the screen will show the message "One Moment Please". Finally 

you •:xe asked whether you want to repeat die process with another file. 

Converting data to fraction versus temperature using convert 

You now have your data in the form of a PASCAL textfile, and you are ready to 

use die program convert to convert 1) your PASCAL textfile to a datafile. 2) your 

absorbance versus temperature data file to a normalized absorbance versus ;empera-

ture file (uiis step is optional). 3) your absorbance or normalized absorbance versus 

temperature file to a fraction versus temperature file. All of these operations must be 

performed in the order listed above. 

a. converting a textfile to a datafile and normalizing 

Type V for execute and convert for the file to be executed. You will be presented 

wim a menu with 8 options. Type *2\ then < CR >, to input your PASCAL textfile. 
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When you type the filename, be sure to prefix it with #5: 

#5:filename 

then < CR >. For a typical textfile it will take about three to five minutes to input. The 

slowness of working with textfiles makes it desirable to convert to a datafile. When 

inputting is completed and the menu reappears, type 6 and < CR > to output the array 

as a datafile. Again, when you type the output filename, prefix it with #5:. 

To normalize the data, you should have a printout of your raw data1 available for 

reference. Beforehand you should decide 1) At what temperature you want to normal­

ize the data to one and 2) Whether and what you want to subtract as a background 

absorbance due to the cell, buffer, etc. When you have decided all that, and you have 

the menu on the screen and your data in the array, type 4 and < CR >. Respond as 

requested with your normalization temperature and background absorbance for channel 

2. After each response you will be asked whether or not your input is correct, so if 

you screw up just hit < CR > and type V when asked about correctness to repeat the 

process. After the background absorbance you will be asked for die absorbance at die 

normalization temperature. All of die absorbance data in channel 2 will be divided by 

the number that you input here (after both the original data point and the normalized 

absorbance have been corrected for the background absorbance). As soon as you type 

'y' to say that the absorbance at the normalization temperature is correct the data in 

channel 2 are normalized. The process is repeated for channels 3 and 4, if present. 

After the last channel is normalized die menu returns. Again outputting die data to a 

file for safekeeping is recommended, using option 6 as above (remember #5: before 

me filename!). 

b. choosing baselines 

In order to convert die absorbance or normalized absorbance to fraction versus 

temperature one must input baselines for die single stranded and double stranded 
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absorbance. There is no standard formula for choosing baselines. The best method 

depends on the transition curve in question and, unfortunately, the judgment of the 

person doing the analysis. One method that often proves useful is to obtain the lower 

baseline from a linear least squares fit to about 10 data points in the (hopefully) 

linear low temperature region and the upper baseline from a similarly linear high 

temperature region. Of course, in addition to linearity, the other requirement for a 

baseline is that you can be certain that the system is completely duplex (or whatever 

your low temperature structure is) for all of the lower baseline points and completely 

single stranded (or Z-form, etc.) at each upper baseline point. When several transition 

curves are available with, for example, different strand concentrations or different 

polymer lengths, it may be advantageous to use the same upper baseline for each 

normalized absorbance versus temperature curve. The slope for all lower baselines in 

this case can be obtained by averaging the slopes obtained from several curves unless 

there is evidence of an exceptional degree of aggregation (manifested in a dramatically 

larger slope) for certain curves. However, the o°C intercept should be chosen separately 

for individual curves, based on the absorbance at the highest temperature at which the 

sample can be said to be greater than 99% in the low temperature form. 

Low melting transition curves which lack a lower baseline simply cannot be used 

to calculate parameters with the precision normally desired. At best, one may obtain 

an estimate of the fraction versus temperature by assuming a flat lower baseline, using 

a baseline obtained from another curve (i.e. at higher concentration), or doing some 

sort of curve fitting. Data simulation programs are already available (see section F of 

this appendix), and it would be a simple matter to expand these programs to iteratively 

fit parameters, though the lower baseline will have to be one of the parameters fit. 

Choosing baselines is actually the most troublesome aspect of this type of exper­

iment For all but the most straightforward data, there is probably no way to avoid 
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repeating the analysis with several choices of baselines in order to determine which 

method yields the most consistent results. This does not imply that the process is 

arbitrary, since whatever method is chosen should be used as consistently as possible 

for any given set of data. 

c. converting to fraction versus temperature 

When you choose option 5 to convert the data to fraction versus temperature you 

will be asked 'which channel' and whether you want to change any of» the baseline 

parameters. If you type 'y' you will be asked which parameter you want to change. 

The choices are ; A, the lower baseline o°C intercept; B, the lower baseline slope; 

C, the upper baseline intercept and; D, the upper baseline slope. Note that these 

baselines may correspond to states other than single and double strands for various 

types of transitions. Type your choice of parameter, < CR >; your new value; then 

< CR > again. If you make a mistake you can repeat the process. As soon as you 

type 'x' for no changes the conversion is executed and the menu returns. Again it is 

advised that you output the data to the screen using option 8 in order to check for 

mistakes, and that you save the data in a file using option 6. 

D. Obtaining thermodynamic parameters 

Once you have the data on disk in the form of a fraction versus temperature file 

you can obtain diermodynamic parameters by one of at least three methods for a 

bimolecular transition and either of at least two methods for a unimolecular transition. 

Bimolecular transitions 

The three methods available are 1) construct a van't Hoff plot from the concentra­

tion dependence of the Tm, extract &H° from the slope, AS 0 from the T = OK intercept 

and AG0 from AG0 = RTlnCt/a where Ct is the total strand concentration at which 

Tm = r 0 , (r 0 is the temperature of the reference state) and o = 4 for a non self com­

plementary duplex to single strand transition or o = l for a self complementary duplex 
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to single strand transition (see chapter II). Note that, in principle, you don't need to 

choose points at the Tm. You could calculate lnKtq for any value of the fraction, but 

signal to noise ordinarily is maximal at the Tm. 2) Construct a van't Hoff plot from a 

single transition curve by converting the fraction at several temperatures to inife,(see 

chapter Appendix I). 3) Calculate the derivative of the fraction versus temperature. 

Then AH° can be obtained from 

AH° = -GRFdf/dT 

(Gralla and Crothers (1973) J. Mol. Biol. 78, 301-319.) where T is the temperature 

and df/dT the derivative at the transition midpoint Note that using this method one 

can only obtain AH0, whereas AS0 and AG0 cannot be measured from the derivative 

curve. 

Option 1 (concentration dependence) 

Method 1 can be performed simply by reading off from the fraction versus tem­

perature files the temperatures at which the fraction=i/2. Concentrations are calculated 

using the absorbance read at some temperature at which the system is known to be 

all single stranded, using die upper baseline(see section II-C) to extrapolate die ab­

sorbance to 25°C, then dividing by the extinction coefficient (calculated using option 5 

on the Melt Data Acquisition disk), the path length, and appropriate correction factors. 

The linear least squares fit of the concentration points can be performed using a pocket 

calculator or any one of the least squares fitting programs available on the Vax and 

the Apple. 

Option 2 (InKeq from fraction) 

The programs on the diskette named Deltag are available for calculations using 

method 2. The program freeenergy (orfreeesc for self complementary duplexes) takes 

a fraction versus temperature file as input, converts it to AG0 versus temperature using 

equations Al-i, AI-2 then outputs the data to a file. After booting the Apple with the 
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Deltag disk and Xecuting the file freeenergy, you are asked for a filename. Answer 

with 

#5: filename 

then < CR > as before. The concentration should then be input in moles/liter followed 

by return. When the program asks you whether or not the value of the concentration 

is correct, it may present you with your number followed by a random letter or digit 

for some mysterious reason. Don't be alarmed, it doesn't seem tc matter. Just hit 

< CR >. The next question is whether or not you want die data echoed to the screen. If 

you type 'y' you will see three columns of data. The first column is the temperature, 

the second column lists the equilibrium constant, Keq, and the third column lists 

AG°/lQ* = -RTlnKeq/10*. AG0 is divided in order to make plotting convenient If the 

fraction is less than 0.15 or greater than 0.85, then Ktq is set to a predetermined value 

and will be ignored later. After Ke„ and AG0 have been calculated the program asks 

whether you want to output the data. You must output it to a file in order to obtain 

AH0 and AS0. When you type the filename remember #5:. The output file will have 

three channels, channel two is Ktq versus temperature and channel three is AG°/w* 

versus temperature. Only those data points for which 0.15 < f < 0.85 are output 

You now have a file which contains AG°/104 versus temperature, which, if you 

have an all or none transition, should be linear according to AG0 - AH0 - TAS°. The 

program Istft on die Deltag diskette is available to do a linear least squares fit to the 

output of freeenergy. Type 'X' to execute Istft. Answer the first question, whether or 

not you want to input data from a file 'y' then <CR>. Making sure that the disk 

containing your AG0 versus T file is in drive #5, type #5:filename. The program will 

tell you how many data points are in the file and will ask you whether or not you want 

to add data from an additional file to the fit If you type 'y' the process is repeated, 

otherwise the next time you press < CR > a linear least squares fit is made to channel 
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3 and you will be given the slope and the intercept. AH0 is 104 times the intercept (in 

calories/mole) and A£ J is 10* times the slope (in eu). 

The procedure for using freeesc is identical. The only difference is in the manner 

in which Keq is calculated from / for self complementary duplexes. 

Also available is the program freedivt, which outputs lnKtq versus l / r and which 

operates exacdy like freeenergy and freeesc. Then when vhfit (another version of Istft 

on Deltag) operates on the output of freedivt, the slope corresponds'to AH°/10 (in 

cal/mole) and the intercept to AS0 times io3 (in eu). The advantage of freedivt is that 

one does not need to extrapolate to a temperature of absolute zero in order to obtain 

AH0, while the output of freeenergy has the advantage mat when plotted it covers a 

standard temperature range. 

Option 3 (taking the derivative) 

For bimolecular transitions, only AH0, not AS0 or AG0 can be obtained in this 

way. Boot the computer with the Dmelt disk in drive 4 and the disk containing your 

/ versus T file in drive 5. Type 'F' for filer when the Apple Pascal menu appears at 

the top of the screen men 'G' for Get You are asked 'which file?' and you should 

type 'derivative' followed by <CR>, then 'Q' to quit the filer. For some reason the 

program aborts if you do not go through this procedure before executing. Now type 

'R' to run derivative (make sure you have quit the filer!). You are asked the name of 

the file to be loaded-you should type 

#5:filename 

The next question is the number of points to be used for a fit. This program chooses a 

local set of points at each specified temperature (you will decide at what temperatures 

to take the derivative below) and uses this set of points to do a least squares fit to 

a second order polynomial. The number of points chosen for each least squares fit 

is determined by your answer to this question, followed by < CR >. You are then 
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asked for a temperature interval between smoothed points. This will determine how 

many data points you will output, and so you might consider that this program will 

take some time to compute (maybe about 20 minutes for 200 data points and using 

a 15 point fit for each data point). Next you are asked for a channel number (2, 3, 

or 4 for absorbance or normalized absorbance, 1 for fraction versus temperature as 

input) and then a starting temperature. The program will search your dataset until 

it finds the first data point for which the temperature is greater than'or equal to 

your specified starting temperature. If it cannot find enough data points in the range 

of your starting temperature to do a fit, it will simply repeat the question-'starting 

temperature=?'. When the program is satisfied with the starting temperature it asks 

for a final temperature, and finally whether or not you want the data echoed to the 

screen. If you answer *y' you will be presented with three columns of data. The first 

column is the temperature, the second column is the smoothed data; AT3 + BT + C, 

where A, B, and C are the coefficients of the second order polynomial obtained from 

the least squares fit. The third column corresponds to the derivative; 2AT + B. When 

the final temperature is reached you are asked whether you want to output the smoothed 

data, that is, what you have just seen in column two. Remember #5: when you output 

the filename and likewise if you decide to output the derivative data (the next option). 

Unimolecular transitions 

In this case using method (1) of section C is of course not an option, since there 

should be no concentration dependence. However methods 2 and 3 are still available. 

option 2 

Here the procedure is the same as it is for bimolecular transitions using this method 

except that the program freeuni is now used to obtain AG0 versus T. R-eeuni operates 

like Ereeenergy except that there is no need to input the concentration and the program 

now calculates Keq based on the equation 
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for a unimolecular transition. 

option 3 

Again use the program derivative as in part D of this appendix, but AJT° is now 

obtained from 

AJ?° = ART^df/dT 

at the transition midpoint. Also it is now possible to use this method to' obtain a value 

for AG0 and A5° using the fact that at the transition midpoint 

AG0 = -RTlnKc„ = 0 

and 

AG0 = AH0 - TAS° 

thus 

AS0 = AH°/Tm. 

E. Plotting the data 

The program fastmelt on the disk Analyze was written by Steve Wolk. It will plot 

any of the files output by the programs getdos (absorbance versus temperature), convert 

(absorbance, normalized absorbance, or fraction versus temperature) or freeenergy, 

freeuni, and freeesc (AG0 versus temperature). The program diffplot on the Dmelt 

diskette is a modification of fastmelt which should perform all of the functions of 

fastmelt along with plotting the output of the program derivative. 

Using fastmelt 

Boot the computer with the Analyze diskette in drive 4 and your data diskette in 

drive 5. When the Apple Pascal menu appears at the top of the screen type V for 

swapping. The computer will say 

Swapping is off. Toggle swapping? 

Then type 'x' for execute, and Fastmelt when you are asked for a filename. If you 



120 

have toggled swapping you can answer 'n' to the first question dien input the filename 

widi the following format 

#5:filename (return) 

You are given a menu with 4 options. You want '(3) Plot die present array'. Then 

type < CR >, 'n' for a new plot and < CR >. You are asked whether you want to 

reload default values for the plot parameters. Since you have not yet entered any 

parameters, it does not matter how you answer this question at this time, the default 

parameters will be loaded anyway. Just hit < CR > and you will be given a menu of 

plot parameters to change. The parameter tides are semi-self explanatory, but in order 

to avoid confusion I suggest that you ignore parameters 11-14, 32, 33, and 35. Type 

in the number of the parameter you want to change followed by < CR >, dien type in 

die new value followed by <CR>. When you are satisfied with all the parameters, 

type 0 followed by < CR >. Then you are asked for a channel number. Enter 2, 3, or 

4 followed by < CR >. You will be told how many points are being plotted and given 

die opportunity to reduce diat number if you choose. If you answer 'n' to 'change 

it?' die plot will appear on die screen, including your data points if you have chosen 

XMIN, XMAX, YMIN, and YMAX in such a way tiiat your data is within the range 

of the plot parameters. When you want to go to the next step just hit < CR >. You 

are asked whedier you want to start a new plot. If you want to plot the same data over 

again because you weren't satisfied with the plot parameters, type 'y'. Otherwise hit 

< CR >. Then you can plot one of die other channels on die old plot or you can enter 

0 if you want to load new data or send your plot to die printer. The former can be 

done using option 2, and the latter using option 4 on die next menu. 

Using diffplot 

diffplot functions exacdy like fastmelt except diat you can plot a fraction, deriva­

tive, or smoodied data file by typing ' 1' when asked for die channel number. 
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F. Other options 

Creative use of the programs described above could lead to all sorts of applica­

tions. Rsr example biphasic melts could be analyzed by producing two fraction versus 

temperature files, one for each transition. The derivative program can actually be used 

simply to smooth any dataset which is input with the right format, including its own 

output. Thus one could smooth a dataset several times over. In fact, with respect to 

signal to noise, two six point smooths in dieory should be equivalent to one twelve 

point smoodi, but resolution should be enhanced in die former. 

If there is one more program or set of programs that could make die system 

complete it might be a fitting program which iteratively calculates parameters based 

on the shape of die curve. Such a program could be helpful in refining thermodynamic 

parameters which have been calculated by otfier mediods for well behaved transition 

curves, diough it would be difficult to obtain convergence to reasonable values for a 

random input due to me number of variables involved. 

Already it is possible to simulate a transition curve for a given concentration, AH0, 

and AS0 using programs on die disk Simdat. Figure AII-F shows simulated transition 

curves and dieir derivatives for a duplex to single strand and for a unimolecular 

transition. Each has been simulated using the same Tm, AH0, and AS0. It is clear mat, 

in meory, one can determine the type of transition present from me shape of the curve, 

diough in practice baseline problems may make this impossible for die general case. 

There is also a program for simulating biphasic curves consisting of two intramolecular 

transitions. However, if the first transition is bimolecular, the Apple Pascal lacks die 

precision to do die necessary calculations. 



Figure AII-2 Simulated single strand fraction versus temperature curves and 
their derivatives for unimolecular, self complementary bimolecular, and non 
self complementary bimolecular transitions. Each simulation assumes the 
same values for the van't Hoff enthalpy (-47 kcal mol"1) and for the T m 

(313 °C) (see text and Gralla and Crothers, (1973) J. Mol. Biol. 78, 301-319). 

a) Simulated fraction vs. temperature for a unimolecular two state transition. 
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bimolecular transition (A+A -->B). 
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c). Derivative of simulation in a). 
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e). Simulated ss fraction vs. temperature for a non self complementary 
bimolecular transition. 
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G. List of programs 

Program Location 

convert Analyze 

derivative 

derdivt 

diffplot 

fastmelt 

Dmelt 

Dmelt 

Dmelt 

Analyze 

freedivt Deltag 

Function 

-converts PASCAL textfile 

to PASCAL datafile 

OR 

converts PASCAL formatted 

absorbance versus 

temperature data into 

a. normalized absorbance 

versus temperature 

OR 

b. fraction versus temperature 

-smooths then takes the 

derivative of output from 

any of the PASCAL programs 

listed here 

-same as derivative but 

outputs df/d[i/T) 

-plots output of the other 

PASCAL programs, including 

derivative(a modification 

of fastmelt) 

-plots the output of convert 

or the programs on the 

Deltag disk 

-converts fraction versus 
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freeenergy Deltag 

freeesc 

freeuni 

getdos 

Deltag 

Deltag 

Analyze 

Gilford Melt 

lstft 

Melt Data Acq. 

Deltag 

vhfit 

Simulation programs 

Deltag 

Simdat 

temperature to lnK€q versus 

inverse of temperature for 

bimolecular, non self 

complementary transition 

-converts f versus T to 

AG0 versus T for 

bimolecular, non 

self complementary transitions 

-same as freeenergy for 

self complementary duplex 

-same as freeenergy for 

unimolecular transitions 

-transfers data from a BASIC 

formatted disk to a PASCAL 

formatted disk 

-collects data in BASIC 

-does a linear least squares 

fit to the output of 

freeenergy, freeuni, or 

freeesc to attain AH0 and 

AS0 from the slope and 

intercept 

-same as Istft but operates on 

output offreedivt 

-simulate unimolecular, 

bimolecular, or biphasic 
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transition curves 

(see Appendix III) 
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Appendix III; Computer programs 

-\RCZ- ? A '••• !•£ R * VA V.;' 1 V t : 
(•"".IS PRC'BRA"" "AKr.5 A JVLJLK AeSO-ft-'-i-Vi-i. V S "• c.vP=.SA*i •_,~.'=L •-J i_t 0-< 1-1 
- R A C T I O N V S TE?',='£RA1u/RE PIi_E . G R A F l L c T A K E N FRC-V i TsJ Clw\ u u "i-u~. 
AT A TEMPERATURE INTERVAL. LOOSEN &v THE USER, IT DOES A L U C A L i_-~ii'-
SOuARES PIT TO A SECOND ORDER P O L Y N U W I A L USING A N Y W H E H E FRD»: 5 X ::; 
_CCAL DA _A POINTS. THE PROCEDURES SMOOTH AND DETERm ARE TA".tN f-RDf'' 
•DATA REDUCTION AND ERROR ANALYSIS " &* BEVlNGTOr.. TH£ CGEF-ICI£vT* 
-e T J ^ FITTED POLYNOMIAL ARE T~f£N USED TO CALCULATE AN A-*f-*RGX iMA'. t-. 
DERIVATIVE AT THAT ""EMPERATURE. THE SMOOTHED DATA OR THE DERIVATIVE DATA 
CAN THEN EtE OUTPUT TO ANOTHER DISKFlLE. WHICH CAN 1 Hi£N HE Pi_OT"!£D USING 
TK£ PROGRAM DI^FPLOT. *i 
USES TRANSCEND: 
TYPE LONG=INTEGERC3SJ: 

£<LDCKK=ARRAY!:.I. . 3, i . - 33 C c LONG; 
VAR MATRIX:BLOCKK: 

D£3:ARRAYCi . . 3 , 1 . . 2 5 0 0 OF REAL? 
ADSTEMPS ; ARRAY C l . . 2. 1. . 25(?3 OF REAL s 
A; ARRAVCi. . 33 O^ REAL: 
SUffX, SL'MYJARRAYL:. . 53 OF LONG: 
SSL'MX, SSUMY ; ARRAY CX. .53 OF REAL ? 
2, NUMBER, U, MARKER, COUNTER, R, O, NPTS, NMAX. LEN, NTERMS, N, J, 1. K, L, .*>, Li : INTEGER* 
X, Y:ARRAY CI..£5*3 OF REAL J 
IX, IY:ARRAY CI.. £533 OF INTEGER: 
LX. LY:ARRAYC:. . 2503 OF LONG: 
NDATASET, CMANO, NUMCHON, SSBLA, DS&LA. S S B L B , DSBLB. COR. S, Crtl±>0. r-R-"E, DrfLTA: REAL ? 
LASTPT, COUNT, INTERV. FSTPv : REAL : 
W, P, D, XI, YI, XTERM, YT£R(*>:LGNG: 
AN57,ANSS,ANS2. A N S 3 . RESPONSE,ANSWER;CHAR: 
DA1ACHECK,TsSTRlNG? 
SOURCE: STRINGC2t?:' : 
CHECKiBOOLEAN : 
F,XP.X2F:FILE O F REAL: 
Or-"lL=, C2FILE:STRINGC2^.1 ; 

FUNCTION DETERM(MATRIX:BLOCKK: R:INTEGER):REAL: 
»'*C-aLCuLATCS THE DETERMINANT OF A THUEE BY "i HftEE MATRIX*) 

VAR _. H. J, I, LI. SVALUE: INTEGER; 
P,SAVE:LONG.• 
VALUE:LONG: 
::REAL: 
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BEGIN 
IF(R-l) THEN Wi-D; 
D s = 1 ; 
Ms=l ; 
(«VALUE IS A DUMMY VARIABLE USED TO CALCULATE THE D£1tKMlNANT. 
AT THE END DETERM IS SET EQUAL TO VALUE. *> 
VALUEs«i; 
Ls-1» 
FOR Ls-I TO 3 DO 
BEGIN 
Ks-H 
<*IF A DIAGONAL ELEMENT OF THE MATRIX IS 0, REARRANGE ROWS AND 
COLUMNS SO THAT THE VALUE IS NONZERO*) 
IF (MATRIX CK,KJ-0> THEN 
BEGIN 
Mi-0 5 

FOR Ji-K TO 3 DO 
i*CH£CK TO MAKE SURE THAT NOND.IAGONAL ELEMENTS ARE NON2EKO-
IF THEY ARE ALL ZERO,THE DETERMINANT IS ZERO*) 
IF (MATRIX CK, JJ <>»> THEN 
BEGIN 

Mi-i? 
(•REARRANGE ROWS AND COLUMNS*} 
FOR I»«K TO 3 DO 

BEGIN 
SAVE s-MATRIX CI, J3 j » 
MATRIXCI, J3:=MATRIXCI,K3; 
MATRIX CI, KJs-SAVE; 
VALUE:—VALUE; 

END? 
END? 

(•SET VALUE TO ZERO IF ALL ELEMENTS ARE ««•> 
IF (M=tf) THEN VALUEJ-«? 
END? 

IF (VALUE OO) THEN 
PREARRANGE ROWS AND COLUMNS UNLESS THE ABOVE LOOP FOUND A L L 
ELEMENTS EQUAL TO ZERO*) 
BEGIN 

(•THE ALGORITHM REARRANGES ROWS AND COLUMNS UNTIL THE SECTION 
OF THE MATRIX' BELOW THE DIAGONAL IS ZERO. THEN THE DETERMINANT 
WILL BE EOUAL TO THE PRODUCT OF THE DIAGONAL TERMS*> 

VALUEJ=VALUE*(MATRIXCL TL3): 
Li s-Lfl; 
FOR Is=Ll TO 3 DO 
BEGIN 

FOR J:-Li TO 3 DO 
BEGIN 
MATRIX CI, J3:-MATRIX CI,J3-
( (MATRIX CI, LJ*MATRIXCL, J3> DIV MATR1XCL,L3) : 
END; 

ErO; 
END; 

E'vD: 
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\'«-COR~£CT cO"? THE FACT THAT INPUT DATA HAS BEEN MULTIPLIED BY 
VARIOUS FACTORS. EARLIER THE INPUT DATA WAS CONVERTED TO THE 
~vP£ LDVG INTEGER, f*OW THE OUTPUT OF THE FUNCTION DETtHNlNAN'i 
I? CONVERTED BACK TO THE TYPE REAL.*) 
I^sVA-UE^MAXINT) OR <VALUE<-MAXINT) THEN 

BEC-IV 
Ps=<i VALUE DIV MAXINT); 
REPEAT 

D:=D*iv>; 
UNTIL <D;P> AND (Di-P'ij 

END; 
VALUE:"VALUE DIV D? 

£ VAL UE : - T RUNG < VAL UE > : 
:«• i'D>W> THEN P:«<D DIV W) 
ELSE P:*W DIV D; 
STR<P, T) 5 
IF iD>U> THEN LEN:-LENGTH <!T)-i 
ELSE LEN 2=-(LENGTH <T>-1 > j 
CO??J=EXP<LEN*LN(l(Zt)) ; 
IF <R<>£) THEN 
BE3IN 
Z:-SVALUEs 
DETERSs»2*COR; 
END 
t:_SE 
BE3IN 
DETERM:-SVALUE: 
END j 
END\'«DETERM#> ; 

CED-'RE IWPUTEMP; (*ASKS FOR STARTING TEMPERATURE AND SCANS THE ARRAY 
TEMPS TO FIND THE APPROPRIATE DATA POINT TO INITIATE SMOOTH I NG*-) 
IN 

EPEAT 
W R I T E L N < ' STARTING TEMPERATURE-?'); 
REA3LN(FSTPT)i 
fiEPEPiT 

UNTIL x'ABSTEMPSCi, OJ)FSTPT) OR (ABSTEMP.S Ci, Q3-FSTPT) ; 
•«;TIL <Q> <NPTS Di'^ s ) ) OR <O-<NPTS D I V sn > t 
R. :TELN\ '»F INAL T E M P E R A T U R E - ? ' ) * 
E A D L N ( L A S T P T ) : 
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->C::H_'L-?E INP'JTFILE; (»ASKS FOR AN INPUT FILENAME AND CHECKS TO MAKE 
S..RE TH»'-.T THE FILE IS PRESENT. IF THE FILE IS NOT AVAILABLE, A MESSAGE 
-O T U ^ T EFFECT I S SENT 7 0 THE SCREEN*.) 

BE Sir- 1 

«r": .'7£L.\ •: ' WA^'E OF DATA Fi_E TO BE LOADED?i. DATH ASSUMED If NOT GlvEN;')s 
REA3i_N <SOURCE) : 
DA""ACHECK s-COPV (SOURCE, LENGTH (SOURCE) —>•, 5) ; 
IF (DA TACHECK (> ' - DATA') THEN SOURCEs=CONCAT(SOURCE,'.DATA'>; 
i « i I -* > 
RESET(F, SOURCE)j 
IF >: 10RESULT-tf) THEN CHECK:-TRUE; 
IF CHECK=TRUE THEN 
ELSE 
BEGIN 

WRITELNCT'HAT FILE IS NOT AVAILABLE.' TRV AGAIN.'); 
END i : 
i « S I •+-*•> 

END ; 
PROCEDURE LOAD;<#LOADS DATA FROM THE DISKFILE INTO THE ARRAY ABSTEMPS. 
ABSTEMPSCI,P3 IS THE TEMPERATURE CORRESPONDING TO THE PTH DATA POINT, 
AND ABSTEMPSC£,P3 IS THE CORRESPONDING ABSORBANCE POINT*) 

BEGIN 
MARKER:-l; 
GET(F): 
NUMCHAN:-F"; 
GET(F)j 
NDATASETi-F'-j 
IF (NUMCHANO 1) THEN 
BEGIN 
GET(F); 
C M A N O S = F " ; 
G E T < P > : 
DSBLAJ=F'-S 
SET(F>: 
DSBLBS^F'-; 
GET(F): 
5SBLA:«F'-; 
GET(F)j 
SSBLB:-F--? 

END : 
3ET<F> ; 
COUNTER :-tZ»; Kj-1; 
WRITELNCFILE 15 NOW BEING LOADED...'); 
IF MARKEROiZl THEN 

BEGIN 
WRITELNi' 'FILE HAS',NUMCHAN, 'CHANNELS. SMOOTH WHICH LHrtiMNtL'" ) ; 
U R I T E L N C d F INPUT IS FRACTIONS. SMOOTHED D A T M . OR DERIVATIVES'): 
WRITELNi''THEN TYPE i)'); 
READLN(NUMBER)s 
FOP Ir-j TO <S*NUMBER-i') DO 

BEGIN 
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J s =*6>; 
REPEAT 

&ET<ff'> s 
UNTIL<J-NDATAS£TJ : 

END? 
Js=€»? 

REPEAT 
COUNTER!=0 ; 
BEGIN 

COUNTERs=CQUNTE«+l; 
GET<F>? 
A&3TEMP3 C1, J3 s-F-" s . 

END? 
UNTIL iJ»NDATAS£T>? 
K:=S? J !=•<?? 
REPEAT 

COUNTER**$? 
BEGIN 

Js«J-»-i; 
COUNTERs=COUNTER+l? 
GET<F> ? 
AE«3T£MPSC2, J3 s-F'-? 

END? 
UNTIL <J=*NDATASET> ? 

END? 
CLOSE(P)? 
END? 

PROCEDURE CHOOSEPT;<#FOR EACH OUTPUT POINT, THIS PROCEDURE CYCLES THROUGH 
THE INPUT DATA POINTS UNTIL IT FINDS THE FIRST INPUT POINT FOR WHICH 
THE TEMPERATURE IS GREATER THAN OR EQUAL TO THE OUTPUT TEMPERATURE. 
NPTS DATA POINTS ARE THEN INPUT INTO THE ARRAYS X AND V AND CONVERTED 
INTO LONG INTEGERS AFTER BEING MULTIPLIED BY THE APPROPRIATE FACTORS. 
WARNING! IF INPUT TEMPERATURE IS GREATER THAN 59* OR THE INPUT 
ABSORBANCE IS GREATER THAN 3.9 THE PROGRAM WILL CRASH. *> 

BEGIN 
COUNT s =COUNT«-I NTERV s 
Li=0-TRUNC<NPTS DlV 2)? 
FOR N:=l TO NPTS DO 
BEGIN 

X CN3:=ABSTEMP3C1, L*N3 ? 
IXCN3 !=ROUND< <H»>*XCN3> : 
LXCNJs=IXCN3? 
LXCN3!=LXCN3*100: 
YCN.~ s»AB3TE*»P5CS, L+H2 ; 
IVCNj j-ROUND<<X0<?0<?.>*YCN3> s 
LVCN3j-IYCNJs 
LYCN3 !"»LYCN3*H3«? 

END; 
I17 <ABSTEMPSCl, 03 <COUNT) AND iQ < < NDA1 AS>£"( -*> ) iHt.N 
BEGIN 
REPEAT 

0:=-0-«-l: 
UNTIL (ABSTEmPSti, Q3>C0UNT) O R ( A B S T E M P S C l, 03«=CULIN"( ) OR tO> NuA"s mSt.'! — H J s 
END? 

END: 
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PROCEDURE SMOOTH»<#CALCULATES COEFFICIENTS FOR A SECOND ORDER POLY­
NOMIAL LEAST SQUARES FIT TO NPTS INPUT DATA POINTS FOR EACH OUTPUT 
POINT. THE ALGORITHM IS £<AS£D ON A THE FORTRAN PROGRAM PULFII IN 
"DATA REDUCTION AND ERROR ANALYSIS" BY BEVlNGTON, PAGES 140-14£*> 

BEGIN 
P»-l| 
D:=I; 
NMAX s-S*NTERmS-I; 
N:=Gi: 
FOR Is-i TO 3 DO 

BEGIN 
ACIJs"0; 

END i 
REPEAT 

Ns-N+i: 
SUMXCN3s-«; 
UNTIL<N=NMAX); 

REPEAT 
SUMYCJ3s=e? 

UNTIL iJ=NTERMS>; 
Is=fl; 
REPEAT 

I»*I+i; 
XI:*LXCI3; 
YIs«LYrr3j 
XTERM:-1? 
Ns=d} 
REPEAT 

SUMX CN3:-SUMX CN3«-XTERM; 
XTERMs-XTERM*XI? 
YTERMi-Yl; 

UNTIL(N-NMAX)f 
REPEAT 

Ni«N*-i; 
SUMYCN3 j»SUMYCN3-*-YTERM; 
YTERM:-YTERM*XIs 

UNTIL <N-NTERMS) ; 
UNTIL<I-NPTS>f 
Js-fc; 
REPEAT 

REPEAT 
K:»Kf- l ! 
N:«Jt-K-i? 
MATRIX C J , KJ i-SUMXCNJ ; 

UNTIL <K«NTEftMS)* 
UNTIL < J=NTER|*15> : 
R :=3 ; 
DEi_TO:»DETERM<MATRIX, R; j 
L : = « ; 



REPEAT .,, . 
L:=L+i; 1 3 4 

J i -•«: 
REPEAT 
J: = J-M: 
Ks=«; 
REPEAT 

Ki=K«-i; 
Ns=J-«-K-l? 
MATRIXCJ,K3:=SUMX CN3 : 

UNTIL <K=NTERMS> s 
MATRIX CJ,L3 s=SUMYCJ3 ; 

UNTIL <J=NTERMS) ? 
Rs=L; 
IF ("DELTA <> <Z0 THEN 
BEGIN 
ACL3 :=DETERM<MATRIX, R> / <DEl-7fi) ; 
FOR Is=(L+l) TO 3 DO 

BEGIN 
ACL.3 :=ACLJ/i«IOe>? 
Ê 'D: 

END? 
UNTIL<L-3>5 

END ; 

PROCEDURE DERIV;<*INPUTS MASSAGED DATA INTO THE ARRAY DER, WHiCi-. WiLL 
BE THE SOURCE OF OUTPUT. DERCl,P3 IS THE TEMPERATURE*FGR THE PTH 
O'JTCuT, PER Car, P3 IS THE SMOOTHED ABSORBANCE, AND DERC3, P3 IS THE 
DERIVATIVE(OBTAINED &V TAKING THE DERIVATIVE OF THE FITTED POLVNOMIA-. 
AT THE TEMPERATURE DERCI,P3)*> 
BEGIN 

2:=2+l; 
DERC1, 21s~COUNT; 
DERrs, 23 :«<COUNT»COUNT#AC33)-«-<CGUNT*AC£3>«-AC13 ; 
DERC3. Z3 s=£*AC33#COUNT+AC£3 ; 
IF ( RESPONSE"* V') THEN 
WRITELN<*TEMP-',DERCi,Z3, ' iA-' , DERC£r, 23, » sDERIV=', DERC3, 23 ) ; 

END; 

PROCEDURE OUTPUT;<*OUTPUTS TO DATA FILE*> 
BEGIN 
WRITELNi'* OUTPUT SMOOTHED DATA TO A FILE? 1); 
READLN<AN5£> : 
IF AN52-*V THEN 
BEGIN 

WRITELN*"NAME OF OUTPUT FILE <. DATA ASSUMED IF NOT lil VEr*) ' ) ; 
READLN(OFILE) : 
DATACHECKs«COPVIOFILE, LENGTH(OFILE)-*,5) ; 
IF BATACHECKO '.DATA* THEN GFILE:*=CGNCAr (GFrLE, ' . OA TP ' > : 
REWRITE<XF,OFILE) ; 
WftITELN<'NDW WRITING..-*); 
XF--.-1 i 
PUT(XF)s 



REPEAT 
PUTi 'XF) : 
XF •s=DEREI, j : ? 
J : = J - « - l ; 

UNTIL <J=U*1>; 
- : = 1 : 
SEPEA7 

XF--s=DERC£. J?? 

UNTIL • :J=U^:>? 
P 'UTv 'X - ) ; 
XF-'*:=iii<3(?: 
C L O S J E I ' X F , LOCK.) ; 
WfiITELN<» DONE W R I T I N G ' ) ? 

END: 
WRI^Eu'W OUTPUT DERIVATIVE DATA TO A <=li_E?*>: 
REfiJu.'*' <A.'vS3> ? 
IF AVS3='V THEM 
BEGIN 

WRITE i*'NAi*!E OP OUTPUT F I L E ( . D A T A ASSUMED I F NOT G I V E N ) ' ) 5 
READ;_-J < O i F I L E > : 
DATAwHECK i=COPy <02FILE, LENGTH <OE'FlLE) -4, S) ; 
IF DATACHECK <> '.DATA' THEN C<£F ILE s =CONCAT(OiFILE, '- DATA 
REWRITE<X5F,02FILE); 
W R I T E L W < ' N O W WRITING *>• 
X =•=•'• : = i ; 
PUTfX£F>r 
X2=-:=ii 
PL-T ;>."£F> : 
XcrF-"s-U? 
J: = l: 
REPEAT 

PUT<X£F); 
X£F"s=DERCl, J2; 

UNTIL <J=U-i>; 
J:=i ; 
REPEAT 

C'UTfXSF) ; 
X £ F - : = D E R : S , J :? 
Ji=J*i: 

Ui\TIL ( J=U-1> : 
J U T *'X .2F> 5 

>:&-•'• t *•<&&$ t 

' I -OSE < XZ'F, LOCK) ; 
WRITELVC . . . DONE WRITING'>i 

E-viD: 
END; 
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PROCEDURE PRECIS: <*NOT USED AND WON' T WORK. T H = P U K P O S E IS TO 
CALCULATE CHI SOUARED. AND THIS PROCEDURE IS LEFT FOR POSSIBLE 
FUTURE USE*) 

BEGIN 
CHlSGs-V?; 
FOR Is=I TO NPTS DO 
BEGIN 

CHISOi-CHISQ+cV C13*Yil 3 ) ". 
END: 
J:=i : 
REPEAT 

SSUMYCn r-TRL/NCiSUMVCJJ ) s 
CHISO:«CHISQ-(£*ACJJ*SSUWVCJ3) s 
FOR K:«i TO j DO 

BEGIN 
Ns-J+K-1: 
SSUMX CNDs-TRUNCtSUMXCNJ); 
CHISQs-CHISu+<A£:j:»ACK3*S£U«XCN^; : 
END? 

UNTIL <J»-4> : 
FREEs«NPTS-3s 
CHISQs-CHISQ/'FREE; 
END: 

EGIN<*MAIN PROGRAM*> 

ANSS:-'Y'; 
WRITELNV'IF VOU HAVE RECENTLY REBOOTED, YOU MUST TYPE F, THEN G A T ' ) ; 
WRITELNf'THE COMMAND LEVEL OR YOU WILL CRASH. DO YOU WANT TO EXIT^-'): 
READLNi'ANS7) ; 
IF <ANS7-'Y') THEN EXIT^DERIVATIVE); 
REPEAT 
N T E R M S J « 3 ; 
i:=: ? 
CHECKr-FALSE? 
REPEAT 

INPUTFILE; 
UNTIL (ChECK=TRUE> .-
WRITELNO NUMBER OF POINTS FOR FIT=<INPUT A VALUE BETWEEN 5 AND 15)'); 
WRITELNC NOTEs FITTING WITH MORE POINTS WILL TAKE MORE TIME. BUT' > ; 
WRITELNC PRODUCE A SMOOTHER FIT.'); 
READLN <NPTS> s 
WRITELN*" TEMPERATURE INTERVAL BETWEEN SMOOTHED POINTS-?'); 
READLN (INTERV): 
LOAD; 
WRIT£LN»'' FILE IS LOADED'); 
INPUTEMP; 
COUNTs-FSTPT-INTERV; 
WRITELNC ECHO DATA TO SCREEN"" > ; 
READLNiRESPONSE); 
Ui'TftUNCi <LASTPT-FSTPT>/INTERV)-«-l ; 
2 : =0; 
-"iTELNi'NOW SMOOTHING DATA...'); 
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REPEAT 
CHGGSEPT; 
SMOOTH ? 

DERIV; 
UNTIL v'ABSTEmPSCl, QDM.ASTPT) OR iQ> NDATASET—1) ; 
OUTPUT? 
URIT£LN<' INPUT ANOTHER FILE?'); 
READLN<ANS6> ? 
UNTIL I'ANSS-' N' >; 
W RITELN(' GOODBYE THEN' > ; 
E\D. 

PROGRAM FREEENERGY: 
<*TAK£S SSFRACTION VS. TEMP'ERATURE DATA FROM WOLK FILE AND OUTPUTS VA 
LUES OF K AND OF FREE ENERGY AS A FUNCTION OF TEMPERATURE*-) 
USES TRANSCEND? 
VAR ABSTEMPS, DELTAS:ARRAYLI. . £, 1. . &SQ3 OF REAL; 

XF, DF.-FILE OF REAL: 
DATCHECK, OUTFILE, ANSWER, OUESTION.-STRING; 
NDATASET. CHANG:REAL : 
NUMCHAN s REAL; 
SSBLA:REAL ? 
SSBuB:REAL: 
DSBLA:REAL r 
DSBLBJREAL; 
OFILEtSCFILE:STRINGr£0]; 
ANS-3, ANS£, ANSsCHAR; 
n«, M, K. MARKER, I , J . COUNTER: INTEGER: 
X', C i R E A L ; 
CHECK, REALCHECK:BOOLEAN; 

PROCEDURE INPUTCHECK(QUESTION:STRING)? 
{••INPUTS VALUE FROM THE SCREEN AND CHECKS TO MAKE SURE T H A " I i r i t 
INPUT I S OF THE CQftftZCT VARIABLE TYPE* ) 
BEG IV 

WP.ITt tOLIESTION) : 
( • - $ ! - • ) : 
- E H D L N ' I C ) : 
W = J ; T £ < ' V A L U E - ' , C s n r 9 , ' I S T H I S C O R R E C T ? : ' ) : 
ZE£ZU-:<ANSWER) : 
:~ (LE^'G' -"H ,'ANSWER>=<?) THEN REALCHECK:=TRu£ 

ELSE 
BEGIN 

I F (ANSWER t l 3 =*' V ' ) THfc"M k t ^ L ' n t C s : = 
TRUE.-

EKD: 
: - 4 : —P- > 

END : 



PROCEDURE INPUTFILE? 
<*IN=-L'TS TWE FILENAME, CHECKS TO MAk T SURE THAT THE FILE IS PRESENT 
AK'D OF THE CORRECT TYPE AND ADDS ». DATA' TO THE FILENAME IF NOT 
GIVEM*) 
BEGIN 

WR:TE<»NA*£ OF INPUT DATA FILE*.DATA ASSUMED IF NOT GIVEN)'); 
READLN' (SCFILE > t 
CATCr-EC--: s-COPV <SCFILE , LENGTH ( S C F I L E ) - A , S> ; 
I F DATCHECK <> ' . D A T A ' THEN S C F I L E J - C O N C A T < S C F I L E , » . D A T A ' ) ? 
< * • • * : - * ) 

« * E S £ T f D = \ 5 C F I L E ) ; 
I F ( IO f iESULT=0> THEN CHECK: -TRUE? 
I F CH£C><-TS*UE THEN 
W S I T E L N C THAT F I L E I S A V A I L A B L E - » > 
ELSE 
BEG I V 

WRIT£L\;<f THAT FIuE IS NOT AVAILABLE* TRY AGAIN.')? 
E\D? •• 
<**I-*-*) 

E.\D: 

PROCEDURE CUTPUTFILE? 
<*U.'<*I7ES FINAL DATA TO AN OUTPUTFILE#) 
BEGIN 

WRITS «''NAri£ OF OUTPUT FILE (. DATA ASSUMED IF NOT G^VEN) ' ) ? 
READLNtOFILE)? 
DA7CMEC-: i=CDPY <DFILE, LENGTH <OFILE) -4, 5) ? 
IF DATCHEO< <> '.DATA' THEN OFILEi-CONCAT(OFILE,» . DATA'>; 
REWRI7£<X=-, OFILE) ? 
X'F-'"s=2; 
PUTi'XF) : 
XF'" :=3; 
»J7<XF)i 
>:F'-:=PJ 
P_'T<X̂ )r 
Xr'-i-Z: 

X F-•••: = ! : 

P L T I ' X - ) ; 
XF ' • : - - « : 
P L _ "X-J : 
X .-'••- = : ; 
i ' * " v=£ -V- DJMrvy CD-UMN S I N C E PLOT PROGRAM WILLNOT P L U T CHANNEL 1 
RL=-cer 

r ? — * •* T * 
r~ '^BSTi-v jC-Sfo. U > e i . 15J AND <ABSTEMPSC£, 13 «2>. 3 5 ) THEN 
P L ; T < X F ) ? 

- . % T I t < I=NDATASET> ? 

T-- ^ H ^ E r - ' S C - ' . I J ) (2 i . I S ) AND <ABSTEMPSC£, 13 <<?. 3 5 ) T H £ N 
r _~ ;XF> : 

- - M T I ' L i ' I=NDArASEf " i : 



i*-Z\~2^ ~='*><:-£RQTjRE FOR CHANNEL £ i T H E K CHANNEL*) 
Hti.r- _ r - . 

." - ^ . " ^ Z J 

'.- i-^S~=y&si2, J2>@. 1 5 ) AND <ABSTEMPSC£, J 3 <«. 8 5 ) THEN 
Pi_T<XF>J 
V~ •: =QBST£!»tC'S C1, J 3 : 
- \ 7 : _ <-T=NDfiTA5ET>s 

\ ' « : \ i > L ^ r "VE V S - L E S CF K:TO BE PLOTTED AS CHANNEL £ * ) 

-=• < ^ 3 £ " * " E M P S L £ , J3>C». i S ) AND (ABSTEMPSC£, J3 <\0. S 5 ) THEN 
P L T ( X F > r 
X - - : = D E L T A G : i , J J ? 
u S T I L <J=NDATASET>? 

J s - 1 ? 
<*INSERT TEMPERATURE FOR CHANNEL 3 WHICH WILL CONTAIN DELTAS*) 
REr'EfiT 

•- <'P3STEMPSC2, J 3 ) ® . 1 5 ) AND <AB5T£MPSC£, JJ <*. A S ) THEN 
PUT<XF> s 
I F <AB3TEMPSC2, J 3 > 0 . 1 5 ) AND <A65TEMPSC2, J2 <C. 8 5 ) THEN 
XF " s - A B S T E M P S T l , J 3 r 
U\TI i_ < J « N D A T A S £ T ) ; 

J : = ! : 
< * I \ S E R T THE VA_UES OF DELTAGsTO BE PLOTTED AS CHANNEL 3 * ) 

REPEST 
..-:=_-«• I : 
r~ iA3STE«PS:£, J3) G». 15) AND <ABSTEMPSC£, J3 <*. S3) THEN 
PLT<XF> i 
:~ ( S S S T E M P S r * , J 3 > 0 . i S ) AND <ABST£f lPSC£, J 3 <8>. 8 5 ) THEN 
XF '•.- ̂ DELTAS Z&. J 3 » 
L'.VTI. f J-NDATQSET) ? 

P'L'Ti'Xc-) : 
wrr-' . . — ••;. 5 5 . A - »*""«.«.'«.•* 

C _ I = £ : / F . L O C K ) ; 
END i 
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PROCED»"?E i T - i D r >:*:9H:^DS DATA FRCM THE I N P U T F I L E INTO THE ARRAY AfrSTEMPS 
AND _ i l ! 3 7.-.E J . \ P L " DATA TO SET PARAMETERS*) 
BEGIN 

Tf ln- .ZV- ." : 
G E ' - • . r - , .-

NOP7=:Si7 s ^ O - ''? 

C.-iP^- : - 2 r •'•; 

D S ^ _ P : = D - - r 

S3 J—.1 • =—'- ' i 
- r- - . -1 — , . 

CCw v " . ' L ; \ : = i ' s K : * : : 
r.~ r.A.-t.KEfi c>«2 THE's.' 

^ iT^ K: = I TC £ DO 
BEGIN 

RE.~EA"~ 
CCL'NT£R:«<ZI; 
BEGIN 

CO-JNTER: *COUNTER-<-i ; 
G£T<DF> % 
PB3TEMPSCK, J3i*DF"t 
END? 

L">~r i • :_=. \DA7ASET>: 
E V D J 

C-ZZZ :Z~) : 
END; 

PROC£D>~r :-ThZKZ3Zi 
BEG IV 
WRITELV '."-IB -:«C-ĵ fi*- TAKES INPUT FROM A WOLK FRACTION VS 1 EMPERATURE' > ; 
WRITELN ; , r:_:. ZP.-C ^~ES AN EQUILIBRIUM CONSTANT AND FREE ENER&V ATM; 
WRITEL1^'.- •!• '.£.>.-'£±Z~--RZ FOR WHICH THE FRACTION IS GREATER THAN JI.JSM; 
WRITEL-- " - . : _=£=; 7-A\ £. 6 5 AND OUTPUTS THE DATA TO A FILE. K IS O U T - M : 
WR.:--_- '«R_- C-3 C-IAAAEL £ AND G AS CHANNEL 3 IN A MELT TYPE FILE. T H E M ; *=;:-=:_"> :•> PROGRAM LSTPT CAN THEN DO A LINEAR LEAST SQUARES FIT OF THEM: 
~R. :~E-AT'DATA IN ORDER TO CALCULATE DELTA H AND DELTA S ASSUMING AM X 
WRITELNCALL OR NONE NGN SELF COMPLEMENTARV DUPLEX TO SINGLE STRANDM S 
~ -• ITELN >' 'TRANS ITI ON. M ; 
-'RTTELNO ; 
E\D; 
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&ESIN<«MAIN PROGRAM*); 
DESCRIBE? 
A\3:=» V* ; 
REPEAT 
CHECK:=FALSE; 
REPEAT 

I.vC-uT^ILE: 
UN'T IL (CHECK-TRUE> : 
LOAD; 
Q-jEST I ON :~'CONCENTRATION^? < ANSWER IN M U L E S ) :' : 
REALCHECK:=FAL5E: 
REPEAT 

INP'JTCWECK (QUESTION) s 
UNTIL <REALCHECK»TRUE> : 
{•CALCULATE THE VALUES OF K AND DELTAS. IF F<tf.i5 F > gi. 85 "i HtN F IS 
RESET TO AN ARBITRARY VALUE*J 
W R I T S L N C E C M O DATA TO SCREEN?'); 
READLW<ANS3> ? 
P: =%?'; 
REPEAT 

I: = 3>1; 
IF <ABSTEMPSC£, 13 <*»- IS) THEN ABSTEMPSCS, 13 s»«- i ; 
IF <ABSTEMPSC£- I3><3- 15) AND <ABSTEMPSC£, 13 <£». 65) THEN 
Ps«P+l; 
IF NOT <ABSTEMPSC£, 13<«.35) THEN 

ABSTEMPSC2,13 s-«. 99399: 
DELTAGCi, I3:»S*<l-AEiSTE«P'SC£, 13 ) / <SQR <ABSTEMPSC£, I3)*C> : 

DELTAGC£, 13 i—1- 9S7S* <£73+A&STEMPSL"l, I 3 > «•£. 3i33*LGG (DELTAS C 1 . I 3 ) /1 CitfC* ? 
IF ANS9='V THEN 
WRITELN<"'TEMP«',ABSTEMPSC1, 13, ' sK=' , DELTAS H , 13, ' iS=', DELTASC£, 13) ; 
UNTIL (I=NDATASET): 

Is-i? 
URITELNC WRITE TO AN OUTPUT FILE?')? 
READLN(ANS£): 
IF (ANS£-'Y») THEN OUTPUTFILE; 
WRITELNC ANOTHER DATA SET?<TYPE V IF YES N IF NC«> ' ) s 
READLN(ANS) ; 
UNTIL <ANS<>' Y' > : 
U R I T E L N i'THEN GOODBYE*); 
END. 

OG^A1* ^ R E E U N I ; 
TAKES S5C-RACT2C-M VS. 1 iWrPESATuSS DATA F k Q r W«Ji_K F I u £ A \ J O j ' i - U T S V H 
ES GF K AND OF FREE ENERGY AS A FUNCTION OF TEMPERATURE. ASSUMING A N 
L OR NON^, L ! N I / * I U L E C L ' _ A W T R A N S I T I O N * ) 
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-•"TEDURE DESCRIBE: 

'*=;:TELN<» "'"(-'IS PROGRAM INPUTS DATA FROM A WGLK FRACTION VS TEMPERATURE'); 
I«RITELN<' FII_E AND AT EACH TEMPERATURE CALCULATES A VALUE FOR THE '>: 
W-::T£LN<:'£?L'ILI&RIL!|*- CONSTANT, K, AND FOR THE FREE ENERGY DIFFERCNCE' ) 5 

-.'WI TEL'VI' ASSUMING AN ALL OR NONE UNIMOLECULAR TRANSITION. IF YOU» > : 
*. <:" Z-Xi'C^QCSZ TO OUTPUT TO A FILE THEN K WILL BE OUTPUT AS "CHANN£I_'> ; 

^RITEL*J<'£r" AND DE;_ TA G WILL BE OUTPUT AS "CHANNEL 3". THE PROGRAM' ) : 
*'>f"~_.\'<"_Sir"T CAN DO A LINEAR LEAST SQUARES FIT TO THE OUTPUT OF' ) ; 
W^^Si-'MOIS PROSRAr IN ORDER TO OBTAIN DELTA H AND DELTA G. ' > : 
i.^'.ITE.\'i' > ; 
U R I " " E _ N < ' N O T E S ONLY THOSE DATA POINTS FOR UHICH THE FRACTION IS' ) j 
i*:R.'7E,_:V i'» GREATER THAN 0.15 AND LESS THAN fit. S5 WILL BE OUTPUT. ») s 

Program Selfc 

•THIS PROGRAM SIMULATES A SS FRACTION VS. TEMPERATURE CURVE FOR AN ALL OR 
», SELF COMPLEMENTARY DUP'LEX TO SINGLE STRAND TRANSITION*) 
S APPLESTUFF, TRANSCEND: 

ABSTEMPS: ARRAY C i. . £, 1. . £5tZ>3 OF REAL? 
XFsFILE OF REAL; 
OFILEsSTRINGCiStfJ ; 
U, I, JsINTEGER: ANSSsCHOR; 
DATACHECKj STRINGC53; 
C, H, K, 5, F, CONC, FSTPT, LASTPT, COUNT, PERIODJ REAL ; 

ROCEDURE OUTPUT? 
EGIN 
RITELNC OUTP'UT SIMULATED DATA TO A FILE?' ) 5 
EADLN<ANS5); 
F A N S £ - » V* THEN 
BEGIN 

WRITELN<'NAME OF OUTP'UT FILE*.DATA ASSUMED IF NOT GIVEN)'); 
READLN<OFILE)I 
DATACHECK;»COPY<OFILE, LENGTH<OFIL£)-A,5); 
IF DATACHECK <>» - DATA' THEN OFILEJ-CONCAT (OFILE, ' . DATA' ); 
REWRITE<XF,OFILE); 
WfiITELN<'NOW WRITING » > ; 
XF-J-I; 
PUT<XF>1 
XF'-s-i • 
PUT(XF>: 
XF":=£5CI; 
Js«l: 
REPEAT 

PUT<XF); 
XF'-j-ABSTEMPSCl, J3 ; 
J:-J«-i ; 

UNTIL <J-irSj) i 



143 

REPEAT 
PUT<XF>; 
XF'-z-ABSTEMPSC^, J2 ; 

UNTIL <J»£5l) : 
PUT<XF> ; 
XF'-!-iZ»Ctt&; 
CLOSE<XF,LOCK); 
WRITELN*'' DONE WRITING'); 

END; 
END; 

BEGIfJC »MAIN PROGRAM*); 

WRITELN<•CONCENTRATION-?'): 
READLNi'CONC) ; 
WRITELN i' STARTING TEMPERATURE-?' ) ; 
READLN<FSTPT>; 
WRITELN<'FINAL TEMPERATURE-?' ) ; 
READLNfLASTPT); 
WRITELN<»INTERVAL BETWEEN POINTS-?'); 
READLN(PERIOD); 
WKITELNf'DELTA H-?»>; 
READLNfH); 
WRITELN<'DELTA S-?*>; 
READLN<SJ; 
Us-ROUND<<LASTPT-FSTPT)/PERIOD); 
COUNTs-FSTPT; 
FOR I J - 1 TO U DO 

BEGIN 
ABSTEMPSCl, IJs-COUNT; 
Ks-£XP<<-H/U-9a7i7*<ABSTEMPSCi, I 3 +£73) >) • <£/ 1.93717) ) ; 
IF<K>0. (31 i THEN 
ABSTEMPSCS, 13 s-( <i-»-A*K*C)-SORT < 1*8«K#C) ) / (•**K#C) 
ELSE ABSTEMPSC2 tIJi-0-COl; 
COUNT »-COUNT+PERIOD; 

END? 
OUTPUT; 

END. 

Program Threefit 
<«THIS 2Z2L—0-* f!.-to-_«.''i.c ~-.£\ C~ --JT5 w;-̂ MKi.r\:T KftaCTiaf* VERSUS TEMPERATURE 
DATS FO* iT..^".^^^-**" --*B= S't't TRANSITION, INPUTS EXPERIMENTS 
opi-o ar.B r-'_i.J_-r£;s> ;-•:•• 
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IS TRANSCEND; 

? ABSTEMP: ARRAY'Zl..7, l..£5*1 OF REAL: 
DATPT:ARRAYCi. . £. J. - £5(?3 OF REAL: 
F, XF:FILE OP REAL: 
SOURCE, OFILE:STRINGCitfJ ; 
CMAr*, L, NUMBER, I, J, U: INTEGER; ANS3, ANSc_-: CHuR^-
E'SPAR^-HAR: 
DATACMECK: STRINGCSJ; 
NEWN. W, R, V, 2, HI, HD, SI, SD, DI,S, K, COUNT, FSTPT, LASTPT, PERIOD:R£AL; 
SUM. NDATA, L&LN,U&LN: REAL ? 
CHECK z BOUL. E A N ; 

:-ROCEDURE OUTPUT: 
m-OUTPUTS TO A DATA FILE. ALLOWS SEVERAL OPTIONS FOR PARAMETERS TO OuiPUl*> 
?EGIN 

WRITELN<'OUTPUT WHICH PARAMETER?'); 
WRITELN <• TYPE A NUM&ER BETWEEN & AND 7:')s 
WRITELN<'2-KI'); 
WRITELWC 3=KD' > : 
URITELN i ' *«FAPP' ) ; 
WRITELN <•5-KAPP'> ; 
WRITELN<'6-GAPP' > ; 
WRITELN<' 7-ABS' > } 
READLN iI) ; 
WRITELNV'NAME OF OUTPUT FILE<.DATA ASSUMED IF NOT GIVEN)'); 
READLN<OFILE>: 
DATACHECKs-COPy<0FIL£, LENGTH<OFILE>-4,5) ; 
IF DATACHECK <> ' . DATA' THEN OFlLEs-CONCAT(OFILE, ' . DATA'>; 
REWRITE<XF,OFILE); 
WRITELN<*NOW WRITING * ) ; 
XF":»1 ; 
PUT<XF>: 
XF'-i-l ; 
PUT<XF>; 
XF"i=U: 
J:«l ; 
REPEAT 

PUT(XF); 
XF•'• : --.ABSTEMP C 1. J? ; 
J:-J-«-i ; , 

UNTIL f J--U) j 
J:»J; 
REPEAT \ 

PUT«XF): 
XF-"s«A&3TEMPCI. J] : 
Js-J+l: 

UNTIL <J-U> ; 
PUTiXF); 
X F '•j^tftftf: 
CLOSE<XF,LOCK> : 

WRITELN('...DONE WRITING';* 
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PROCEDURE LOAD* 

BEGIN 
WRIT£LN<'SOURCE=', SOURCE) j 
GET<F): 
GET<F); 
NDATA:=F": 
WRITELNVF") ; 

• WRITEl_N('NDATA«' , NDATA) : 
FOR Ls = l TO £ DO 

BEGIN 
GET<F>; 
END? 

J:=$: 
WRITELNi'' INPUT WHICH CHANNEL ? i'INPUT 1 Furi FKACT1UN OR S*iUO'l w£D f- i i_£-.S) ' > ; 
READLN<CHAN> : 
WRITELNt'NOW LOADING DATA'); 
REPEAT 

Js-J+-i ; 
I:=«: 
REPEAT 

li-I+l? 
GET(F>; 
IF J«<£*CHAN)-1 THEN 
DA TPTC1, IJ s«F*; 
IF <J»£*CHAN) THEN DATPTC2, IJ s = F-'- s 
UNTIL <I-ROUND (NDATA) >: 

UNTIL < J-S); 
CLOSE<F, LOCK)s 
WRITELNv''FINISHED LOADING DATA'.); 

ENos 

PROCEDURE IFILE; 
BEGIN 
WRITELNONAME OF DATA FILE TO BE LOADED?'); 
READLN(SOURCE)? 
IF (LENGTH(SOURCE) <> SO THEN 
DATACHECK s=CGPV(SOURCE. LENGTH (SOURCE) -4. 5) ; 
IF (DATACHECK (> '.DATA') THEN SOURCE:=COMCA1 (SOURCE, '-DATA' ); 
<•*!-*) 
RESET<F, SOURCE)s 
IF (I0RE3ULT=0i THEN CHECK:=TRUG: 

' <**I+«) 
END: 

CEDURE PARAMETERS; 
BEGIN 
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WRITELNC DELTA H I ( C A L O R I E S ) - ? ' > ; 
R E A D L N ( H I > ; 
WRITELNt''DELTA HD«?'); 
READLN(HD); 
WRITELNC DELTA SKEU)"?')? 
READLN(SI) ; 
WRITELN <' DELTA SD- ?' ) : 
READLN<SB> i 
WRITELNCDI-?' ) i 
READLN(Dr> s 
W:=t?i 
R : = $ : 
Y i = i ; 
Z : = i 3 : 
REPEAT 
WRITELN V* LOWER B A S £ L I N £ = A + B * T ' > ; 
W R I T E L N ( ' UPPER BASELINE«C-«-B*T' ) ; 
W s I T E L N O PRESENT VALUES: A=»' , W, ' s B = ' , R > ; 
t vR ITELNC C - ' , Y T ' J D = ' , Z > ; 
WRJT£LN(»CHANGE WHICH PARAMETER?(ENTER X FOR NO CHANGES.) ' ) 
READLN(BSPAR) s 
IF I ' B S P A R <> * X ' > THEN 
BEGIN 
WR1TELNCNEW V A L U E - ? ' > ; 
READLN(NEWN) i 
END: 

IF (BSPAR='A') THEN BEGIN W»"NEWN; END; 
IF (BSPAR-'BM THEN BEGIN R:-NEWN; END; 
IF (BSPAR-'C) THEN BEGIN y»»NEWN; END; 
IF <BSPAR«'B'> THEN BEGIN Z * -NEUIN ; END; 

UNTIL (BSPAR=' X' > ; 
END; 

PROCEDURE GENERATE; 
BEGIN 

ABSTEMP C 1 , 1 3 i - C O U N T ; 
ABSTEMPC2, U:-EXP< ( H I / < i . 9 S 7 l 7 * ( £ : 7 3 + C O U N T ) ) > + ( - S I / i . 9B?i7) ) ; 
ABSTEMPC3 t I 3 : - E X P < <Ht>/ < 1 . 5 6 7 1 7 * (273+COUNT) > ) « - ( - S D / l . 5 6 7 1 7 ; ) r 
I F ABSTEMPC3.13><? THEN 
ABSTEMPC4, I 3 i - A B S T E M P C 3 , J 3 # ( i - M ( B I * A B S T E M P C £ , 1.1 ) /ABsi ' i En-iP i 3 , I J > > 
ELSE ABSTEMP C 4 t 1 3 : » » . fltfOtfl: 
A B S T E M P C 5 , I 3 : » A B S T E M P C 4 , I 3 / ( i + ( i 1 - D I ) * A B S T £ M P C £ , I J ; ) j 
ABSTEMPC£ T 13 : — < 1 . 5 6 7 1 7 ) * (ABSTEMPCI T 13 ) * £ . 3i33» (LOG (ASfeT&!«P C: 
A B 5 T E M P C 4 , 1 3 : « A B S T E M P C 5 , 1 3 / ( i + A & S T E M P C S , 1 3 ) ; 
LBLN2«W<-R»ABSTEMPC1 T 13 ; 
UBLN:-V+Z«-ABSTE.MPC1, 13 ; 
ABSTEMPC7, 13 j-LBLN+ABSTEM." 

U > > 

CV. I 3 « K U B L N - L B L N > 
END; 
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PROCEDURE DIFFERENCE; 
BEGIN 

SUM:=C>: 
WRITELNCNOW COMPUTING ERROR' ) ; 
FOR Is-i TO ROUND(NDATA) DO 

BEGIN 
COUNT s-DATPTM,13: 
GENERATE; 
SUM:«SUM-i-< (DATP'TCS, 13-ABSTEMPC7, 13 ) * cl>wl PT L£. 13 -ABSTEMP C7, 1J>> 
END? 

SUM: -SORT* <SUMJ /NDATA: 
END j 

PROCEDURE SIMULATE; 
BEGIN 

COUNT*-13; 
WRITELN<'STARTING TEMPERATURE^"" > ; 
READLN(FSTPT) s 
WRITELNf FINAL TEMPERATURE-?'>; 
READLN<LASTPT); 
WRITELNCINTERVAL BETWEEN POINTSiDEGREES C>=?'>; 
READLN(PERIOD); 
UJ-ROUND< <LASTPT-FSTPT)/PERIOD); 
WRITELNCECHO DATA TO SCREEN?'): 
READ'_N«'ANS9) : 
FOR Is=I TO U DO 

BEGIN 
GENERATE? 
IF<ANS9='V> THEN 
WRITELN<»TEMP-',ABSTEMPCi, 13, ' ;FAPP-' , ABSTEMPC7, 13); 
COUNT:-COUNT+PERIOD; 

END; 
OUTPUT; 
END: 

BEGIN<«MAIN PROGRAM*) 
PARAMETERS; 
TFILE: 
LOAD; 
DIFFERENCE: 
WRITELN •:' CHISQUARED=' , SUM) ; 
WRITELNt* OUTPUT A SIMULATED DATA FILE?'); 
READLNv ANS.2J; 
IF (ANSS-'V) THEN 
SIMULATE; 

END. 
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Program Threcst 
< * T H I S DROGRar S I ^ U - A T E S " - £ . M O U T P U T S S S F R A C T I O N V E R S U S T E M P E R A T U R E 

DATA FOR A B I P - i A S ; C <PAIfi> OF UNl«Oi_ECULAR T R A N S I T I O N <S>») 

Program Unimol' 
•:«T---|I5 PROGRAM SIMULATES THEN OUTPUTS SS FRAC-TIC" 
"•iTA FOR ft UN'I MOLECULAR A;_L OR NONE TRANSITION*) 
5E5 TRANSCEND; 

VERSUS an 

Basic Programs 

.UKi"> BZCOO O 

. 1 S T 

"!C? H O I E 
} $ I N P U T " S I G M A = " : S 
:i# I N P U T " N U M B E R OF TERI*S= 
:•<? I N P U T " N = ? " ? N 
i d A = O 
Si? B = O 
'.i3 C = © 
".(? NBAR = < i - <"S •" <<?. 5> > ) 
Ji? NBAR - N B A R « N 
lO J = 1 
?tt A = S '• <G. 5 ) 
15 A - A " • J 
:Ci A = A * • <N / < J -«- 1 ) ) 
?(? I> =• X -• »'S '• <<2>. S ) ) 
5(? D «= D '• <N - J > 
>(? A « A * D 
*© B =•• N 

N 

»<3 PRINT J 
?©• K = I 

;•<? I F J » i T H E N GOTO 1 3 £ « 
V ^ 0 & = B * < ( N - K ) / (K *• 1 ) > 
ISO K - K + i 
i t f t f I F K < J T H E N GOTO I O A I S 
'(?<? C » »'J * N> - < <4 * J> - 6 ) 
l-Stf C = C / J 
?£(? NBAR - NBAR -»- <A # B> 
S3i2l NBAR - N B A R - <A * C> 
^•4^ P R I N T N B A R 
SSO J « J «• i 
.(?<? I F J 0 - I T H E N GOTO 7«?(? 
,&<*• PP.1 NT " N = " , N 
Si? P R I N T " N B A R - " , NBAR 

-i?Ci I N P U T " A N O T H E R DATA P T 7 ' " ; A S s 
'i?(? I F A * - " V " T H E N GOTO SCitf 



<te piogna otsortnaw the effect of consigning B-Z jractton stee to to 

J LOAD COST 1(2 
JLIST 

£00 HOME 
300 INPUT "SIGMfl="sS 
400 INPUT "NUMBER OF TERMS"?"? I 
500 INPUT -N»?";N 
5£0 « = 0 
S3* B = 0 
54© C «= d 
55<Z» NBAR - (1 - (S -* <*. 5>)> •'• N 
5S0 NBAR « NBAR * W 
600 J - i 
70© A « S '• <0.5) 
70S A - A '• J 
71© A » A « <N / <J t- l>) 
7£r« D - J - <S '• <0. S> > 
730 D - D " <N - J> 
740 A « A * D 
800 & - N 
840 PRINT J 
30© K - J 
•350 IF J - i THEN GOTO 13S0 
1000 F • (N - <JO * K) > 
1050 B - B * <F / <K «- 1>> 
10S0 K *> K •«• 1 
1100 IF K (J THEN GOTO 1000 
2 3£0 NBAR • NBAR + (A * B) 
1340 P«RINT NBAR 
1350 J « J + 1 
1400 IF J ( - I THEN GOTO 700 
1500 PRINT "N«"TN 
1SS0 PRINT "NBAR=*".NBAR 
1600 INPUT "ANOTHER DATA PT2";Afc 
1700 IF A* - "V" THEN GOTO- 500 


