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INELASTIC PROCESSES IN SEISMIC WAV'S 
GENERATION BY UNDERGROUND EXPLOSIONS 

Howard C. Rodean 

University of California 
Lawrence Livermore National Laboratory 

ABSTRACT 

There are similarities and differences between chemical and 
nuclear explosions underground. Host of the differences are in 
the early stages of the explosions. The later stages are similar 
with respect to seismic wave generation. Three sources of seismic 
waves from explosions are coincident in space and time, or nearly 
so: the explosion itself, explosion-induced tectonic strain 
release, and (probably) spall-closure following explosion-produced 
spall. Cavity collapse and explosion-induced aftershocks are two 
sources of delayed seismic signals. Theories, computer calcula­
tions, and measurements of spherical stress waves from explosions 
are described and compared, with emphasis on the transition from 
inelastic to a l m o s t - e l a s t i c relations between stress and strain. 
Two aspects of nonspherical explosion geometry are considered: 
tectonic strain release and surface spall. Tectonic strain release 
affects the generation of surface waves; spall closure may also. 
The forward problem in seismology can, in principle, be solved by 
calculations beginning with explosive detonation and ending with 
the synthetic seismogram. The inverse problem can also, in 
principle, be solved by inverting observed seismic data to obtain 
an "equivalent elastic source," but the solution cannot extend 
backward in space and time into the nonlinear inelastic processes 
of the explosion. The reduced-displacement potential is a common 
solution (the "equivalent elastic source") of the forward and 
inverse problems, assuming a spherical source. Measured reduced-
displacement potentials are compared with potentials calculated as 
solutions of the direct and inverse problems; there are signifi­
cant differences between the results of the two types of calcula­
tions and between calculations and measurements. The simple 
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spherical model of an explosion is not sufficient to account for 
observations of explosions over wide ranges of depth and yield. 
The explosion environment can have a large effect on explosion 
detection and yield estimation. The best sets of seismic observa­
tions for use in developing discrimination techniques are for 
high-magnitude high-yield explosions; the identification problem 
is most difficult for low-magnitude low-yield explosions. Host of 
the presently available explosion data (time, medium, depth, 
yield, etc.) are for explosions in a few media at the Nevada Test 
Site; some key questions concerning magnitude vs yield and m[> v s 

M s relations can be answered only by data for explosions in 
other media at other locations. 

1. INTRODUCTION 

This Advanced Study Institute is concerned with the means for 
answering the question, "Do the characteristics of a set of 
observed seismic signals indicate that the source of those signals 
was an earthquake or an underground explosion?" The subject of 
this lecture is the inelastic processes that are involved in the 
generation of seismic waves by underground explosions. The 
emphasis is on how these inelastic processes determine (or may 
determine) seismic signal characteristics that are pertinent to 
seismic identification and two other important aspects of seismic 
monitoring: event detection and (if the event is identified as an 
explosion) yield estimation. 

The parenthetical phrase, "or may determine," indicates that 
our knowledge of these inelastic processes is imperfect and incom­
plete. In this lecture, we will try to distinguish between proven 
knowledge and informed speculation, and to establish what is known 
about this subject. 

2. PHENOMENA IN CHEMICAL AND NUCLEAR EXPLOSIONS 

In the context of this Institute, we may define an under­
ground explosion as a sudden release of concentrated energy, the 
response of the surrounding rock to this energy, and the consequent 
radiation of seismic waves. Two sources of concentrated energy 
are chemical explosives and nuclear explosives. 

As illustrated in Fig. 1, there are analogies between the 
different phenomena in chemical and nuclear explosions at early 
times, but the mechanical effects at later times are identical 
—except as may be determined by differences of scale. The 
nuclear explosive is analogous to the primary chemical explosive 
or initiator; and the vaporization of the rock in the nuclear 
explosion is analogous to the detonation of the secondary or high 
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PIG. 1. Processes in underground chemical and 
nuclear explosions. 

explosive. The subsequent inelastic rock deformation and seismic 
wave generation are fundamentally identical in both types of 
explosions. 

There are generally large differences of scale between 
chemical and nuclear explosions. There hsve been only a few 
chemical explosions with yields of more than a kiloton [1 kiloton 
(kt) = 4.18 terajoules (TJ)], but there have been several nuclear 
explosions with yields of a megaton or more (Springer and Kinnanan 
1971, 1975). The problems of seismic detection, identification, 
and yield estimation are comparatively simple for megaton-class 
explosions, but are challenging and .often difficult for subkiloton 
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to kiloton explosions. There are no known seismic techniques for 
remote discrimination between chemical and nuclear explosions of 
comparable yield. 

2.1 Initial Conditions in Chemical and Nuclear Explosions 

The function of the primary chemical explosive or initiator 
is to generate the conditions for detonation of the secondary 
explosive. Primary explosives like mercury fulminate and lead 
azide detonate when heated. If such a detonation occurs in 
sufficiently close proximity to a secondary explosive like TNT or 
RDX, the resulting shock compression can initiate detonation of 
the secondary explosive. The conditions in the detonation wave in 
RDX are pressures of several hundred thousand standard atmospheres 
and temperatures of 5000 to 6000°K (Johansson and Persson 1970, 
Chs. 1,2). 

When the reactions in a nuclear explosive are completed, the 
explosive materials have been transformed into an ionized gas at a 
pressure of millions of atmospheres and a temperature of millions 
of degrees Kelvin. The 1.7-kt Rainier explosion was in an under­
ground chamber having a volume of 7 m^ and containing a mass of 
material of about 1 tonne (t). It was estimated that a few micro­
seconds after detonation, the pressure in that chamber was about 7 
million atm and the temperature was about 10 6 °K (Johnson, Higgins, 
and Violet 1959). 

2.2 Nuclear Explosions: Rock Vaporization 

The extremely high pressures produced by the detonation of a 
buried nuclear explosive generate a strong shock wave that 
propagates outward into the surrounding rock. Shock compression 
is an irreversible thermodynamic process that deposits thermal 
energy in the rock. For very strong shock waves, the energy 
deposition is sufficient to vaporize the rock. For a nonporous 
silicate rock like granite, the shock pressure required for 
vaporization is estimated to be about 2 million atm; for porous 
silicate rocks like tuff or alluvium, the required shock pressure 
is estimated to be about one-third to one-half that value 
(Butkovich 1967). 

A shock wave is attenuated as it propagates outward from the 
center of an explosion, and the thermal energy deposition decreases 
accordingly. There is a range in which the energy deposition is 
insufficient for vaporization but sufficient to melt the rock. 
Some rocks, such as dolomite, do not melt but decompose and sublime 
instead. 

The vaporized rock, which is initially at a pressure of a 
million or more atmospheres, expands and does mechanical work on 
the surrounding rock until an equilibrium is established between 
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the cavity pressure and the resisting stresses in the surrounding 
rock. This expansion process is described further in Section 2.7. 

2.3 Chemical Explosions: Explosive Detonation 

The detonation of a buried charge of secondary explosive is 
analogous in one sense to the vaporization of rock in a nuclear 
explosion: the result of both processes is a gas that expands and 
does mechanical work on the surrounding rock. There are also 
differences between the two processes. The rock vapor is initially 
at much higher pressures and temperatures than the detonation 
products of the chemical explosive. Rock vaporization absorbs 
explosive energy, but chemical explosive detonation releases 
energy. The energy release in underground chemical explosions is 
not sufficiently intense to vaporize any surrounding rock. But 
special chemical explosive assemblies can be designed to vaporize 
.metals. See 2el'dovich and Raizer [1967, Ch. XI (4) 21-22] and 
fthrens and Urtiew (1971). 

2.4 Inelastic Rock Deformation 

In underground explosions, a strong shock wave is propagated 
outward into solid rock from the cavity containing either explosive 
detonation products (in the case of a chemical explosion) or rock 
vapor and melt or decomposition products (in the case of a nuclear 
explosion). In either case, the initial shock wave pressure is 
generally on the order of several hundred thousand atmospheres 
(except, for example, when the explosive is emplaced in a large 
cavity for seismic-decoupling purposes; this special condition is 
discussed in Section 6.1). The shock pressure is attenuated as 
the shock wave propagates outward; partly because of the geometry 
of a diverging wave, but also because of the irreversible thermo­
dynamic processes in the shock wave. At very high pressures, 
solid-solid phase changes may occur because of thermodynamic 
nonequilibrium during shock loading and unloading. An example is 
the transition of quartz into coesite or stishovite. At 
sufficiently high pressures, the shear stresses are negligible and 
the rock deforms as if it were a fluid. At somewhat lower 
pressures, the shear stresses are significant and the rock is 
plastically deformed. At still lower pressures, the rock may 
fracture in shear or tension. Porous rocks will be crushed and 
permanently compacted at sufficiently high pressures. If the 
pores are partially- or fully-saturated with a liquid (usually 
water), the crushing and compaction are reduced and other mechani­
cal properties are modified. Finally, there is some ill-defined 
boundary called the "elastic radius" beyond which nonlinear 
inelastic deformation does not occur, but linear anelastic 
processes continue to attenuate the "elastic" waves from the 
explosion. Inelastic deformation and the "elastic radius" are 
discussed further in Section 3.4. 
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2.5 Tectonic Strain Release 

Early in the history cf underground nuclear explosions, 
seismological and geological evidence began to accumulate that 
some underground nuclear explosions released preexisting tectonic 
strain. Host of the evidence was in the form of Love- and 
Rayleigh-wave radiation patterns. Two principal hypotheses have 
been advanced to explain the observed tectonic strain releases. 
One is release of the preexisting tectonic strain around the 
inelastic zone surrounding the explosion (the tectonic strain 
field responds to the creation of a weak fractured zone around the 
explosion). The other hypothesis is triggering of a dislocation 
along a nearby fault plane. The first hypothesis appears to be 
satisfactory in many cases, but the triggering hypothesis is 
favored in cases with relatively large amounts of tectonic strain 
release. Tectonic strain release is discussed further in 
Section 4.1. 

2.6 Spall 

The stress waves that propagate upward from an underground 
explosion are reflected at the free surface because of the 
impedance mismatch between the surface layer and the atmosphere. 
Other reflections may occur below the surface if the geological 
structure is layered, with diffirent densities and elastic moduli 
in adjacent layers. 

The principal outgoing wave from an explosion is a 
compressional wave; it is reflected from the free surface as a 
rarefaction wave. Rocks generally have low tensile strength; 
consequently, the downgoing reflected wave may cause the rock to 
fail in tension at some point below the surface. This failure 
occurs while the mass of rock abov? the region of tensile failure 
has a net upward momentum. The spallad layer enters a ballistic 
trajectory that eventually ends in "slapdown" when the gap opened 
by the spalling process is closed. Some evidence suggests that 
spall "slapdown" is a significant seismic wave source under some 
conditions. Spall is discussed further in Section 4.2. 

An interesting related phenomenon, observed in connection 
with several nuclear tests in the Yucca Flat testing area of the 
Nevada Test Site, is the occurrence of multiple reflections of 
compressional and rarefaction waves between the free surface and 
the underlying rocks of Paleozoic age beneath Yucca Flat. There 
is a considerable impedance mismatch between these Paleozoic rocks 
and the overlaying aluminum and tuff. Displacement time histories 
from several velocity gauges from one nuclear test are shown in 
Fig. 2, and the Fourier spectrum of the signal from one of these 
gauges is given in Fig. 3. It was found that the wave period is 
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FIG. 2. Vertical compressional-wave resonance 
in Yucca Flat at the Hevada Test Site. Inte­
grated velocity-gauge signals from Starwort: 
(top) gauge 22 UV» (A) gauge 23 OV, (B) gauge 
24 UV, (C) gauge 25 UV, and (D) gauge 51 UV 
(from Wheeler, Preston, and Frerking, 1976). 

equal to four compressional wave transit times between the free 
surface and the Paleozoic rock surface, and this resonance period 
is independent of explosion yield and depth. The velocity gauge 
data were examined for a total of eight tests; this resonance was 
found in seven of the eight cases (Hheeler, Preston, and Frerking 
1976). 

This resonance phenomenon may be related to Rayleigh wave 
generation by explosions. In a theoretical study, Hudson and 
Douglas (1975) noted that when a sharp impedance contrast exists 
in a plane-layered model of the crust, the Rayleigh wave group 
velocity minimum in the fundamental mode occurs close to a period 
equal to four times the travel time of p-waves from the surface to 
the interface. 

2.7 Cavity Formation and Residual Stresses 

The cavity gases, either rock vaporized in a nuclear 
explosion or detonation products of a chemical explosion, are 
initially at a pressure of several hundred thousand atmospheres or 
more. This pressure is applied to the surrounding rock in the 
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FIG. 3. Vertical compressional-wave resonance 
in Yucca Flat at the Nevada Test Site. Fourier 
spectrum of the signal from velocity gauge 23 
UV (Fig. 2) in Starwort: time interval is 4 
to 30 s of signal record (from Wheeler, 
Preston, and Frerking, 1976). 

case of a "tamped" explosion (the special case of an explosion in 
a large preexisting cavity is discussed in Section 6.1). The 
effects of this pressure are not only the generation of a shock 
wave that inelastically deforms the rock (discussed in Section 
2.4), but also the outward displacement of the surrounding rock as 
the cavity expands. The outward propagation of the principal 
inelastic stress wave and the cavity growth are intimately related 
at early times when rock is being vaporized. When rock vaporiza­
tion no longer occurs, the stress wave "breaks away" from the 
cavity boundary, and cavity expansion becomes independent of the 
principal outgoing stress wave—until this wave returns as a 
rarefaction wave reflected from the free surface. Except for 
perturbations by the surface reflection, the later phases of 
cavity dynamics are functions of the thermodynamic properties of 
the cavity gases, the mechanical properties of the surrounding 
rock, and the overburden pressure. The final dynamic cavity 
pressure of a contained explosion may range from one-third to 
twice the initial overburden pressure, depending upon the mechani­
cal properties of the surrounding rock. The creation of this 
cavity results in a significant change in the stress pattern in 
the surrounding rock. These stress changes are probably related 
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to the aftershocks that are sometimes observed following an under­
ground explosion. 

The phenomena of rock vaporization, inelastic rock deforma­
tion, and cavity expansion are schematically illustrated in Fig. 4. 

2.8 Cavity Collapse and Aftershocks 

After the explosion, any coincident tectonic strain release, 
and spall have occurred, two explosion-related phenomena can 
generate seismic signals at later times: cavity collapse and 
aftershocks. 

In general, the cavities produced by contained explosions are 
not stable. The only known exceptions are cavities in salt 
formations; e.g., those produced by the 3-kt Gnome (Rawson 1963) 
and 5.3-kt Salmon (Rawson, Taylor, and Springer 1967) explosions 
in the U.S., and by 1.1- and 25-kt explosions in the DSSR 
(Kedrovskii 1970). 

FIG. 4. Radius-vs-time relation for an under­
ground nuclear explosion with regard to rock 
vaporization, cavity expansion, and inelastic 
rock deformation (from Rodean 1971a). 
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Cavity collapse forms a "chimney" which may or may not extend 
to the surface, forming a subsidence crater (Boarctaan, Rabb, and 
McArthur 1964). Springer and Kinnaman (1971, 1975) list surface 
collapse intervals that have been observed following US nuclear 
explosions; the intervals range from minutes to hours—and even 
years in a few exceptional cases. Smith (1963) compared P, SV, 
and Rayleigh waves from explosions and subsequent cavity collapses 
at the Nevada Test Site. He noted that the amplitudes of these 
phases from collapses are significantly smaller than from the 
corresponding explosions. Ke also noted that the phases of 
Rayleigh waves from collapses are reversed relative to those from 
the corresponding explosions. These observations have been 
confirmed by others, including McEvilly and Peppin (1972) who also 
found that the Rayleigh to P n amplitude relations for collapses 
are similar to those for earthquakes and explosion aftershocks, 
and different from those for explosions. 

It was noted in the preceding section that the formation of a 
cavity by an underground explosion changes the stress distribution 
in the surrounding rock. Brune and Pomeroy (1963) found that 
small earthquakes were triggered near the site of the Hardhat 
explosion. Boucher, Ryall, and Jones (1969) reported the results 
of a preliminary study which showed that increases in seismic 
activity followed underground nuclear explosions in Nevada with 
seismic magnitudes of 5 and greater. Hamilton et al. (1972) 
presented the results of an extensive investigation of aftershocks 
following five high-yield underground nuclear explosions in the 
Pahute Mesa area at the Nevada Test Site. Pour of the five 
explosions initiated earthquake or aftershock sequences lasting 
from 10 to 70 days. The number of magnitude 2.0 or larger after­
shocks in these sequences ranged from 24 to 2,012; all magnitudes 
were less than 5.0. Ninety-four percent of the aftershocks with 
well-determined depths occurred at depths less than 5 km, and 95 
percent of the located aftershocks were within 14 km of ground 
zero of the preceding explosion. Engdahl (1972) presented the 
different results of a similar study following Milrow and Cannikin 
on Amchitka Island. Each explosion was followed by hundreds of 
discrete events which were apparently related to cavity collapse. 
This activity intensified and then terminated within minutes of 
surface subsidence at the explosion sites (Hilrow, 37 hours; 
Cannikin, 38 hours). The aftershock sequences following these 
explosions were less extensive and shorter than those observed in 
Nevada. Israelson, Slunga, and Dahlman (1974) reported an after­
shock sequence within a 4-hour period following a large underground 
nuclear explosion at the southern end of Novaya Zemlya. McEvilly 
and Peppin (1972) found that the Rayleigh i.o P n amplitude 
relations for aftershocks are different from those for explosions 
at the Nevada Test Site. 
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2.9 Thermal Effects 

It was noted in preceding sect MS that shook (inelastic 
stress) waves involve irreversible thermodynamic processes that 
deposit thermal energy and produce irreversible deformation in the 
rock. Analysis of postsnot rock temperatures for eight nuclear 
explosions at the Nevada Test Site indicates that 90 to 95 percent 
of the total energy released is deposited as residual thermal 
energy ii the explosion is completely contained (Heckraen I960. 
More detailed thermal analysis of the Salmon explosion indicates 
that about 90 percent of the total energy released was deposited 
within 50 m of the explosion (Edwards and Holzman 1968). This 
percentage does not include the energy dissipated in crushing and 
fracturing the salt out to 90 m from the edge of the 17-m-radius 
Salmon cavity (Bawson, Taylor, and Springer 1967). 

3. SPHERICAL EXPLOSIONS: THEORY AND MEASUREMENTS 

A contained underground nu.lear explosion is, generally, 
approximately spherical. This sphericity is convenient because it 
permits one to model an explosion in only two variables: time and 
a radial spatial coordinate. In this section, it is assumed that 
the geometry of explosions is spherical; nonspherical geometry is 
considered in the following section. In the remainder of this 
lecture, all explosions are understood to be nuclear, except when 
explicitly identified as chemical. 

3.1 Simple Theoretical Models 

A number of simple theoretical models have been developed to 
represent explosions; a selected few are described in the follow­
ing paragraphs. These models demonstrate some of the physical 
principles involved in explosions, and certain mathematical solu­
tions define upper or lower limits for some phenomena. 

The simplest physical system used to model seismic wave 
radiation from explosions and earthquakes is a spherical cavity in 
a homogeneous, isotropic, infinite elastic solid. Solutions for 
the output (compressional elastic wave motion) as functions of 
time and the radial spatial coordinate may be obtained as 
functions of the input (cavity pressure variation with time) and 
the following parameters: cavity radius, medium density, and the 
Lame constants (X and |i) that define the elastic properties of the 
solid. Jeffreys (1931) used the assumption that X = u in obtaining 
the first solution of this problem; Kawasumi and Yosiyaoa (1935) 
were the first to obtain a general solution in terms of X and p. 
We will use this model in several subsequent parts of this lecture. 
For the present, we will use the result that, in our assumed 
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elastic solid, the peak particle velocity in a spherical wave in 
the far field varies as 

u«rl, (1) 
where u is the peak particle velocity and r is the radial 
coordinate in space. This relation is consistent with zero 
inelastic energy dissipation because the kinetic energy in the 
wave is proportional to u 2/2, the surface area of a sphere with 
radius r is 4irr2, u varies inversely with r [Bj. (1)], and the 
product (u2/2) (4rrr2) is proportional to the constant 2ir. 

An ideal elastic medium is a useful mathematical fiction; all 
real materials are inelastic to seme degree, even at very low 
stress levels. This "almost elastic" behavior of solid materials 
is often called "anelastic" or "viscoelastic." The mathematical 
solutions for wave propagation in anelastic or viscoelastic solids 
are more complex than in the elastic case. Viecelli (1973a) 
obtained a similarity solution for a spherical congressional wave 
in a viscoelastic solid described by the Voigt model. His analytic 
result is the asymptotic solution for the wave generated by a 
spherical cavity expanding at constant velocity. He found that 

u oc t~ 3/ 2 (2) 
in the far field. In this case, the kinetic energy in the wave is 
dissipated by viscous effects as indicated by the product 
(u2/2) (4Ttr2) being proportional to 2irr-1. 

In work done during World War II, but published later, Sedov 
(1959) in the USSR, Taylor (1950a) in the United Kingdom, and von 
Neumann (1963) in the US independently obtained similarity solu­
tions for an intense point explosion, a simple model for a nuclear 
explosion. Taylor (1950b) successfully applied his solution to 
the analysis of the first nuclear explosion. This was Trinity, an 
atmospheric explosion in New Mexico in 1943. The point source 
solution is also a good approximation to the initial stage of an 
underground nuclear explosion because, at early times, the rock 
vapor is a highly ionized gas. The properties of such a high 
temperature, high pressure gas are independent of initial chemical 
composition and crystalline structure. In the point-source 
solution, 

u * r - 3 / 2 . (3) 
Surprisingly, this result is identical to the viscoelastic 
solution given by Bj. (2). Perhaps this is because both are 
similarity solutions. 



13 
Zel'dovich and Raizer [1967, Ch. XII (4) 21] presented a 

solution for a strong explosion in an infinite porous medium. 
They assumed that the porous medium is compressed to the density 
of the continuous medium, and that the continuous medium is 
incompressible. In other words, they assumed that the shock is 
strong with respect to the strength of the porous material, but 
weak with respect to the compressibility of the continuous 
material. They found that 

u « r - 3"/ 2, (4) 

where n is bounded by the limits n > 1 (approaching zero medium 
porosity) and n < 2 (approaching 100 percent porosity). 

The radial variations of the peak radial stress (above 
equilibrium) for the three cases corresponding to Eqs. (1), (3), 
and (4) are also of interest. For an elastic wave, corresponding 
to Eg. (1), 

Aa r * r"1. (5) 

For a strong shock in a continuous medium, corresponding to 
Eq. (3), 

Ao r « r" 3. (6) 

For a strong shock in a porous medium, corresponding to Eg. (4), 

4a r " r _ 3 n , (7) 

where 1 < n < 2 as in Eg. (4). 

3.2 Stress Wave Measurements in Geological Media 

Peak-radial-stress measurements in the vicinity of a number 
of underground nuclear explosions are presented in Fig. 5. These 
explosions in alluvium, dolomite, granite, salt, and tuff had 
yields on the order of 10 kt. The data, replotted from a study by 
Holzer (1966), are scaled to a yield of 1 kt (scaling is discussed 
in Section 6.2), The shock pressures for vaporization are approxi­
mately 100 GPa (1 Mbar) and the radii of vaporization are about 
2 m/kt 1/ 3 for these materials (Butkovich 1967). Therefore, the 
reference curve for the strong-shock solution is not necessarily 
arbitrarily drawn through the point 100 GPa (1 Mbar), 2 m / k t 1 ^ 
As noted in Rodean (1971a), the following conclusions can be made 
from Fig. 5: 

'• The data for nuclear explosions in all five materials tend 
toward a common strong-shock solution at peak radial stresses 
greater than 10 GPa (100 kbar) and scaled radii of a few meters. 
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FIG. 5. Measurements and two theoretical solutions 
for peak (above equilibrium) radial stress produced 
by underground nuclear explosions (from Rodean 
1971a). 

• The data for the porous materials, alluvium and tuff, tend 
to follow the strong-shock solution down to peak radial stresses 
of about 0.1 GPa (1 kbar). 

• The data for granite and salt are so similar that a common 
curve could be fitted to the points for both materials. 
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• The data for dolomite are similar to those for granite and 

salt at scaled radii of a few meters and peak radial stresses above 
10 GPa (100 kbar), but the peak radial stresses are intermediate 
between those in granite and sa't and those in tuff at scaled radii 
of tens and hundreds of meters. 

* At scaled radii of hundreds of meters, the data for 
dolomite, granite, salt, and tuff tend toward (but do not reach) 
the elastic wave solution. 

There are three categories of stress levels surrounding an 
underground nuclear explosion which must be considered in studying 
the effects of rock properties on seismic coupling. The first is 
the very high stress or hydrodynamic region in which the effects 
of material properties, such as strength, are negligible. This 
region is illustrated in Pig. 5 at stresses approaching 100 GPa 
(1 Hbar) and scaled radii of a few meters. The second is the 
moderate-stress region where material strength has a significant 
effect and the rock behavior is definitely inelastic. This region 
corresponds approximately to stresses of 10" 1 to 10 1 GPa (1 to 
100 kbar) and scaled radii from ten to a few tens of meters in 
Fig. 5. The third is the low-stress region in which the material 
response tends toward elastic behavior. In Pig. 5, this region 
corresponds approximately to stresses less than 10"* GPa (1 kbar) 
and scaled radii on the order of 100 m and greater. The relative 
importance of these regions in seismic coupling is a strong 
function of material properties? however, the lower-stress regions 
tend to dominate coupling because more of the rock surrounding an 
explosion is subjected to the lower stresses (the volumetric 
contribution is proportional to r 3 ) , 

In 1970, Larson (1977a) began a comprehensive experimental 
investigation of the effects of rock properties on seismic 
coupling efficiency, with emphasis on the moderate- and low-stress 
regions. He conducted a series of small-scale high-explosive 
experiments in the 15 geological materials listed in Table 1. 
Westerly granite and Nugget sandstone were selected to represent 
high-strength, low-porosity rocks, and Blair dolomite and poly-
crystalline salt were chosen to represent moderate- to low-
strength, low-porosity rocks. Dry Mt. Helen tuff and Indiana 
limestone were chosen to represent rocks with large values of dry 
porosity. Hater-saturated samples of the latter two rocks, 
saturated Tunnel tuff, and water were selected to demonstrate the 
effects of water saturation. Ice and two frozen soils, Ottawa 
banding sand and West Lebanon glacial till, were included to 
represent permafrost and to provide information on the effects 
associated with the melting-ice phase transition. The data on the 
Kemmerer coal were available and included for the sake of 
completeness. 
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TABU) 1. Properties of the fifteen geologic materials selected 
for study by Larson (1977a). 

Geologic material 

Bulk Cry Longitudinal 
density porosity sound speed3 

(Mg/ni3) (*) (km/s) 

Westerly granite 2.65 1 4.80 

Nugget sandstone 2.55 4 3.45 

Blair dolomite 2.84 1 5.00 

Polyorystalline NaCl 2.13 1.6 4.10 

Mt. Helen tuff (dry) 1.46 40 2.75 

Mt. Helen tuff 
(saturated) 1.86 0 2.60 

Indiana limestone 
(dry) 2.28 16 4.20 

Indiana limestone 
(saturated) 2.37 8 4.35 

Tunnel tuff 
(saturated) 1.73 14 -

Ice 0.92 0 3.35 

Frozen Ottawa banding 
sand (ice saturated) 2.03 0 4.40 

Frozen West Lebanon 
glacial till (ice 
saturated) 2.08 5.5!?) 3.45 

Frozen West Lebanon 
glacial till (50% 
ice saturated) 1.96 19 2.50 

Water 1.00 0 1.45 

Kemmerer coal 1.30 0 2.25 

aor compressional wave velocity. 
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FIG. 6. Schematic drawing of Larson's (1977a) 
high-explosive (HE) experimental assemblies for 
dynamic stress-wave measurements in geological 
materials. The LX04 HE is initiated with a 
mild detonating fuse (MDF) attached to a deto­
nator within the sphere of HE. The entire as­
sembly is placed in the center of a large elec­
tromagnet when the experiment is conducted, 

Larson's experimental assemblies are schematically illus­
trated in Fig. 6. The assemblies formed a cube about 0.35 a on a 
side. The high-explosive spherical charges had radii of either 
1.9 x 10"2 m or 9.5 x 10"3 in. Gauges, placed radially from 
the spherical explosive charges as shown in Fig. 6, recorded 
particle velocity and radial-stress time histories. 

Larson compared seismic coupling efficiency using peak 
particle velocity and peak radial stress attenuation as functions 
of scaled radius (in this case, the ratio of the radial distance 
to' the gauge to the radius of the explosive charge). The experi­
mental results for a strong, low-porosity rock (Westerly granite) 
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FIG. 7. Experimental results for Westerly granite: (a) 
particle-velocity and stress vs time, (b) peak particle-
velocity vs reduced radius, and (c) peak stress vs reduced 
radius (from Larson 1977a). 

and for a weak, high-porosity rock (dry and saturated Ht. Helen 
tuff) are presented in Pigs. 7, 8, and 9, respectively. Hote the 
steep stress-wave fronts in the granite [Pig. 7(a)] and the 
dispersive stress waves in the tuff [Figs. 8(a) and 9(a)]. Also 
note that water saturation reduces the stress-wave attenuation and 
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FIG. 8. Experimental results 
for dry Mt. Helen tuff: (a) 
particle-velocity vs time, 
and (b) peak particle-
velocity vs reduced radius 
(from Larson 1977a). 
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dispersion in tuff [Figs. 8(b) and 8(a) for dry vs Figs. 9(b) and 
9(a) for saturated tuff]. The data for H2O in two natural states 
are compared in Figs. 10 (water) and 11 (polycrystalline ice). 
Note that the stress waves are nore dispersive and that the stress-
wave attenuation is greater in ice than in water. The extremes of 
stress-wave attenuation, from the lowest to the highest, for these 
15 geological materials are summarized in Figs. 12 and 13. The 
lowest attenuation was observed in water, the lowest attenuation 
observed in rock was in granite, and the highest attenuation 
observed in rock was in dry Ht. Helen tuff; these data are 
presented in Fig. 12. The attenuation for water and the frozen 
materials is presented in Fig. 13; the attenuation in 50% saturated 
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FIG. 9. Experimental results 
from water-saturated Ht. 
Helen tuff: (a) particle-
velocity vs time, and (b) 
peak particle-velocity vs 
reduced radius (from Larson 
1977a). 
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West Lebanon glacial till was the highest observed in all the 
materials tested. 

Larson found that the peak-particle velocity attenuation in 
the 15 geological materials could be approximated by the relation 
ii a r-n where u is peak-particle velocity, r is scaled radius, 
and n is an empirical constant. His attenuation exponent data are 
summarized in Table 2 and are compared with attenuation exponents 
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FIG. 10. Experimental re­
sults for water: (a) 
particle-velocity vs time, 
and (b) peak particle-
velocity vs reduced radius 
(from Larson 1977a). 

from tbe theoretical aodels represented by Eqs. (l)-(4). Note 
that none of the materials exhibited ideal elastic behavior 
(n = 1), that water and the low-porosity rocks approxinated visco-
elastic or strong-shock behavior (n * 1.5), and that the behavior 
of the porous rocks is bracketed by the strong-shock response of a 
porous solid (n = 1.5 to 3). Larson's conclusions include the 
following: 

• The large difference between the peak-particle velocity 
attenuation relation for water, r"1'*, and that for an ideal 
elastic solid in the far field, r"*, is attributed to viscosity 
and finite strain. In consolidated rocks, the observed limiting 
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FIG. 11. Experimental re­
sults for polycrystalline 
ice: (a) particle-velocity 
vs time, and (b) peak 
particle-velocity vs reduced 
radius (from Larson 1977a). 

R/Rn 

attenuation relation, r"1'^, is attributed to viscosity and 
finite strain, as well as to the presence of microcracks and other 
grain-boundary effects. These attenuation rates appear to be 
limiting values for real materials. 

9 The large difference in coupling between water, r" 1* 4, 
and water-saturated Mt. Helen tuff, r" 1- 9, suggests that two-
component interactions lead to both dispersion and dissipation as 
the. wave propagates through saturated rock. The smaller attenua­
tion observed in water-saturated coal, r - 1 > 6 , is attributed to 
the absence of two-component interactions. This absence is the 
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FIG. 12. A comparison of peak particle-
velocity attenuation for water (•), Westerly 
granite (*), and dry Mt. Helen tuff (•) (from 
Larson 1977a). 

result of chemical bonding of the water into the coal matrix. The 
attenuation that does occur in coal is caused by grain-boundary 
effects that are associated with the highly fractured structure. 

ice, r-1.5 
The difference in coupling between water, r"1-*, and 

is attributed to the ice-I melting transition. 
Introduction of soil into the ice matrix causes a significant 
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FIG. 13. A comparison of peak particle-
velocity attenuation' for water (+) and frozen 
materials: ice (•), Ottawa bonding sand (A), 
50% ice-saturated West Lebanon glacial till 
(-), and 100% ice-saturated We^t Lebanon 
glacial till (*) (from Larson, 1977a). 

increase in attenuation rates to r - 2' 0. This increased 
dissipation is thought to be associated with hysteresis in the 
transition that results from the presence or the soil. The 
coupling in 50% ice-saturated soil, r - 2 , 7 , is probably the 



25 

TABLE 2. Exponents for radial attenuation of peak particle 
velocity observed in small-scale high-explosive experiments in 15 
geological materials (Larson 1977a). Theoretical attenuation 
exponents are presented for reference from Eqs. fl)-(4). 

Exponent n for radial attenuation (u « r" n) 
Low 

stresses 
Overall 
average 

High 
stresses 

[Far-field elastic 
wave, Eq. (1)] (1.0) 

Water 1.4 

[Viscoelastic wave, 
Eq. (2); strong 
shock, Eq. (3)] (1.5) 

Ice 1.5 

Westerly granite 1.5 
Nugget sandstone 1.5 
Blair dolomite 1.6 
Kemmerer coal 1.6 

Polycrystalline NaCl 1.6 to 1.8 

Indiana limestone 
(saturated) 1.4 2.2 

Indiana limestone 
(dry) 1.6 2.4 

Mt. Helen tuff 
(saturated) 1.9 

Mt. Helen tuff (dry) 1.5 2,5 
Tunnel tuff 

(saturated) 2.1 

Both frozen soils 
(saturated) 2.0 

Frozen West Lebanon 
glacial till 
(50* saturated) 2.7 

[Strong shock in a weak 
porous solid, Eq. (4)] (1.5 to 3.0) 
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result of the yielding of the weak ice matrix which allows pore 
collapse at very low stresses. 

• For rocks and soils with significant dry porosity, the 
peak-particle velocity attenuation relation ranges from r"2'^ to 
r~ 2 ,'. For these materials, dissipation of energy in crushing 
pores dominates all other inelastic mechanisms and continues until 
a stress is reached that corresponds to matrix strength. 

• Therefore, the order of importance for material properties 
in determining relative coupling is (1) porosity, (2) strength, 
(3) multiple-component interactions, and, in frozen materials, (4) 
phase transformation. 

One may ask, "What is the quantitative relation between the 
data from nuclear explosions and the data from small-scale experi­
ments with high explosives?" Larson successfully scaled his small 
scale, high explosive, peak particle-velocity data for salt (NaCl) 
to the data for the 5.3-kt Salmon explosion in salt (Rogers 1966). 
Trulio (independently and simultaneously) found that the data from 
the higher-yield Cowboy experiments with tamped high-explosives 
(Murphey 1961) could be scaled with equal success to the Salmon 
data (Larson 1977b; Trulio 1977). 

A result of their subsequent joint work is presented in 
Fig. 14: the data from the latter three sources, scaled over eight 
orders of magnitude of explosive energy release (see Section 6.2 
for a discussion of scaling), form a common peak-particle velocity 
vs scaled radius relation over corresponding large ranges of 
velocity and radius. The combined data are approximated by the 
relation u a r~ 1 - 7, which is consistent with the exponent values 
of -1.6 to -1.8 given in Table 2 for Larson's data alone, [fttterapts 
to scale data from small-scale high-explosive experiments and 
nuclear-explosion data in other materials have not been successful 
(Larson 1977b). These failures are attributed to large-scale 
inhomogeneities, such as block motion, in the nuclear explosions, 
or to differences in material properties for the two sets of 
explosions.] 

With respect to the above, particle-velocity data that fit a 
relation u « r" n, with 1 < n < 2, can represent elastic behavior. 
This is because u « r - 1 in the far field [Eq. (1)], but nearer 
the source, the term u <* r" 2 also contributes to the particle 
velocity in spherical elastic waves [Bj. (30)] . The transition 
between the near and far fields for particle velocity, at which 
the contributions of the near and far field terms [Eq. (30)] are 
equal in amplitude, is defined by the relation ru = a (Meyer 1964) 
where r is the radial coordinate, ID is the angular frequency, and 
a is the compressional wave velocity. The far field effects are 
dominant only if rw » a. 
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• Chemical explosive (LX04) 
• Chemical explosive 

(low density TNT) 
* Nuclear explosive 

Scaled range ( m / k t 1 / 3 | 

FIG. 14. Peak particle-velocity vs scaled range for chemical 
and nuclear explosions in salt: Larson's (1977a) small-scale 
high-explosive experiments (LX04), the Cowboy experiments 
(low-density TNT), and the Salmon experiment (nuclear explo­
sive) (from Larson 1977b, and Trulio 1977). 

Table 3 gives a summary of the conditions for transitions 
between the near and far fields for the three sets of peak-
particle velocity data for explosions in salt (Fig. 14), together 
with estimates of observed dominant frequencies in the leading 
edge of the stress waves. Larson's (1977a) particle-velocity time 
histories in salt are similar to those shown in Figs. 7(a) and 
9(a) with rise times from zero to pe^k particle-velocity that 
correspond to frequencies of approximately 10s to 106 Hz. A 
gauge record in Murphey's (1961) paper indicates a dominant 
frequency greater than 10 Hz for a tamped Cowboy explosion, & 
gauge record in Rogers's (1966) paper indicates a dominant 
frecuency of about 5 Hz. These Cowboy and Salmon observations are 
consistent with Trulio's (1979) observation that the Salmon and 
Cowboy (scaled to Salmon) particle-velocity data are dominated by 
frequencies in the 1- to 10-Hz band. From Table 3, i t appears 
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TABIi 3. Conditions for transition between the near and far 
fields for three sets of peak-particle velocity data near 
explosions in salt, and some observed dominant frequencies. 

Approx 
Radial Approx observed 

distance transition freq 
References Experiments to gauge (m) freq (Hz) (Hz) 

Larson (1977a) Small-scale min: 0.04 1.6 x 104 *10 6 

high-explosive max: 0.14 4.7 x lo 3 *10 5 

Murphey (1961) Tamped Cowboy min: 5.9 1.2 x 102 

high-explosive max: 178 3.8 >10 

Rogers (1966), Salmon nuclear- min: 168 4.1 
Patterson explosive 253 2.8 *5 

(1966) max: 744 9.2 x 10"1 

that Larson's data are far-field data, the Salmon data are 
transition-field data, and the Cowboy data from the most distant 
gauge may be far-field data. These conclusions concerning the 
Salmon and Cowboy data are consistent with those of Trulio (1979). 
Trulio, after a careful examination of all the data, concluded that 
the Salmon data and most of the Cowboy data indicate nonlinear 
inelastic attenuation, and that the Cowboy salt may respond 
"elastically" at peak-particle velocities less than 0.04 m/s and 
peak radial stress values less than 4 bars (4 x 10 s Pa). 
These low values of velocity and stress were measured on a 
"decoupled" Cowboy explosion in a mined cavity. 

With respect to the rest of Larson's data summarized in 
Table 2, let us consider the wave forms illustrated in part(a; of 
Pigs. 7-11. The rise times from zero to peak particle-velocity 
are approximately 1 us, corresponding to frequencies on the 
order of 10 6 Hz for Westerly granite [Fig. 7(a)] and water [Fig. 
10(a)]. Clearly, the radial decay exponents of 1.4 (water) and 
1.5 (Westerly granite) represent inelastic stress-wave decay in 
the far field, and can be coapared with the ideal elastic decay 
exponent of unity in the far field. This is also true for the 
observed decay exponents for Nugget sandstone (1.5), Blair doloaite 
(1.6), and Kemmerer coal (1.6). On the other hand, the dispersed 
wave forms for dry Ht. Helen tuff [Fig. 8(a)], saturated Ht. Helen 
tuff [Fig. 9(a)], and ice [Fig. 11(a)] have dominant frequencies 
of 10 to 10 s Hz. In an ideal elastic version ^ ^ h e experi­
mental assembly shown in Fig. 6, the near-field t « | may not be 
negligible at these frequencies. Therefore, it may oe that the 
attenuation exponents of 1.5 (dry Ht. Helen tuff at low stresses, 
and ice) and 1.9 (saturated Ht. Helen tuff) should be coapared 
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with an ideal elastic radial decay exponent somewhat greater than 
unity. The same caution applies to the decay exponents for dry 
(1.6) and saturated (1.4) Indiana limestone, Tunnel tuff (2.1), 
and the frozen soils (2.0 and 2.7). A spectral analysis of the 
particle-velocity wave-form data would serve to resolve this near-
vs far-field issue. 

The conditions for the transition from inelastic to "elastic" 
response to stress waves are discussed further in Section 3.4. 

3.3 Computer Calculations of Underground Explosions 

Calculations with modern digital computers have been used in 
the stuay of underground nuclear explosions beginning with the 
first such explosion, Rainier (Johnson, Higgins, and Violet 1959). 
Computer calculations have been used to predict and interpret 
experimental measurements on explosions such as Salmon (Rogers 
li>66; Patterson 1966). They have been very useful in the 
prediction of inelastic effects for engineering applications of 
peaceful nuclear explosions (Cherry and Petersen 1970) and in the 
analysis of inelastic phenomena of importance in explosion 
containment (Terhune et al. 1977a,b). They are also useful in the 
study of explosions as sources of elastic seismic waves, but they 
have limitations for this application; the most serious limitation 
is discussed in this lecture. 

Early examples of one- and two-dimensional codes for finite-
difference calculations of elastic and inelastic stress-wave 
motion in solid materials are described by Hilkins (1964) and by 
Maenchen and Sack (1964). More recent descriptions of one- and 
two-dimensional codes used for underground explosion calculations 
at the Lawrence Livermore Laboratory are given by Schatz (1973, 
1974) and by Burton and Schatz (1975). Similar codes have been 
developed and are being used by other organizations. 

The above codes are based on a computational technique that 
identifies a finite number of material points and determines the 
motion in space-time and the physical state as a function of time 
of each point. This technique is the use of Lagrangian coordi­
nates which are fixed in the material instead of being fixed in 
space as is the Eulerian system. The Eulerian and Lagrangian 
coordinate systems and the relations between them are described by 
Zel'dovich and Raizer [1966, Ch. I (1) 1-2]. The Lagramgian 
coordinates in a one-dimensional code correspond to a linear array 
of discrete points spaced along the radial coordinate axis. The 
Lagrangian coordinates in a two-dimensional code correspond to a 
two-dimensional array of discrete points in the plane defined by 
the longitudinal and radial axes of the cylindrical coordinate 
system. 
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The numerical solution for stress-wave propagation through a 

material is obtained by means of a step-by-step procedure through 
the feedback loop illustrated in Pig. 15 for each point 
(Lagrangian coordinate). The equation of motion {based on the 
fundamental equations for conservation of mass, linear momentum, 
and angular momentum) provides a functional relation between the 
applied stress and the acceleration of each point in the coordinate 
system. The energy conservation equation does not have to be used 
if there is no energy transport by heat conduction or radiation 
from one point to another; this is a valid approximation for 
stress-wave propagation in rock. However, the calculation of 
internal plus kinetic energy is useful in checking the accuracy of 
the calculation. The accelerations determined by the equation of 
motion are integrated over a discrete time interval (At) to obtain 
velocities; velocities are integrated over a discrete time interval 
(At) to obtain displacements; and displacements (relative to other 
point displacements), in turn, determine strains or deformations. 
The constitutive or state equations for the material give the 
relation between the applied strains and the resulting stress 
field. At the end of each cycle, time is incremented by +At and 
the cycle is repeated. 

There are several reasons for the present limitations of 
finite-difference computer calculations in the study of explosions 
as sources of seismic waves. The principal reason is discussed in 
this lecture: the constitutive or state equations relating strain 
and stress that have been developed do not model the inelastic 
response of rock with sufficient accuracy over the full range of 
the conditions generated by explosions. 

Stress field 
/ (t + At) 

Equation of motion 

Accelerations 

/ 
At 

/ 
At—Velocities 

FIG. 15. Feedback loop for finite-difference 
calculations of stress-wave propagation (from 
Rodean 1971a). 

Equation of state 
or 

constitutive relation 

I 
Strains 

\ 
Displacements 
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The constitutive or state relations (hereafter called 

constitutive relations) are very simple in the case of linear, 
adiabatic, isotropic, elastic stress-wave propagation: the 
isentropic bulk modulus for compressional waves in a perfect 
fluid, and two moduli defined by the Lame constants for compres­
sional waves (X + 2u) and shear waves (|i) in an ideal solid. The 
problem in calculating the explosion process, including the 
generation of seismic waves, is that of calculating the propaga­
tion of adiabatic stress waves that are initially nonlinear and 
inelastic, are attenuated by geometric and inelastic effects, and 
emerge from the explosion as almost-elastic or anelastic waves. 
The constitutive relations used in present computer programs or 
codes are very complex; but they approximately model only selected 
phenomena, not all aspects of stress-wave propagation. For 
example, let us consider the principal features of the constitutive 
relations for solids in the one-dimensional SOC73 code (Schatz 
1973, 1974). (SOC73 also includes constitutive relations for 
liquid and gas phases and relations for solid-gas and solid-liquid 
phase transitions, but they are not considered iri this lecture.) 
SOC73 is based as much as possible on known physical principles 
and measured rock properties, and as little as possible on 
nonphysical adjustable parameters. 

Before discussing SOC73, it is appropriate to review some 
fundamentals of stress and strain in isotropic solid materials. 
The stress tensor E has nine components consisting of three normal 
(a) and six shear (T) stresses as shown in the first two terms of 
Bq. (8): 

I = 

axx T 
xy 

Txz arr 0 0 
Tyx °yy V = 0 aee 0 
Tzx Tzy azz 0 0 0( 

(8) 

There is a set of orthogonal axes, the principal axes of stress, 
along which the stresses are purely normal. In the symmetrical 
spherical coordinate system for an ideal spherical explosion, the 
stress tensor reduces to the third (right-hand) term in Eq. (8), 
where 

and the maximum shear stress is 

T m = (1/2)(a e e - o „ ) = (1/2)I 

(9) 

(10) 
The principal stresses can be written in terms of a mean normal 
stress (by definition, equal to the negative of the hydrostatic or 
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thermodynamic pressure) that determines uniform compression or 
dilatation, 

-P = (1/3) (0 r r + <J9e + 0 ^ ) , (11) 

and stress deviators that determine distortion, 

a r r = -P + s r, (12) 

0flo = -P + sfl, (13) 

Prom Eqs. (9)-(14), 

s r = -(4/3)Tm, (15) 

sp = Bf = (2/3)Tm. (16) 

Prom these relations, it follows that the stress behavior of a 
material can be described in terras of a response to hydrostatic 
stresses and a response to shear stresses. Similarly, the strain 
can be described as a combination of volumetric strain and distor-
tional strain (Jaeger and Cook 1971, Ch. 2.2, 2.4, 2.8, 2.12). 

There are invariants of stress and of stress deviators that 
are independent of the orientation of orthogonal coordinates; it 
is obviously desirable to express criteria for material failure in 
terras of these invariants (Jaeger and Cook 1971, Ch. 2.4, 2.8). 
The stress invariants are, in spherically-symmetric coordinates, 

*1 = °rr + 0fiB + a<H>' ( 1 7 ) 

h * -VW°W * Vrr + °rr°ee)' ( 1 8 ) 

13 = arr c96 V ( 1 9 ) 

From Eqs. (11)-(19), the stress invariants can be written as 

I X = -3P + 3-y = -3P, (20) 

1 2 = -3P 2 + 2JiP + J 2 = -3P 2 + (4/3)T|, (21) 

1 3 = -P 3 + J^P2 + J 2P + J3 

= -P 3 + (4/3)PT2 - (16/27JT3, (22) 

and the stress deviator invariants are defined as 

J x = s r + s 9 + s^ = 0, (23) 
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J 2 = -(SflS^ + 3 < ) s r + s r s f i ) = (4/3) T 2 , 

J 3 =s r Sfl S ( t ) = - (16/27) T J . 

(24) 

(25) 

Equations (20) and (23) are valid for all sets of principal stress 
axes, with appropriate substitutions for the subscripts r, 8, $. 
The first two parts of Eqs. (21), (22), (24), and (25) are 
similarly valid for all sets of principal stress axes, but the 
third (right-hand) parts of these equations apply only to the 
principal stress axes of a spherically symmetric system as defined 
by Eqs. (8)-(10). 

In SOC73 (Schatz 1974), it is assumed that the shear stresses 
do not affect the volumetric response of a material to changes in 
hydrostatic pressure, although it is known that this assumption is 
not correct. Shear stresses can enhance the compaction of a 
porous material under increasing hydrostatic loading. Shear 
stresses can also cause dilatation of a compacted material under 
increasing hydrostatic pressure. These effects are illustrated in 
Fig. 16. A modification of SOC was developed which included a 

(a) Nonhydrostatic 
dilatation of 
compacted 
rocks 

(b) Hydrostatic 
compaction 

(c) Nonhydrostatic 
compaction ot 
porous rocks 

Volumetric strain (AV/V) 

PIG. 16. Three types of quasi-static stress-
strain response: (a) dilatation of compacted 
rocks under increasing nonhydrostatic stress, 
(b) compression under increasing hydrostatic 
pressure, and (c) shear-enhanced compaction of 
porous rock under increasing nonhydrostatic 
stress. 
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model for shear-enhanced compaction (Schatz et al. 1977), but the 
improved accuracy in modeling this aspect of rock deformation was 
not deemed to be worth the large increase of computer time required 
for a typical problem. SOC73 uses relations between hydrostatic 
pressure (P) and volumetric strain (AV/V) that are based on 
laboratory measurements of stress and strain in rock samples. 
These stress strain relations are illustrated in Fig. 17 for 
nonporous and porous rocks. It is assumed that the material is 
incrementally elastic with a variable bulk modulus along each 
P vs Av/V curve; the shear modulus may be assumed to be constant 
or vary with the bulk modulus by assuming that Poisson's ratio is 
constant. If the rock is not porous, the loading and unloading 
curves are assumed to be identical; that is, there is no inelastic 
strain from hydrostatic stress, and there is no hysteresis in the 
P vs Av/V plane. If the rock is porous, the pores are crushed at 
sufficiently high pressures; this crushing is inelastic, and there 
is hysteresis because the inelastic strain is irreversible. The 

0 Volumetric strain (AV/V) 

FIG. 17. Hydrostatic loading and unloading of 
(a) nonporous rock and (b) porous rock. 
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inelastic crushing of pores is very effective for dissipation of 
energy. 

In SOC73, it is assumed that distortion in response to shear 
stress talces place at constant volume. The maximum shear strength 
of a material is a complex function of the applied stress. Cherry 
and Petersen (1970) found that the results of various destructive 
tests (compression, extension, and torsion) on glass, dolomite, 
limestone/ and granite are quite consistent when plotted in terms 
of the second stress deviator invariant (J2) vs a combination of 
the first stress invariant (^ or -P) and the third stress 
deviator invariant (J3) as shown in Pig. 18, In the spherirally-
symmetric system implicit in SOC73, the invariant functions 
defining the coordinate axes in Pig. 18 can be simplified to the 
following, from Eqs. (9)-(16), (24), and (25) 1 

k l = | a / 2 ) ( o w - o „ ) | = | a / 2 ) ( o H - o t r ) | 
for the vertical axis, and 

(26) 

Brittle failure - • Plastic failure 

Elastic response 

P-(1/2)(J 3/2) 1/3 

PIG. 18. Shear strength of rocks as a func­
tion of confining stress showing elastic re­
sponse, brittle failure, and plastic failure. 
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P * (l/3)Tm = -«l/2) (o r c + a Q 9 ) = -(1/2) (o r r + o ^ ) (27) 

for the horizontal axis. In SOC73, the maximum shear stess (Tra) 
is limited to the values defined by an experimentally determined 
failure surface as illustrated in Fig. 18. If this maximum value 
of T m is reached at any Lagrangian coordinate, the material at 
that point is considered to have failed in shear, and a different 
failure surface for failed material is used for that material point 
during the remainder of the calculation. The transition between 
brittle and ductile failure in shear is defined as the condition 
at which increased loading (P + (l/3)Tm) does not result in an 
increase in shear strength (Tm) as shown in Fig. 18. Strain 
hardening, which is observed in some materials, is not accounted 
for in SOC73. 

In SOC73, tensile failure is defined as the state in which 
the shear-stress limit defined in Fig. 18 is reached and any 
principal stress is in tension. Tensile failure relaxes the 
tensile principal stresses while other principal stresses remain 
constant. As previously stated, shear failure relaxes the shear 
stress while the mean stress or hydrostatic pressure remains 
constant. Therefore, tensile failure affects the P vs Av/V 
relation while shear relaxation does not. 

As stated in a preceding paragraph, SOC73 assumes no inelastic 
failure in the case of a nonporous material with identical loading 
and unloading paths in the P vs Av/V plane; consequently, there is 
no hysteresis for loading and unloading in this plane. However, 
there can be hysteree is in the o ^ vs Av/V plane because of shear 
failure, as illustrated in Fig. 19. The difference between o r r 

and -P, for a given value of AvA, is equal to the value of the 
stress deviator \M. (12)], and the difference is limited by the 
shear strength of the material [Bgs. (24)-{27) and Fig. 18]. There 
would be no hysteresis in the o r r vs Av/V plane if there were no 
shear failure; the hysteresis loop in Fig. 19 is a consequence of 
irreversible deformation in shear and a corresponding dissipation 
of energy. Tensile failure would cause hysteresis in the P vs AV/V 
plane and possibly in the o r r vs Av/V plane. 

As shown in the preceding paragraphs, the models in SOC73 for 
volumetric response to hydrostatic pressure, distortional response 
to stress deviators, and response to tension are based on 
simplified physical models and empirical relations fitted to 
experimental measurements on rocks. It is assumed in SOC73 that 
the relations between strain and stress in compression, shear, and 
tension are rate independent. Larson (1980a,b) and Larson and 
Anderson (1979a,b) conducted shock-wave studies on stven represen­
tative geological materials. They found time-dependent behavior 
in two highly porous rocks (dry and water-saturated tuff and lime­
stone) and in one low-porosity rock (dolomite), but not in two 
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Volumetric strain (AV/V) 

FIG. 19. Stress (P or -o r r) v? strain 
(AV/V) loading and unloading cycles for (a) 
hydrostatic compression and dilatation, and 
(b) uniaxial compression and dilatation. Bote 
the hysteresis loop in (b) because of shear 
failure, 

other low-porosity rocks (granite and sandstone). Therefore, 
SOC73 cannot model the strain-rate effects that are observed in 
some rocks. However, SOC73 includes three strain-rate mechanisms 
that are required for the stability and accuracy of the finite-
difference calculations. The first is the standard quadratic 
"artificial viscosity" developed by von Neumann and Richtmyer 
(1950) for finite-difference calculations of hydrodynamic wave 
propagation. This artifical viscosity acts to stabilize the 
calculations by "smearing" the shock-wave transition over several 
points along the radial Lagrangian coordinate axis. The second is 
a linear artificial viscosity that is equivalent to Voigt stress 
relaxation (low-pass filtering) that is a function of volumetric 
strain rate, and the third is equivalent to Maxwell stress 
relaxation (high-pass filtering) that is a function of shear or 
tensile strain rate. The Voigt model of a solid consists of a 
spring and a dashpot in parallel; the Maxwell model of a solid is 
composed of a spring and a dashpot in series (Jaeger and Cook 
1971, Ch. 11.3). In shock compression and in shear or tensile 
failure, minimum values of these damping mechanisms are necessary 
for stable and accurate numerical computations. The quadratic 
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artificial viscosity rarely affects the physics implied by the 
numerical solutions for geological materials, but if the second 
(Voigt) and third (Maxwell) damping terms are greater than the 
required threshold values, they take on physical significance as 
rate-dependent constitutive terms. Viecelli (1973a) investigated 
the effect of the linear artificial viscosity or Voigt relaxation 
in TENSOR, a two-dimensional code that is similar in many respects 
to the one-dimensional SOC code. He found that the effect of the 
linear viscosity was viscoelastic attenuation of the peak particle 
velocity in a spherical compressional wave according to the 
relation expressed in Eq. (2)~u « r~3/2. 

Therefore, SOC73 does not give "elastic" stress-wave 
solutions, even if material failure does not occur in shear or 
tension. The linear viscosity (Voigt relaxation) is operative for 
all volumetric strain, even if shear or tensile failure requiring 
damping (Kaxwell relaxation) does not occur. The Voigt relaxation 
time in SOC73 is selected for computational reasons, not for 
modeling observed anelastic or viscoelastic response. 

From the above, it is clear that SOC73 calculations represent 
an approximation to the physical processes of stress wave propaga­
tion. SOC73 solutions for peak particle velocity or peak stress 
in the inelastic region can be fairly accurate if the stress-
strain models are based on measured rock properties. However, 
SOC73 solutions for stress-wave time histories, particularly at 
low stress levels in the transition region between inelastic and 
almost-elastic response, are generally inaccurate if based on 
measured rock properties. SOC73 can be forced to give a good 
approximation to observations at a given gauge location in an 
experimental assembly, but the solutions for other gauge locations 
will probably be less accurate and the material properties implied 
in such forced solutions may be physically unrealistic. As noted 
in a preceding paragraph, the modeling in SOC73 could be modified 
to take more observed phenomena into account, but at the cost of 
increased code complexity and computation time. A comparison of 
measurements and calculations [with an earlier version of SOC 
(Cherry and Petersen 1970)] for the 5-kt Hardhat explosion is 
given in Rodean (1971a, Ch. 2.8); two illustrations are reproduced 
in Figs. 20 and 21. 

Even if more complete descriptions of material response were 
incorporated into SOC73, therr would still be substantial limita­
tions to the accuracy of the calculated seismic source function 
for a given explosion. Geological inhomogeneities within the 
inelastic region of an explosion are more the rule than the 
exception. Even if the explosion site were "homogeneous," natural 
variability would introduce significant perturbations. Costantino 
(1978) conducted a series of 10 similar hydrostatic and triaxial 
compression experiments on samples from a single block of granite, 
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FIG. 20. Calculated and measured radial 
compressive stresses vs time for the 5-kt 
Hardhat explosion in granite (from Rodean 
1971a). 
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FIG. 21. Calculated and measured radial 
displacements vs time for :he 5-kt Hardhat 
explosion in granite (from Rodean 1971a). 

and concluded that a lower bound for experimental deviation for 
these physical property measurements in that material is about 20 
percent in absolute volume strain. 

3.4 Transition from Inelastic to "Elastic" Response 

As previously stated, there is some ill-defined boundary 
called the "elastic radius" beyond which nonlinear inelastic 
deformation does not occur, but linear anelastic processes continue 
to attenuate the "elastic" waves from the explosion. The concept 



40 

of an elastic radius has been used since the beginning of "nuclear-
explosion seismology." Werth, Rerbst, and Springer (1962) used 
ground motion measurements near the first few underground nuclear 
explosions to define linear elastic-wave source functions. They 
combined these source functions with models of earth structure, 
linear anelastic attenuation, and instrument response to obtain 
synthetic seismograms that they compared »?th observations. They, 
and many later workers, made the simplifying assumptions that an 
explosion is spherical, that there is an "elastic radius" beyond 
which the stress-strain response is linear and almost-elastic, 
that measurements of ground motion beyond the elastic radius can 
be used to define an equivalent elastic source for the seismic 
waves generated by an explosion, and that linear attenuation 
functions can be used to model anelastic attenuation in ̂ hfearth. 

The term elastic radius implies that there is a distinct 
transition between nonlinear inelastic and linear elastic stress-
strain response. Linear elasticity is a convenient and useful, 
but fictitious, concept. Linear anelasticity is a similar 
(perhaps fictitious) concept that is used in recognition of the 
truth that the response of the earth to seismic waves is not 
perfectly elastic. There has been disagreement as to whether 
seismic attenuation is nonlinear (Knopoff and HacDonald 1958) or 
linear (Savage and Hasegawa 1967). Recent experimental results 
(Brennan and Stacey 1977? Winkler, Nur, and Gladwin 1979) indicate 
that seismic attenuation in some rocks is linear at strains less 
than 10"^ and nonlinear at greater strains. As noted in Section 
3.2, Trulio (1979) concluded that Cowboy salt may respond 
"elastically" at peak radial stresses less than 4 bars (i x 
10 5 Pa). For the Cowboy and Salmon salt properties given by 
Rogers (1966), this stress corresponds to a strain of about 10" 5. 

In view of the above, it is proposed that the "elastic 
radius" marking the transition from nonlinear inelastic to linear 
elastic response be defined as the radial coordinate at which the 
strain from stress-wave propagation is ld~°. This arbitrary 
definition could serve until a better one is established as a 
result of further research on the nature and existence of the 
transition from nonlinear to linear stress-wave response. 

3.5 Reduced-Displacement Potential 

The reduced displacement potential is a very useful seismic 
source function for a spherical wave in an ideal, infinite, 
homogeneous, isotropic, elastic solid. (Some investigators prefer 
the reduced-velocity potential, the time-derivative of the reduced-
displacement potential. Each has its advantages. The reduced-
displacement potential is directly related to the explosion moment 
[Bjs. (32)-(35)]. The reduced-velocity potential is proportional 
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to the far-field displacement [Eq. (30)] and its spectrum, as shown 
in Fig. 28, Section 5.3.) 

The source of the spherical waves may be a finite spherical 
cavity with variable pressure or the limiting case of an infini­
tesimal point soure of dilatation (which may be approached by 
letting the cavity radius approach zero and the cavity pressure 
approach infinity in such a way that the product of the pressure 
and the cube of the radius remain constant and finite). 

The first mathematical solution for elastic wave radiation 
from a spherical cavity was obtained by Jeffreys (1931) who 
assumed equal Lame constants (X = p) for the elastic solid. The 
first general solution in terms of X and u was obtained by 
Kawasumi and Yosiyama (1935), Blake (1952) and Selberg (1952) 
were the first to use the reduced-displacement potential in 
obtaining solutions for spherical wave propagation, but neither of 
them used that term for their source functions. Berbst, Werth, 
and Springer (1961) were the first to apply the term "reduced-
displacement potential" to the potential function that is a 
solution of the spherical wave equation and is not a function of 
space but of reduced time alone. 

Dse of the reduced-displacement potential results in the 
following relation between the radial stress a r r (the driving 
function) and the reduced-displacement potential X (the response 
function): 

V r ' T ) i 
4U ~r3 (r/2B, 2% +(r/a,^f + X(T, 

S T 2 dx 
(28). 

where the reduced time 
T = t - (r - R)/a, (29) 

and 
r = radial coordinate, 
R = radius of cavity, 
t = time, 
a = compressional-wave velocity, 
B = shear-wave velocity, 
U = shear modulus. 

Selberg (1952) and Yoshiyama (1963) (apparently the Yosiyama of 
the Kawasumi and Yosiyama 1935 paper) derived equivalent forms of 
Eq. (28). The radial displacement (Dr) is related to the reduced-displacement potential as follows, where X(T) is the input 
and Dr(r,r) is the output: 
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The seismic moment for an earthquake was introduced by Aki 
(1966): 

Mq = tJSqDq' (31) 

where 

Dq = average displacement in fault, 
M„ = earthquake moment, 
S_ = fault area. 

Mullen (1969) and Tsai and Aki (1971) extended the seismic moment 
concept to explosions and related the seismic moment to the 
reduced-displacement potential: 

H X(T) = 47I(A + 2|i)X(T) (32) 

where 

X = Lame constant. 

The final steady-state value of the reduced-displacement potential 
[X (<*>)] is often used in defining the static value of the seismic 
moment of an explosion (Miiller, 1973): 

MJJ = (X + 2y)S xD x [note the similarity to Bq. (31)] (33) 

where 

D x = Xv-'./RJ-, (34) 
S x = 41TR2, (35) 

and 

D x = radial displacement at reduced R x in the elastic zone, 
RJJ >_ "elastic radius" of explosion, 
SJJ = surface area of the sphere defined by the radius R^. 

Reduced-displacement potentials have been calculated from 
free-field ground-motion measurements by assuming spherical 
symmetry and that the ground motion at that gauge was elastic. 
Werth and Herbst (1963) published measured reduced-displacement 
potentials for nuclear explosions in alluvium, granite, salt, and 
tuff; Patterson (1966) for the Salmon explosion in salt; and 
Perret (1972a) for the Gasbuggy explosion in shale. Of these 
measurements, the best are those for Salmon and Gasbuggy because 
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these explosives were deeply buried; consequently the surface 
refection did not perturb the subsurface measurements until 
relatively late times. The ideal measurements of reduced-
displacement potentials have never been made. Such ideal 
measurements would employ a large number of gauges in a low strain 
(<10~°) region in which the stress-strain relation is most 
likely linear, below the explosion along ray-paths from the 
explosion to stations at teleseismic distances, and of high 
fidelity over the complete seismic spectrum from very short 
periods to final steady-state displacements. 

4. CAUSES AND EFFECTS OF SONSPHEMCAL GEOMETRY 

In the preceding discussion, it is assumed that underground 
explosions are spherically symmetric. This assumption greatly 
simplifies the physics and mathematics of explosions, and it is a 
useful and valid approximation although all real underground 
explosions are nonspherical to some extent. In this lecture, we 
will consider two nonspherical aspects of underground explosions 
that are of importance in seismic monitoring: tectonic strain 
release and the effects of the free surface above the explosion. 

4.1 Tectonic Strain Release 

As mentioned earlier, geological and seismological evidence 
that some underground explosions released preexisting tectonic 
strain began to accumulate early in the history of underground 
nuclear testing. Two hypotheses have been advanced to explain 
this strain release. Press and Archambeau (1962) proposed that 
the strain release occurs around the inelastic fractured zone 
produced by the explosion (the tectonic strain field responds to 
the creation of a weak fractured zone around the explosion). The 
theory of this mechanism was developed further by Archambeau 
(1972). Brune and Pcneroy (1963) studied seismic data from the 
Hardhat explosion in granite. They concluded that the fractured 
zone hypothesis is not sufficient in the case of Hardhat, and that 
a dislocation was triggered on a nearby fault plane. They cited 
the occurrence of aftershocks as further support of the triggering 
hypothesis. Toksb'z, Ben-Menahem, and Harkrider (1965) concluded 
that the fracture zone hypothesis is satisfactory for the Haymaker 
explosion in alluvium and the Shoal explosion in granite, but that 
the triggering hypothesis is required to explain the Hardhat 
observation. Archambeau and Sammis (1970) and Lambert, Flinn, and 
Archambeau (1972) concluded that the seismic data from the Bilby 
explosion in tuff and the Shoal explosion are consistent with 
stress relaxation around the fractured zone. Aki et al. (1969) 
considered both hypotheses in their study of the Benham explosion. 
They concluded that Benhaa triggered an earthquake, in part 
because the fracture zone hypothesis requires an unusually high 
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stress release in order to account for the observed Love wave from 
Benham. Aki and Tsai (1972) reviewed the Love wave data from 18 
explosions in alluvium and tuff, and concluded that the evidence 
is in favor of the earthquake triggering mechanism. All explo­
sions discussed in this paragraph were at the Nevada Test Site, 
except Shoal which was at another site in Nevada. 

Even though there is disagreement about the mechanism of 
tectonic strain release by explosives, there is agreement on the 
usefulness of the parameter P that was introduced by Toksb'z, Ben-
Menahem, and Harkrider (1965), and has been used by Archambeau and 
Sammis (1970) and others. Toksoz, Ben-Menahem, and Harkrider 
defined F as the ratio of the strength of the earthquake-like 
source to that of the coincident explosion, but did not give an 
explicit mathematical definition. Hirasawa (1971) gave a mathema­
tical definition of the parameter q that is the ratio of the 
strength of the double-couple component to the strengths of the 
explosion component of a composite seismic source. Muller (1973) 
found that Hirasawa's q is equal to the ratio of the moments of 
the earthquake and explosion components of a composite event; for 
example, in the static case, 

q = V Mx' < 3 6> 
where M„ and M x, are defined by Bjs. (31) and (33), 
respectively. Muller also gave a mathematical definition of the 
parameter P: 

P = qa 2/2B 2, (37) 

where 

a = compressianal-wave velocity, 
8 = shear-wave velocity. 

Tectonic strain release is of interest at this Institute 
because it may make an underground explosion appear to be "earth­
quake like." Toksoz and Kehrer (1972) examined the seismic data 
for 28 underground nuclear explosions: 23 in the US and 5 
(presumed) in the USSR. They estimated P ratios and the orienta­
tions of right-lateral, vertical, strike-slip faults that best fit 
the data. They found no evidence for tectonic release (F = 0) by 
three explosions: Sedan in alluvium, and Gnome and Salmon in 
salt. They determined F ratios greater than unity for only three 
explosions, all at the Nevada Test Site: Greeley (F = 1.6) in 
tuff, and Hardhat (F = 3.0) and Pile Driver (F = 3.2) in granite. 
They found no noticeable effect on the Ms:mi, discriminant in 
the Case of these explosions. The north-northwest orientations of 
most of their fault plane solutions for explosions at the Nevada 
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Test Site are consistent with lineaments and fault planes in that 
area. 

Toksoz and Kehrer also calculated surface-wave (Rayleigh 
wave) radiation patterns for composite sources as a function of F 
ratio, assuming vertical strike-slip faulting as the tectonic 
strain release mechanism. Patton (1980) made similar calculations 
in terms of the q ratio, but assuming dip-slip thrust faulting. 
Their results are compared in Table 4. As shown in this table, 
the effects on M s of the two tectonic strain mechanisms are very 
different. The effect of a strike-slip mechanism is always 
positive as P is increased. In contrast, the effect of a dip-slip 
mechanism is first negative and then positive as q (or F) is 
increased. This difference in effect on M s is a consequence of 
the different surface-wave radiation patterns produced by the two 
tectonic and the explosion mechanisms. The pattern from the 
explosion is circular, that from the dip-slip source is two-lobed, 
and that from the strikeslip is four-lobed. The phase angle of 
the pattern from the explosion differs by ir (phase reversal) 
from the phase angles in both lobes in the pattern from the dip-
slip source, so the interference between the explosion pattern and 
the dip-slip pattern is destructive. The phase angles of adjacent 
lobes in the four-lobed strike-slip pattern differ by IT, so the 
interference between the explosive and tectonic pattern is 
alternately constructive and destructive. These mechanisms and 
their effects are also discussed in Harkrider's lecture at this 
Institute. 

TABLE 4. Effect of tectonic strain release on magnitude. The 
calculations for the strike-slip ise are by Toksoz and Kehrer 
(1972) and the dip-slip case are .,; atton (1980). For Patton's 
calculations, F = 1.5q. 

F AMS (strike- si. ip) AHS (dip-slip) q 

0 0 0 0 
0.3 0.07 
0.5 0.08 
0.7 0.14 -0.4 0.5 
1.0 0.24 
1.5 0.40 -0.4 1.0 
2.0 0.53 
3.0 1.08 -0.1 2.0 
4.0 1.23 
6.0 0.4 4.0 

12.0 0.8 8.0 
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4.2 Effect of the Free Surface: Spall 

The existence of the free surface above an underground 
explosion perturbs and distorts the spherical wave radiation from 
an explosion. An ideal spherical underground explosion radiates 
only compressional (P) waves. In a perfectly elastic half-space, 
these radiated P waves interact with the free surface and are 
converted into three types of elastic waves: reflected compres­
sional (pP), vertically-polarized shear (SV), and Rayleigh (R or 
LR). in this lecture, wo will consider the inelastic interaction 
of P and pP below the free surface (spall) and the possible effects 
of spall on compressional and Rayleigh waves from the combination 
of explosion and spall processes. 

Spalling is a result of inelastic tensile failure of the rock 
that is caused by the conversion at the free surface of an upward-
propagating compressional (P) wave into a downward propagating 
tensile (pP) wave. At some depth, the tensile stress in pP exceeds 
the sum of the compressional stress in P, the lithostatic stress, 
and the tensile strength of the rock. The tensile failure occurs 
at a time when the net momentum of the material above the fraction 
is upward. The spalled material then enters a ballistic trajectory 
that is terminated when the spall gap is closed. The net momentum 
of the spalled material is downward at the time of spall closure, 
and a downward impulse is applied to the underlying material. The 
seismic signals that may be generated by this impulse are of 
interest in the context of this Institute. 

The spalling mechanism and its local mechanical effects are 
described in several publications. The dynamics of spalling by 
contained underground explosions have been investigated 
theoretically by Chilton, Eisler, and Heubach (1966). Spall 
measurements in several underground nuclear explosions have been 
analyzed by Eisler and Chilton (1964), Eisler, Chilton, and Sauer 
(1966), and Eisler (1967). Toman, Sisemore, and Terhune (1973) 
reported the spall measurements on the triple Rio Blanco explosion 
in Colorado and gave a preliminary interpretation of the data. 

There have been studies (and speculations) concerning the 
possible relations between spall and distant seismic signals. 
Springer (1974) suggested that pP and a spall-closure (slap-down) 
phase (Ps) may contribute to the P wave and its coda at 
teleseismic distances. He reported estimates for the delay times 
corresponding to pP-P and P S~P based on data from surface-zero 
accelerometers for a number of US underground nuclear explosions. 
A number of investigators had previously estimated pP-P delay 
times from teleseismic data, and Bakun and Johnson (1973) had 
estimated delay times for pP-P and Ps-P from teleseismic records 
from the Longshot, Milrow and Cannikin explosions in Amchitka. 
Springer found that his estimates for pP-P delay times agreed well 
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with those of the other investigators, but the agreement for P s-P 
delay times was poor. Viecelli (1973b) conducted computer simula­
tions of Rayleigh wave gsneration with and without spall. He 
found that the inelastic spall process generates larger amplitude 
Rayleigh waves than the purely elastic process. [Strictly speak­
ing, Viecelli's "elastic" computations are for a viscoelastic 
medium because of the effect of the linear artificial viscosity 
that is necessary in finite-difference computations; see Section 
3.3 on computer calculations and Viecelli (1973a).] Viecelli also 
noted that the spall-generated wave is delayed relatively to the 
elastically generated wave, but not as much as if the spall closure 
were the sole source of the Rayleigh wave. In addition, he noted 
that if spall closure were the sole source, the phase of the wave 
would be reversed relative to that of the elastically generated 
wave. His theoretical calculations, analytic and finite-
difference, indicate that Rayleigh waves are generated by a 
combination of the elastic and spall-closure processes associated 
with an underground explosion. Viecelli also analyzed spall and 
regional Rayleigh wave measurements for underground nuclear tests 
at the Nevada Test Site, and concluded that the spall-closure 
impulse is sufficient to account for the amplitudes of the 
observed Rayleigh wave. 

From the above, it appears that the inelastic process of 
surface spall has a more significant effect on Rayleigh waves than 
on teleseismic P and its coda. Furthermore, spall-closure is one 
of three contained underground explosion-related mechanisms that 
can generate Rayleigh waves that are reversed in phase at all 
azimuths, compared to the waves normally produced by buried 
explosions. The other mechanisms are cavity collapse [see Section 
2.8 and Smith (1963)], and dip-slip tectonic strain release [see 
Section 4.1, Patton (1980), and Harkrider's lecture]. 

Murphy (1977) found that the observed long-period surface-
wave data are inconsistent with a simple spherically symmetric 
source model, and suggested that the spall-closure phenomenon may 
be related to this discrepancy. 

Rygg (1979) compared the Rayleigh waves from three presumed 
explosions of comparable magnitude in eastern Kazakhstan, and 
noted that the waves from one explosion were reversed in phase and 
delayed, relative to the waves from the other explosions. The 
event that generated the anomalous Rayleigh waves also excited 
very strong Love waves. Rygg considered three possible explana­
tions for Rayleigh wave phase reversal. The explosion could have 
been so shallow that it acted as a downward-surface source, not a 
buried source; but a shallow source is not consistent with delayed 
Rayleigh waves. Cavity collapse could account for the delay and 
phase reversal, but not the observed Rayleigh wave amplitudes. 
Spall-closure could be consistent with the observed delay, phase 
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reversal, and amplitude of the observed Rayleigh waves. Rygg 
suggested that spall closure is the likely explanation. He did 
not consider dip-slip tectonic strain release. We may conclude 
that the role of spall closure in seismic signal generation has 
not been established with certainty. 

5. FORWARD AND INVERSE PROBLEMS 

This lecture, the other lectures on source theory, and the 
lectures on seismic wave propagation emphasize the forward 
problem. The forward problem may be defined by the question, 
"Given a seismic source, earth structure and properties, and a 
seismograph—what is the resulting seismogram at a given station?" 
The lectures on inversion theory and source classification 
emphasize the inverse problem. In question form, the inverse 
problem is, "Given a number of seismograms, the instrument 
characteristics, and the station locations—what is the earth 
structure; what are the earth properties associated with that 
structure; and (of principal interest at this Institute) what are 
the source location, origin time, and—especially—classification?" 
If the event is classified as an explosion, there is an additional 
question, "What was the yield?" In the remainder of this lecture, 
we will consider selected aspects of the forward and inverse 
problems in explosion seismology. 

5.1 The "Equivalent Elastic Source": A Common Solution of 
the Forward and Inverse Problems 

The physical models used in the numerical computations to 
obtain solutions for the forward and inverse problems are equiva­
lent, but not necessarily identical. The numerical computations 
in the forward problem proceed in the same time and space direc­
tions as the physical processes being modeled, forward from the 
source to the receiver. The numerical computations in the inverse 
problem (if the data are inverted to obtain a solution) proceed 
backward in time and space from the receiver toward the source. 
The inverse problem can also be solved by trial-and-error: by 
making a series of forward-problem calculations for different 
combinations of system parameters. 

In principle, the forward problem can be modeled from the 
detonation of the explosive to the recording of the seismogram. 
However, even if the conditions for a mathematically unique (and 
correct) solution from the data inversion obtain, the inverse 
problem can be solved only so far and no farther in space and time 
(hence the word "toward" in the next-to-last sentence in the 
preceding paragraph). The inverse problem can be solved by data 
inversion for linear, but not for nonlinear processes. The 
impenetrable barrier for data inversion is the so-called "elastic 
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radius" (more generally, the "elastic boundary") separating linear 
and nonlinear stress wave propagation. The data can be inverted 
to obtain a description of an "equivalent elast'C source," but not 
of the nonlinear explosion processes. A solution for an "equiva­
lent elastic source" can be unique in the mathematical sense, but 
the word "equivalent" means that this solution is not unique in 
the physical sense. This difference between the forward and 
inverse problems is illustrated in Fig. 22. 

One "equivalent elastic source" is the reduced-displacement 
potential defined by Sgs. (28) and (29). As stated in Section 
3.5, the reduced-displacement potential can be obtained experi­
mentally by integrating the measured ground motion near an 
explosion. Two assumptions are implicit in reduced-displacement 
measurements: the ground motion is spherically symmetric and it 
is measured at a point where the stress-strain relation is linear 
and elastic. In reality, and at best, the ground motion is 
approximately spherically symmetric and linearly inelastic or 
anelastic. The reduced-displacement potential can be calculated 
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FIG. 22. Schematic diagram for the forward and inverse prob­
lems in seismology. 
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by finite-difference calculations of nonlinear and linear 
processes in an explosion (see Section 3.3 on computer calcula­
tions) . The reduced-displacement potential can also be obtained 
from analytic solutions of Eq. (28) for a spherical cavity in an 
infinite elastic solid, with the cavity pressure (-P) replacing 
the radial stress ( d c r ) . Therefore, in the context of th a 

complete forward problem (source-propagation-receiver), the source 
component of the problem can be solved to obtain the "equivalent 
elastic source." 

5.2 Comparison of Measured and Calculated (Forward Problem) 
Reduced-Displacement Potentials 

In Pig. 21, the radial displacement measured at r = 457 m for 
the 5-kt Hardhat explosion in granite is compared with SOC 
calculations by Cherry and Petersen (1970) of the displacements 
calculated for r = 400 m and r = 500 m. The measured reduced-
displacement potential at 457 m for Hardhat is compared in Pig. 23 
with the reduced-displacement potential calculated for 500 m by 
Cherry and Petersen. Note that the measured peak displacement and 
measured peak reduced-displacement potential are greater than the 
calculated values, but that the agreement between measurement and 
calculation is much better at later times. Figure 24 compares 
measured and calculated (Cherry and Petersen 1970) radial displace­
ments for the 29-kt Gasbuggy explosion in shale; Fig. 25 compares 
:he measured and calculated reduced-displacement potentials. (The 
calculations were made for a yield of 25 kt.) Note again the 
significant difference between the peak values and the better 
agreement at later times. These figures illustrate that computer 
calculations, based on simplified models for stress-strain rela­
tions and measured rock properties, model some aspects of non­
linear inelastic and linear anelastic stress-wave propagation 

FIG. 23. Calculated and 
measured reduced-
displacement potentials vs 
time for the 5-kt Hardhat 
explosion in granite (from 
Cherry and Petersen 1970). 
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FIG. 24. Calculated and 
measured displacements vs 
time at a range of 467 from 
the 29-kt Gasbuggy in Lewis 
shale (from Cherry and 
Petersen 1970). 
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FIG. 25. Calculated and 
measured teduced-
displacement potentials vs 
time for the 29-kt Gasbuggy 
explosion in Lewis shale 
(from Cherry and Petersen 
1970). 

better than others. The modeling appears to be better for the 
lower-frequency components of ground motion. As noted in Section 
3.3, the accuracy of computer calculations could be improved by 
the use of more complete modeling of stress-strain relations, but 
at the cost of increased computer program complexity and computa­
tion time. 

5.3 Analytic Solutions for the Reduced-Displacement Potential 

Figures 26-28 illustrate some analytic solutions for the 
reduced-displacement potential (Rodean 1971a). Figure 26 shows 
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PIG. 26. Pour special forms of the ?-vrave 
generating function. The hatched areas indi­
cate equal impulse values (from Rodean 1971a). 

four driving functions: (a) a cavity pressure function that 
initially increases linearly with tine (t is dominant in the 
function) and then decays exponentially (exp -4>n5t is dominant), 
(b) a. step in cavity pressure that immediately decays exponen­
tially, (c) an exponential cavity pressure function that asymptot­
ically approaches a constant value, and (d) a step change in 
cavity pressure. Functions (a) and (b) are impulse functions, and 
function (c) is a modified step function. The sum of the func­
tions in (b) and (c) is equal to the function in (d). The para­
meters in Pigs. 26-28 are defined as follows: 

(3/a » damping ratio, (38) 
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Rodean 1971a). 

Ug = 20/R = characteristic undamped natural 
frequency, 

Q = W/UQ = dimensionless frequency. 

(39) 

(40) 

The parameters a, B, and R have the same identification as for 
Egs. (28) and (29). Note that the final values of the reduced 
displacement potentials for the two impulse driving functions 
[Fig. 26(a) and (b)] are equal to zero [Fig. 27(a) and (b)], and 
that the final values for the two step driving functions [Fig. 26(c) 
and (d)] are nonzero [Fig. 27(c) and (d)]. Of the four driving 
functions in Fig. 26, only the two step functions result in perma­
nent displacements or finite static moments [Bjs. (33)-(35)]. A 
comparison of Figs. 23, 25, 26(b) and 26(d) shows that the calcu­
lated reduced-displacement potentials for Hardhat and Gasbuggy may 
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be approximated by the reduced-displacement potential for a step 
change in cavity pressure, and that the measured reduced-displace­
ment potentials are better approximated by a superposition of the 
reduced-displacement potentials for a pressure impulse plus a step 
change in pressure, Mueller and Murphy (1971) fitted impulse-plus-
step functions of pressure to close-in free-field data for a 
number of underground nuclear explosions. The main point from the 
comparison of these figures is that an underground explosion with 
its inelastic processes can, for seismological purposes, be 
replaced by a spherical cavity in an elastic solid with an appro­
priate time-variation of cavity pressure. 

5.4 Effect of the Driving Function on the Spectrum of the 
Reduced-Displacement Potential 

The Fourier amplitudes of the time-derivative of the reduced-
displacement potentials shown in Fig. 28 are proportional to the 
Fourier amplitudes of the far-field displacement [Bj. (30)]. The 
spectra for the driving functions illustrated in Fig. 26(a) and 
(c) (the two with an initial finite rate of cavity pressure 
increase) decrease at high frequencies in proportion to iu-3. 
The spectra for the driving functions shown in Fig. 26(b) and (d) 
(the two with an initial step change in cavity pressure) decrease 
in proportion to u'2 at high frequencies. The value of the 
exponent n in the function w" n has other physical significance. 
Hanks and Wyss (1972) showed that values of n > 1.5 are required 
in order that the energy radiated into the far field be finite. 
Randall C973) discussed this further. He stated that the singu­
larity in the time function with n < 2 would involve an infinite 
discontinuity in velocity, and that noninteger values of n > 2 
would involve time functions with branch-point singularities which 
are not to be expected in physical situations. On the other hand, 
n = 2 corresponds to a singularity that has a finite jump in 
velocity. Randall did not mention it, but n = 3 implies a finite 
jump in acceleration, and acceleration is a continuous function if 
n = 4. Randall did state that there are sound theoretical reasons 
for expecting w"' behavior at high frequencies in seismic 
spectra. 

There is another approach to approximating reduced-displace­
ment potentials like those shown in Figs. 23 and 25. Haskell 
(1967) fitted a combination exponential-polynomial function of 
time to the four measured potentials of Werth and Herbst (1963). 
He required that displacement, velocity, and acceleration be con­
tinuous fuunctions of time, so the Haskell spectra are propor­
tional to u"* at high frequencies. Von Seggern and Blandford 
(1972) relaxed this restriction, requiring that displacement be a 
continuous function in time, so their modifications of Haskell's 
spectra are proportional to w - 2 at high frequencies. They made 
this modification because the Haskell model did not match the 
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teleseismic data from the three explosions on Arachitka: Longshot, 
Milrow, and Cannikin. 

5.5 Inverse Problem Solutions for Reduced-Displacement Potentials 

A number of investigators have inferred equivalent elastic 
source time-functions from seismic data. Toksoz, Ben-Menahem, and 
Harkrider (1964) corrected observed Rayleigh-wave spectra for 
propagation effects to obtain source spectra. They found that the 
source spectra for two underground explosions and one cavity 
collapse at the Nevada Test Site are consistent with a cavity 
pressure function of the form P = PjT^e"^, with { » 1 and 
H = 0.6 for Sedan, 1 = 1.0 for Haymaker, and TI * 1.6 for the Hay­
maker collapse. This pressure function is similar to that shown 
in Fig. 26(a). Subsequent investigators have favored trial-and-
error solution of the inverse problem for the source function by 
assuming source functions and comparing synthetic with observed 
seismograms. Helmberger and Harkrider (1972) assumed a reduced 
displacement potential function of the form X = XgT^e"^, and 
found that the long- and short-period data from the Boxcar explo­
sion fit this function for £ = 0.5 and r| = 0.15. Von Seggern and 
Blandford (1972) found that Mueller and Murphy's (1971) model, 
based on close-in free-field data, with its u" 2 high-frequency 
characteristic, fit the teleseismic P-wave data from Longshot, 
Milrow, and Cannikin on Amchitka better than Haskell's (1967) 
model with its ui"4 high-frequency characteristic. They removed 
the quartic and cubic terms from Haskell's model and adjusted para­
meters in the resultant exponential-polynomial function of time to 
approximate the reduced-displacement potentials given by the 
Mueller-Murphy impulse-plus-step function for cavity pressure. 
Aki, Bouchon, and Reasenberg (1974) compared observed Rayleigh 
waves from underground nuclear explosions in the US with synthetic 
seismograms for different source models. They found that a 
Haskell/von Seggern-Blandford reduced-displacement potential, 
modified for w" 3 high-frequency behavior and for considerable 
overshoot in the time domain, was required to match synthetic with 
observed seismograms. Peppin (1977) proposed a very different 
model based on local and regional observations of the Jorum and 
Handley explosions: a combination of an upward impulse and a 
spherical dilatation source. The spectrum of his spherical source 
has no overshoot at the corner frequency (u = Wg in Pig. 28) and 
is proportional to uT 3 or of 4 at high frequencies. Burdick 
and Helmberger (1979) modeled short- and long-period P waves at 
teleseismic distances from events on Amchitka and Novaya Zemlya. 
They commented that there are problems with pressure and potential 
functions of the form T^e'l 1 (there is no steady-state compo­
nent consistent with cavity formation, and the far-field functions 
have singularities at T = 0 ) . They used a von Seggern-Blandford 
reduced-displacement potential modified to give considerable over­
shoot (corresponding to a step-function plus a considerable 
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impulse for the cavity-pressure function in the Mueller-Murphy 
model) in matching synthetic seisinograms with observations. The 
results of these investigations are summarized in Table 5. 

There is no general consensus among the above papers, and the 
discrepancies among interpretations of observations that Miiller 
(1973) noted s t i l l exist. Burdick and Helmberger (1979) made 
important criticisms of the T^e""11 functions used by Toksbz, 
Ben-Mnnahem, and Harkrider (1964), and Helmberger and Harkrider 
(1972): these source functions tend toward zero at late times, 
and they have singularities in the far field at T = 0 (also see 
the footnote to Table 5 concerning values of £). This leaves the 
step-pi us-impulse functions of cavity pressure (Mueller and Murphy 
1971) and the reduced-displacement potentials of the form 

n 
E n 

L T 

n=0 
where n and a n are adjustable parameters, and n = 4 (Haskell 
1967), n = 3 (Aki, Bouchon, and Reasenberg 1974), or n = 2 (von 
Seggern and Blandford 1972; Burdick and Helmberger 1979). Since 
the von Seggern and Blandford model can be made to closely approx­
imate the Mueller-Murphy model, the two models may be considered 
to be equivalent. There is disagreement about the required far-
field high-frequency displacement spectrum: w"2 (Mueller and 
Hurphy; von Seggern and Blandford; Burdick and Helmberger), or 
vT* (Aki, Bouchon, and Reasenberg; Peppin 1977). There is disa­
greement about overshoot in the reduced-displacement potential; 
none (Peppin), moderate (Mueller and Murphy; von Seggern and 
Blandford), considerable (Aki, Bouchon, and Reasenberg; Burdick 
and Helmberger), or infinite (Toksoz, Ben-Menahem, and Harkrider; 
Helmberger and Harkrider). Peppin alone proposes a nonspherical 
source: an upward impulse superimposed on a spherical source of 
dilatation. 

It is clear that more research is needed to resolve the dis­
crepancies among the explosion source models obtained from solu­
tions of the inverse problem. The high-frequency part of the 
displacement spectrum and the o/ershoot are discussed further in 
subsequent sections. 

6. DETECTION, IDENTIFICATION, AND HELD ESTIMATION 

We will now apply the preceding material to seismic monitor­
ing; specifically, the problems of detection, discrimination, and 
estimating the yields of explosives. We have not discussed the 
effects of explosion yield, except in connection with the scaling 
of experimental measurements to a common yield (see Figs. 5 and 

"IT 



TABLE 5, Equivalent elastic-source functions based on observations. 

Reference Data Function 

Far-field 
high-frequency 
characteristics 

Toksoz, Ben-
Henahem, and 
Harkrider (1964) 

Rayleigh 
waves 

PIT) * P 0 ie"1 T U"3 

Mueller and 
Murphy (1971) 

close-in 
free-field P(D = P 0 • P ^ T ^ 

Helmberger and 
Harkrider (1972) 

Rayleigh and 
F waves X(T) • tyVVtf .a 

von Seggern and 
Blandford (1972) 

P waves X(T)» 
f l ( e ^ T ) • f 2 ( t , T2) ^ 

Aki, Bouchon, and 
Reasenberg (1974) 

Rayleigh 
waves 

I ( T ) * 
f j l e ^ ) • f 2 ( t , T2, T 3 ) i* 

Peppin 
(1977) 

Rayleigh and 
P waves 

X(iu)flat to corner 
plus upward impulse perhaps iif* 

Burdick and 
Helmberger (1979) 

Long- and 
short-period 
P waves 

l ( T | « 
f ^ e i t ] , f 2 ( t ( T 2 , 
with overshoot ^ 

fyhe noninteger value of the exponent for T makes the mathematics diffi­
cult, In their Appendix C, Gardner and Barnes (1942) l i s t Laplace transforms 
only for functions of t ¥ T with i ) « - 1 , n ,«0 , and n«pos i t ive integers. 
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7-14). A key question that we will now try to answer is , "What 
are the effects of yield on explosion phenomena and related 
seismic observations?" Or, in other words, "What are the scaling 
ru]->s for the seisiric effects of explosions?" In trying to answer 
these questions, we will also have to consider the effects of 
depth of burial and the properties of the explosion medium. 

6.1 Detection: Effect of Explosion Environment 

Given the capabilities of a seismic net for detecting events 
at a given location, the principal variables that determine the 
probability that an explosion will be detected are i t s yield and 
the seismic-coupling properties of the surrounding medium. In 
this section, we consider seismic coupling. 

Underground nuclear explosions are a very inefficient means 
of generating seismic energy. The ratio of the radiated seismic-
wave energy to the explosion yield, the seismic-coupling effi­
ciency, is very low for such explosions. As noted in the section 
on thermal effects, postsnot analysis of rock temperatures indi­
cates that 90 to 95 percent of the energy released by contained 
underground nuclear explosions is deposited as residual thermal 
energy (Heckman 1964; Rawson, Taylor, and Springer 1967; Edwards 
and Holzman 1968). Mueller (1969) analyzed close-in free-field and 
local seismic measurements of ground motion from six underground 
nuclear explosions: four tamped, one cratering, and one in a 
decoupling cavity. (Decoupling is discussed in a subsequent para­
graph.) The seismic-coupling efficiencies of these explosions, as 
determined by Mueller, are given in Table 6. Perret (1972b) 
analyzed close-in free-field ground-raoticn measurements for 21 
contained underground nuclear explosions. His results, in terms 
of seismic-coupling efficiencies for different rock types, are 
given in Table 7. Mueller's results show significant seismic 
coupling differences among contained, cratering, and decoupled 
explosions. Perret's results illustrate the effects of rock 
properties on seismic coupling, consistent with the data for 
explosions in different types of rock in Figs. 5 and 7-14. For a 
given yield, the seismic signals from an explosion in granite, 
rhyolite, or salt are much scronger than those from an explosion 
in dry porous rocks like alluvium or tuff. 

The low seismic-coupling efficiency of underground explosions 
is illustrated by the following simplified mod-»l of an underground 
explosion: a step change in pressure in a spherical cavity in a 
homogeneous, isotropic, infinite elastic solid. The seismic-
coupling efficiency of this system is (Rodean 1972): 

E s/E x = 3ft - UP/8U, (41) 
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where 

E s = radiated seismic wave energy, 
^ = explosion energy, 
P = step change in cavity pressure, 
y = ratio of enthalpy to internal energy of cavity gas, 
U = shear modulus of elastic solid. 

P is limited by the shear strength of the elastic solid, and y 
is a function of the cavity gas composition and temperature. It 
can be shown (Rodean 1972) by means of Has. (8)-(16) that the 
cavity pressure change is limited to 

P < (8/3)|Tm|, (42) 

TABLE 6. Seismic-coupling efficiencies of underground nuclear 
explosions determined by Mueller (1969). 

Seismic-coupling 
Explosion Type Medium efficiency (%) 
Shoal Contained3 Granite .1.8 
Salmon Contained Salt 5.8 
Boxcar Contained Rhyolite 4.6 
Benham Contained Tuff 6.1 
Schooner Ccateringb Tuff 0.32 
Sterling Decoupled0 Salt 0.0084 

Contained in this table also means "tamped"; that i s , the 
explosive assembly was in close proximity to the surrounding rock. 

bA Peaceful Nuclear Explosion. 
CA contained explosion in the cavity formed by the Salmon 

explosion. 

TABLE 7. Seismic-coupling efficiencies of contained underground 
nuclear explosions determined by Perret (1972b). 

Environment Seismic-coupling efficiency (t) 

Alluvium, dry 0.05 to 0.15 
Tuff, dry 0.10 to 0.30 
Tuff, wet 2 to 3 
Shale, deep 2 
Dolomite 2 
Granite 2 
Ryolite 2 
Salt, dome 3 
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where T m is the shear strength defined in Fig. 18. Fran 
Egs. (41) and (42), the upper limit for seismic-coupling 
efficiency is 

Eg/E^ = (? - 1)Tm/u. (43) 

For representative values of Y foe the cavity gas and measured 
values of T m and \i, Eq. (43) gives seismic efficiencies consis­
tent with the data in Tables 6 and 7 (Rodean 1972), Equations 
(41) and (42) can also be used in the analysis of cavity 
decoupling. 

The concept of cavity decoupling was introduced by Latter 
et al. (1961). Herbst, Werth, and Springer (1961), reporting the 
results of the Cowboy experiments in a salt mine with high explo­
sives, showed that seismic signals are significantly reduced in 
amplitude if the explosions are detonated in a sufficiently large 
cavity. Springer et al. (1968) reported the results of the 380-t 
Sterling nuclear explosion in the cavity produced in a salt dome 
by the 5.3-kt Salmon explosion. The Sterling reduced-displacement 
potential, scaled to the Salmon yield, indicates a decoupling 
ratio of 70 ± 20 at 1 to 2 Hz. That is, the Fourier amplitudes at 
1 to 2 Hz of the Salmon reduced-displacement potential are 70 i 20 
times those of the Sterling reduced-displacement potential, scaled 
to the Salmon yield. The basic reason why decoupling works is 
illustrated in Fig. 5: the inelastic explosion-produced stress 
wave attenuates more rapidly to a lower stress level in air (the 
strong-shock solution) than in rock (Rodean 1971b). 

Patterson (1966) made calculations of fully- and partially-
decoupled explosions in salt. (Full decoupling occurs when the 
cavity walls respond elastically to the explosion? partial 
decoupling when the walls respond inelastically.) He did not make 
enough calculations to satisfactorily define the transitions from 
full decoupling through partial decoupling to tamped explosions. 
Terhune, Snell, and Rodean (1979) made a series of calculations to 
define these transitions. They studied the seismic-coupling 
efficiency of nuclear explosions in granite by means of computer 
calculations as a function of scaled explosion source radius. The 
scaled-source radii were varied from 0.1 ra/kt^ (point source) 
to 20 m / k t 1 ^ (a nearly full-decoupling cavity). They found 
that seismic coupling efficiency is at a maximum when the scaled-
source radius is approximately 2 m / k t ^ . T n e primary cause of 
this maximum seismic-source strength is the effect of initial 
source radius on peak-particle velocity and the pulse duration of 
the outgoing elastic wave. A secondary cause is that rock vapor­
ization (an energy sink) does not occur for scaled-sourced radii 
greater than 1 m/kt*'^. Therefore, for scaled-source radii 
greater than 1 m/kt 1/ 3, there is additional energy available for 
seismic wave generation. Available data from underground nuclear 
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explosions at the Nevada Test Site do not provide sufficient 
evidence to either support or negate the enhanced coupling that is 
indicated by calculations at scaled-source radii of 1 to 2 m/kt 1'^. 
The final (steady-state) value of the calculated reduced-
displacement potential as a function of scaled initial cavity 
radius is shown in Fig. 29. Figure 30 shows the final energy 
balance (among the cavity gas, rock fractures, and seismic waves) 
as a function of scaled initial cavity radius. 

From the above, it is clear that changes in explosion envi­
ronment can change the seismic signal amplitude from an explosion 
of given yield by factors of approximately 10 (variations in 
geology) to 100 (cavity decoupling). This corresponds to changes 
of 1 to 2 units of seismic magnitude. Therefore, the detection of 
an explosion by a seismic network is strongly dependent upon the 
environment in which the explosive is emplaced. 

6.2 Seismic Scaling Rules for Underground Nuclear Explosions 

He will now address seismic scaling rules for nuclear explo­
sions in a given medium. Examples of cube-root of the yield 
scaling are given in Figs. 5 and 14 (m/kt^) for experimental 
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FIG. 29. Final reduced-displacement potential 
vs scaled in i t ia l source radius (from Terhune, 
Snell, and Rodean 1979). 
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FIG. 30. Final energy balance vs scaled 
initial source radius (from Terhune, Snell, 
and Rodean 1979). 

measurements of explosions with different yields. The rationale 
for cube-root scaling is based on the spherical symmetry of an 
explosion. During the explosion, the average energy density 
varies in inverse proportion to the volume enclosed by the 
outward-propagating spherical stress wave. Different explosion 
effects are associated with different energy densities: rock 
vaporization, rock melting, rock fracture, transition at the 
"elastic radius" from nonlinear inelastic to linear anelastic 
stress-wave response, etc. Therefore, the characteristic lengths 
of an explosion, such as the "elastic radius," in a system with 
explosion yield as the only independent variable, are proportional 
to the cube-root of the reciprocal of energy density: ra/ktl/3. 
I t is assumed that gravity has no effect; i ts actual effect is 
considered in a subsequent paragraph. 

In Fig. 27, four normalized solutions for reduced-displacement 
potentials are presented, and the corresponding normalized spectra 
of the time-derivatives of these potentials are shown in Fig. 28. 
The normalizing factor for the potentials is (4u/PoR3) and for 
the frequency, from Eqs. (39) and (40), is (2$/R). In Figs. 27 
and 28, and in Eq. (39), R is the radius of a cavity in an clastic 

7 ^ ^ 1 n^ 
Cavity gas 

Rock 
fractures 

i i i i i i i . r _i_i_ 
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medium and P 0 is a reference cavity pressure. For an underground 
nuclear explosion with yield Y, R = R x is the "elastic radius" and 
P 0 = P x is the negative of a reference radial stress. With P x 

constant, the scaled "elastic radius" is 

R s = R J / Y V S , (44) 

the scaled undamped natural frequency is 

Us = 20/fts, (45) 

and the normalizing factor for the reduced-displacement potentials 
is (4u/PxR|). The units of Rx are m/kt 1 / 3 . There was consider­
able interest in seismic-scaling rules for underground nuclear 
explosions in the early days of underground testing because there 
had been only a few tests , the yields of these tests were low, and 
there were few seismic measurements. For example, during 1957-
1958 there were only five underground nuclear tests at the Nevada 
Test Site .or which seismic magnitudes were determined; the yield 
of these explosions ranged from 55 t to 19 kt [see Table 7.1 in 
Rodean (1971a)]. One of the best early papers on the subject of 
seismic-scaling rules, worthy of study today because of i ts treat­
ment of fundamentals, is by Carpenter, Savill, and Wright (1962). 
They crit ically review the cube-root scaling rule and some varia­
tions. They show that body-wave amplitude vs yield curves are 
strongly dependent upon the seismic source spectrum and the seis­
mometer characteristics, especially narrow band vs broad band. 
Werth and Herbst (1963) used cube-root scaling of measured 
reduced-displacement potentials for explosions in alluvium, 
granite, salt , and tuff to calculate theoretical regional head-
wave (Pn) amplitude vs yield curves, taking anelastic attenua­
tion in the earth and instrument response into account. Carpenter 
(1967) extended this work of Werth and Herbst to P waves at tele-
seismic distances, and included P-wave amplitude vs yield curves 
from scaled source functions for underwater and near-surface 
atmospheric explosions. Rodean [see Ch. 7.5 in Rodean (1971a)] 
calculated similar regional P n - and teleseismic P-wave amplitude 
vs yield curves for the four reduced-displacement potentials shown 
in Figs. 27 and 28. Springer and Hannon (1973) used cube-root 
scaling to develop teleseismic P-wave amplitude vs yield relations 
for different source functions. In all the above work, the 
reduced-displacement potentials were cube-root scaled without 
considering possible depth of burial effects. In general, the 
theoretical body-wave amplitude vs yield curves obtained by the 
above authors are, in log-log coordinates, nonlinear over a yield 
range from 1 to 1(P kt, with slopes of about unity at low yields 
and "turnover" to lesser slopes at high yields, as shown in Figs. 
31 and 32 for P„ and teleseismic P-waves. This "turnover" is a 
consequence of the shift of the source spectrum (see Fig. 28) 
toward lower frequencies [see Eqs. (39), (40), (44), and (45)] as 
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yield increases. The instrument bandpass is centered at about 
1 Hz, so the seismometer samples the lower frequencies of a low-
yield spectrum (relative to the corner frequency u 0) and the 
higher frequencies of a high-yield spectrum. Note in Figs. 31 and 
32 that the earth-attenuated peak displacement is nearly linear 
with yield (in log-log coordinates) even if the seismometer 
response to the displacement is not. 

10" T i 11inij—r i i m i i | — i i i m i i j — i i i 11// 

Seismometer response: 
first half-cycle amplitude <L 

FIG. 31. Regional amplitude-yield curves: attenuated-head-
wave particle motion and seismometer response at 680 km. 
Curves a,b,c, and d are based on applied-stress functions of 
Fig. 26 a,b,c, and d (from Eodean 1971a). 
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Seismometer response: 
first half-cycle amplitude 

FIG. 32. Teleseismic amplitude-yield curves: attenuated-
body-wave particle motion and seismometer response at 3400 
km. Curves a,b,c, and d are based on applied-stress func­
tions of Fig. 26 a,b,c, and d (from Rodean 1971a). 
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After a decade or so of underground testing, there were 
sufficient data to derive statistical relation.: for magnitude vs 
yield for yields ranging from about a kiloton to a little over a 
megatoa. Ericsson (1971) developed the statistical theory for 
linear magnitude vs log yield (log^g Y) relations, considered 
the magnitudes to be expected from given yields, and the yields to 
be expected for given magnitudes. He demonstrated his approach 
with teieseismic mj, and M s data from a network of Canadian 
stations for six tests with announced yields in the Pahute Mesa 
testing area at the Nevada Test Site. Marshall, Douglas, and 
Hudson (1971) proposed linear M s vs log yield relations, one for 
consolidated and one for unconsolidated rocks, based on data for 
31 explosions with announced or presumed yields in the US, 
Algeria, and the USSR (20 were at the Nevada Test Site). Basham 
and Horner (1973) analyzed teieseismic body and surface-wave data 
from a Canadian network for 3 explosions on Amchitka, 32 in the 
continental US (28 at the Nevada Test Site), 4 presumed explosions 
in eastern Kazakhstan, and 6 presumed explosions on Novaya Zemlya. 
They developed linear m̂ , and M s vs log yield relations based 
on announced and presumed yields for US explosions. Springer and 
Hannon (1973) used data fron several networks at regional and 
teieseismic distances for 17 explosions in the Pahute Mesa testing 
area of the Nevada Test Site to develop the equivalent of m^ and 
M s vs log yield relations. The slopes of the mt_ and M vs 
log yield relations for explosions in rhyolite and tuff at the 
Nevada Test site determined in three of these investigations are 
summarized in Table 8. 

The linear m b and M s vs log yield relations that Ericsson 
(1971), Basham and Horner (1973), and Springer and Hannon (1973) 
developed from statistical analysis of observations are not 
consistent with the nonlinear theoretical scaling relations that 
Werth and Herbst (1963), Carpenter (1967), Rodean (1971a), and 
Springer and Hannon (1973) based on cube-root scaling with yield 

TABLE 8. Slopes of linear magnitude vs log yield relations for 
explosions in tuff and rhyolite at the Nevada Test Site. 

Teieseismic m^ 
Reference Regional m^ Short-period Long-period M s 

Ericsson (1971) 07il3 I T U 

Basham and 
Horner (1973) 1.09 0.72 1.23 

Springer and 
Hannon (1973) 0.63 0.99 1.09 
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of reduced-displacement ). ntials. Mueller and Murphy (1971) 
developed a cube-root sea g rule modified to include empirical 
depth-of-burial effects. ;.;>y (1977) showed that the modified 
Mueller-Murphy scaling rule is consistent with the Springer-Hannon 
relations for short-period P-wave data at regional and teleseismic 
distances, and with the Basham-Horner relations for short- and 
long-period P-waves data at teleseismic distances. However, the 
Mueller-Murphy scaling rule is not consistent with the Springer-
Hannon and Basham-Horner relations for long-period surface waves. 
Murphy concluded that these data are not consistent with a simple, 
spherically symmetric model. He suggested that this discrepancy 
may be related to the spall-closure phenomenon. 

The underground explosion effects are superimposed upon the 
underground environment, including the lithostatic or overburden 
pressure. Some constitutive relations between stress and strain, 
like rock vaporization from shock compression and unloading, may 
be assumed to b» independent of the overburden pressure associated 
with underground explosions. Others, such as the stress-strain 
relation for the transition from nonlinear-inelastic to linear-
anelastic response, may be strongly affected by overburden pres­
sure. Therefore, the radius of vaporization may be expected to 
vary with the cube-root of the explosion yield, but the "elastic 
radius" may be expected to vary in proportion to the cube-root of 
the yield and some inverse function of the overburden pressure. 
The final value of the reduced-displacement potential or the 
static moment of the explosion [Eqs. (32)—(35)3 m a y be a function 
of the final cavity volume. According to containment analysis 
calculations, the final dynamic cavity pressure can vary between 
one-third to twice the init ial overburden pressure, depending upon 
the mechanical properties of the rock (Terhune et al. 1977a). The 
mechanical properties of a given type of rock can vary signifi­
cantly from site to site; therefore the explosion-produced cavity 
volume per kiloton at a given depth can vary from site to si te . 
The French nuclear explosions in a granite massif in Algeria 
formed cavities with scaled volumes (in cubed metres per kiloton) 
that averaged about one-fifth the average scaled volumes of 
cavities produced by US nuclear explosions in granite rocks in 
Nevada (Gauvenet 1970). The scaling relation for these explosions 
in Algeria included the effect of rock strength as well as depth 
of burial (Michaud 1968). Computer calculations based on quasi-
s tat ic rock strength measurements indicate that the relative 
absence (Algeria) or presence (Nevada) of water in preexisting 
fractures may be responsible for this difference in scaled cavity 
size (Rodean 1972). On the other hand, dynamic experiments with 
shock waves do not indicate any loss of shear strength because of 
the presence of water in Westerly granite (Larson and Anderson 
1979b). Therefore, for a given set of rock properties, the final 
value of the reduced-displacement potential may be proportional to 
the yield and some inverse function of the overburden pressure. 
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From data obtained at the Nevada Test Site, Mueller and 
Murphy (1971) give the following respective empirical relations 
for the cavity radius (Rc) and the "elastic radius" (Rx) as 
functions of yield and overburden pressure (ph): 

R c « Y 0 - 2 y ° - 2 * h - ° - U , ( 4 6 ) 

R x " Y 1 / 3(ph)-°- 4 2, (47) 

where 

h = depth of burial, 
p = average overburden density. 

As noted by Mueller and Murphy (1971), yield and depth of 
burial are generally not independent variables at the Nevada Test 
Site because of testing practice for containment. For most explo­
sions at that location, 

h « Y 1/ 3. (48) 

Geological properties (e.g., porosity, water content, 
strength, etc.) that affect R c and R x are also a function of 
depth. Therefore Eqs. (46) and (47) implicitly describe the 
variation of R c and R x with the overburden effect of depth and 
with other parameters [material properties and, per Eq. (48), 
yield] that also vary with depth. From Eqs. (46)-(48), 

Rc « v0.25p-0.24f (49) 

R x * y0.19p-0.42. ( 5 0 ) 

Equation (49) is essentially identical with the theoretical 
scaling rule that includes the effects of gravity (Chabai 1965): 

R c « (Y/p) 1^. (51) 

Springer and Denny (1S76) studied the broad-band velocity spectra 
of the complete regional wave trains from about 40 events at the 
Nevada Test Site. Their spectra therefore contain considerable 
information about the regional earth structure as well as the 
source. They found that the "corner frequency" is almost indepen­
dent of yield, and noted a tendency for it to vary inversely with 
approximately the sixth power of the yield. From Eqs. (39) and 
(40) and Fig. 28, this implies that RJJ " Y 1/ 6; this is close 
to the Mueller-Murphy relation in Eq. (50). 

According to Eqs. (40) and (50), the ratio R x/R c decreases 
as yield and depth increase, which is physically reasonable. As a 
consequence of these and other equations, the impulse component of 
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the Mueller-Murphy step-plus-impulse pressure functions (see Table 
5) increases relative to the step component as yield and depth 
increase. Similarly, this overshoot in the time-and-frequency 
domains of the reduced-displacement potential increases with yield 
and depth. I t is this increase in overshoot with yield and depth 
that makes this source model approximate the long- and short-period 
teleseismic body-wave magnitude vs yield observations of Bashao 
and Horner (1973), and the short-period regional and te^seismic 
body-wave magnitude vs yield observations of Springer and Hannon 
(1973). This increase of overshoot with yield and depth is in 
contrast to the effect of depth on finite-difference calculations 
of the reduced-displacement potential of an explosion. In such 
calculations, the overshoot increases with decreasing depth 
because of the decrease in shear strength with decreasing over­
burden pressure (see Pig. 18). 

In summary, cube-root scaling is suitable for high-stress 
phenomena in the central part of the explosion, but not for 
seismic source definition if depth is a variable. In particular, 
cube-root scaling does not give results that are consistent with 
magnitude and yield data. The Mueller-Murphy modification of 
cube-root scaling gives significantly better results for body-wave 
magnitude vs yield, but not for surface-wave magnitude vs yield. 
No existing spherically symmetric explosion-scaling model accounts 
for all observed magnitude vs yield data. Clearly, there is need 
for further work on the effects of yield, depth, and material on 
seismic source parameters. 

6.3 Body vs Surface-Wave Magnitude Relations for Underground 
Nuclear Explosions 

Most of the available unclassified yield data for underground 
nuclear explosions are for explosions at the Nevada Test Site, and 
most of the explosions at this location have been in alluvium and 
volcanic rocks (tuff and rhyolite). For example, Marshall, 
Springer, and Rodean (1979) l i s t announced or presumed yields for 
46 underground nuclear explosions. Of these, 29 were at the 
Nevada Test Site, and 26 of the 29 were in illuvium or volcanic 
rocks. The Mueller-Murphy model is based, for the most part, on 
data from explosions in alluvium and volcanic rocks at this s i te . 
One way to extend the geological and geographical data base for 
underground nuclear explosions is to study the body- vs surface-
wave magnitude data for announced and presumed underground nuclear 
explosions in different parts of the world. 

In analyzing m D

: Ms data, Liebermann and Pomeroy (1969) 
and Basham (1969) noted that the i»tj:Ms d a t a f o r explosions and 
earthquakes in the western United States are anomalous with 
respect to such data for the Aleutians, Algeria, and the USSR. 
Marshall and Basham (1972) confirmed that the m^Mg relations 
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for explosions in the western US differ from those for explosions 
in the Aleutians, the USSR, and China, but they did not detect any 
regional differences in litf^ data for earthquakes. This is 
illustrated in Fig. 33 for explosions at the Nevada Test Site, in 
the Aleutians, and in the USSR. There is an offset and a dif­
ferent slope for the mb:Ms relations for the two populations: 
explosions at the Nevada Test Site, and explosions in the 
Aleutians and the USSR. Marshall, Springer, and Rodean (1979) 
developed an empirical correction to the body-wave magnitude for 
anelastic attenuation in the upper mantle, and incorporated this 
correction in a new body-wave magnitude, an. The explosions of 
Fig. 33 are plotted in terms of HIQ VS MS in Fig. 34. It is 
shown that the change from mb

 t 0 ™Q reduces the offset of the 
two populations, but there is s t i l l a difference in slope. The 
present question is , "What is the reason for the difference 
between the mg vs Hs slope for explosions at the Nevada Test 
Site and the slope for explosions in the USSR?" (The two explo­
sions on Amchitka don't have much effect on the statistics.) 

Marshall (1979) has suggested that the different slopes for 
the two populations of explosions are a consequence of different 
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FIG. 33. Plot of an, vs M s for underground 
nuclear explosions in North America and the 
USSR. Line (a) is for Amchitka and Soviet 
explosions, line (b) is for Nevada Test Site 
explosions (from Marshall, Springer, and 
Rodean 1979). 
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FIG. 34. Plot of nig VS MS for underground 
nuclear explosions in North America and the 
USSR. Line (a) is for Amchitka and Soviet ex­
plosions, line (b) is for Nevada Test Site ex­
plosions, and line (c) is for all the explo­
sions shown (from Marshall, Springer, and 
Rodean 1979). 

slopes for the mn VS log yieid relations and a common Ms vs 
log yield relation for the two populations. Figure 35 is from 
Marshall, Springer, and Rodean (1979). The top mg vs log yield 
relation is for selected explosions on Amchitka, the Panute Mesa, 
and Yucca Flat testing areas at the Nevada Test Site, and peaceful 
nuclear explosions (PNEs) in the US. The bottom relation is for 
explosions in salt and granite and for PNEs in India and the 
USSR. Figure 36, also from Marshall, Springer, and Rodean, gives 
a common Ms vs log yield relation for almost all the explosions 
in Fig. 33. In Table 9, magnitude vs log yield relations from 
Figs. 35 and 36 are used to derive mg vs Ms relations that are 
compared with the mg VS MS relations from Fig. 34. The com­
parison of (d) with (e) and of (f) with (g) in Table 9 illustrates 
Marshall's hypothesis that the difference between the body-wave 
seismic coupling characteristics of (1) the younger volcanic rocks 
at Amchitka and the Nevada Test Site, and (2) salt , granite, and 
older consolidated rocks in the USSR is responsible for the 
different IHQ VS log yield and mg vs Ms relations shown in 
Figs. 31-34. Data for more explosions in salt , granite, and old 

= 2.10 ±0.28 
+ (0.99 ± 0.08) M, 

(corr. coeff. = 0.91) 

Amchitka. 
• USSR 
o NTS 

2.85 + 0.15 + 10.77 + 0.04) M, 
(corr. coeff. = 0.93) 

-(b|m Q=3.12i0.16+(0.69±0.04)M s 

(corr. coeff. = 0.96) 
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FIG. 35. Plots of HQ vs yield for selected explosions: 
(a) at Anchitka, Pahute Mesa, and Yucca Flat at the Nevada 
Test Site , and PNEs in the Western US; and (b) in salt and 
granite, and PNEs in India and the USSR. The Medeo explo­
sions (high-explosive) were not included in calculating the 
line in (b) (from Marshall, Springer, and Rodean 1979). 
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FIG. 36. Plot of Ms vs yield for selected nuclear explo­
sions. Line (a) gives the result for all the explosions 
shown, and line (b) gives the result for the explosions in 
salt or granite or below the water table (from Marshall, 
Springer, and Rodean 1979). 

consolidated rocks would be invaluable in confirming or negating 
Marshall's hypothesis. 

6.4 Identification: Effects of Inelastic Processes on 
Signal Composition, Duration, and Spectra 

In the two preceding sections, especially Section 6.2, the 
emphasis is on scaling explosion phenomena from low to high 
yields. Much of this emphasis is a consequence of history—the 
first underground tests were at low yields, and the effects to be 
expected at high yields were of considerable interest. High-yield 
explosions have provided considerable seismic data for source 
descriptions (Section 5.5), magnitude-yield relations (Section 
6.2), and the mb:Ms discriminant (Section 6.3). The identifi­
cation of a strongly-coupled (Section 6.1) high-yield explosion is 
relatively simple because seismic data are generally available 
from a large number of stations. Identification can be difficult 
for low-yield explosions, especially if they are weakly coupled or 
decoupled (Section 6.1), because limited seismic data may be 
available from only a few stations. Detection by a few stations 
not only reduces the amount of data, but also introduces the 
problem of magnitude overestimation (Ringdahl 1976) which 
Christofferson will discuss in his Institute lecture. Therefore, 
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TABIE 9. Summary of empirical nig vs log yield, Ms vs log 
yield, and nig vs Ms re lat ions from Marshall, Springer, and 
Rodean (1979). 

No. Fig. 

35 

c 36 

d 34 

e 

f 34 

g 

Relation 

a 35 »Q = 4.30 + 0.78 log l f lY 

mg = 4.26 + 1.00 logio^ 

Ms = 2.16 + 0.97 log 1 0Y 

CIQ = 2.10 + 0.99MS 

mg = 2.03 + 1.03HS 

Comments 
Arochitka: volcanic; 
Nevada Test Site: 
volcanic; western 
US: sandstone and 
shale 

US: salt and 
granite; Algeria: 
granite; India: 
sandstone; USSR: 
clay, salt, and 
sandstone 

All of the above 

Amchitka, USSR 

From (b) and (c) 

Nevada Test Site 

From (a) and (c) 

m Q = 3.12 + 0.69MS 

mg = 2.86 + 0.80MS 

the emphasis in scaling for purposes of identification should be 
in scaling from high-yield explosions (which can be exhaustively 
analyzed) to low-yield explosions (which can be similarly analyzed 
only if there are extensive local and regional ~eismic measure­
ments). In Section 6.2 it is noted that yield and depth are 
generally not independent variables because of testing practices 
for containment. Clandestine tests, the object of seismic monitor­
ing under a comprehensive test ban, may be expected to be buried 
at greater than standard depths. Therefore the effects of depth 
and yield must be separated in scaling data from high-yield explo­
sions to low-yield explosions for seismic identification purposes. 

The principal inelastic phenomena in an underground nuclear 
explosion are associated with cavity formation and the generation 
of the outward-propagating approximately spherical P wave. As a 
result of local geological inhomogeneities, no real explosion is 
perfectly spherical and some S-wave energy is also directly 
radiated. For explosions with yields of a few kilotons, the 
inelastic processes associated with the direct-P and direct-S wave 
generation are completed in 0.1 to 0.2 second. This is the time 
required for cavity formation (Johnson, Higgins, and Violet 1959; 
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Rogers 1966), and the radial displacement transient in the almost-
elastic zone is completed in a similar time interval (Figs. 21, 
23-25). According to the hypothesis that tectonic strain release 
occurs outside the inelastic fractured zone around the cavity 
(Archambeau 1972), tectonic strain release is coincident in space 
and time with the explosion. According to the triggering hypo­
thesis (Brune and Pomeroy 1963; Aki and Tsai 1972), the fault 
displacement may be triggered outside the immediate vicinity of 
the shot point. Such tectonic strain release is not coincident in 
space with the explosion; it may not be coincident in time but 
delayed a few seconds [e.g., the delayed Rayleigh waves observed 
by Rygg (1979)]. Spall failure can occur less than a second after 
detonation, and spall closure can occur 1 to 3 seconds after 
detonation (Springer 1974). Therefore the principal inelastic 
processes that are associated with the generation of the main 
seismic signal from a low-yield explosion (inelastic deformation 
around the cavity, triggered fault motion, spall closure) are 
fractional-second processes that take place within a few seconds. 
Cavity collapse and aftershocks usually generate seismic waves 
that are distinct from the principal seismic signal. 

The explosion is an approximately spherical process; chere-
fore the direct seismic radiation consists of compressional-wave 
energy and some small fraction of shear-wave energy. Other shear 
waves are generated by reflection and refraction of compressional 
waves at the free surface and at interfaces between layers in the 
local geological formations. Rayleigh waves are generated by 
interaction of the direct seismic radiation with the free sur­
face. As noted in Sections 4.2 and 6.2, spall closure may make a 
significant contribution to the generation of Rayleigh waves. 
Tectonic strain release is associated with perturbations in the 
Rayleigh-wave radiation pattern and with Love wave generation. 
The principal differences between explosions and earthquake 
spectra are at the long periods associated with Rayleigh and Love 
waves. The reason that the m b:M s discriminant works is 
probably because the primary radiation from explosions is mostly 
compressional waves. Primary radiation from earthquakes has a 
much larger fraction of shear-wave energy, and shear waves are 
more efficient in generating Rayleigh waves than are compressional 
waves. 

6.5 Yield Estimation: Effects of Seismic Coupling Efficiency and 
Signal Attenuation 

Linear magnitude vs log yield relations have been empirically 
determined for underground nuclear explosions, as noted in Section 
6.2. One must make two assumptions in Applying such relations 
developed for one test site to estimate the yields of explosions 
at another site: the seismic oupling efficiency is approximately 
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the same at both locations, and the signal propagation character­
istics from both sites to their respective receiving networks are 
comparable. As noted in Section 6.1, variations in geological 
properties around the shot point can cause as much as 1 seismic-
roagnitude-unit variation for explosions of a given yield. 
Regional variations in attenuation in the upper mantle can cause 
magnitude variations to vary from 0.1 to 0.3 units; Marshall, 
Springer, and Rodean (1979) developed an empirical magnitude 
correction for this effect. Seismic yield estimates for explo­
sions at a given site can therefore have a significant systematic 
mean error (or bias) as well as random errors about the mean 
(Ericsson 1971; Basham and Horner 1973; Marshall, Springer, and 
Rodean 1979). 

He will use seismic yield estimates by Dahlman and Israelson 
(1977) to illustrate systematic mean errors and random errors 
about the mean. They used announced yields for 16 explosions in 
tuff and rhyolite in the Yucca Flat and Pahute Mesa testing areas 
of the Nevada Test Site to develop a single linear source function 
vs log yield relation. [The magnitude vs log yield relations for 
explosions in saturated tuff and rhyolite in these testing areas 
are essentially identical (Marshall, Springer, and Rodean 1979)]. 
They used this relation in estimating the yields of 178 explosions 
at the Nevada Test Site. They assumed that the coupling of explo­
sions in tuff is three times that of explosions in alluvium. They 
used the tuff-rhyolite relation for explosions in other media 
(granite, dolomite, limestone). They did not make any corrections 
for explosion depth, moisture content of the shot media, or the 
depth of the static water table. 

Their yield estimates (Ye) were compared with the official 
explosion yields (Y0) by Rodean <1979). The statistical distri­
butions of the ratios of the estimated to the official yields are 
shown in Figs. 37-39 for explosions in the Yucca Flat, Pahute 
Mesa, and Rainier and Shoshone Mesa testing areas, respectively. 
(The Rainier and Shoshone Mesa testing areas are some distance 
apart, but the testing conditions and seismic coupling in those 
areas are essentially the same.) The quantitative values of 
login ^ e ^ o ' a r e n o t s t l 0 w n *n these figures because most of 
the explosion yields are classified. The main reason for present­
ing these figures, less numerical scales for the ordinates, is to 
show that the ratios of the estimated yields to the official 
yields are lognormally distributed for each of these testing 
areas. At the Nevada Test Site, the greatest variation in geolog­
ical properties is found in Yucca Flat; the standard deviation of 
log^o ( Y e A 0 ) is somewhat greater for explosions in Yucca Flat 
than for explosions in the other testing areas. The means of the 
ratios (Y e/Y 0) for the explosions in Yucca Flat and Pahute 
Mesa are approximately unity, as is to be expected because the 
estimates are based on calibration data for these testing areas. 
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FIG. 37. Cumulative distribution of log^n (Ye/Y0) for 
explosions in Yucca Flat (from Rodean 1979, with Ye values 
from Dahlman and Israelson 1977). 
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FIG. 38. Cumulative distribution of log l n (Yg/Yg) for 
explosions in Pahute Mesa (from Rodean 1979, with Ye values 
from Dahlman and Israelson 1977). 
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FIG. 39. Cumulative distribution of log 1 0 (Yg/Y0) for 
explosions in Rainier and Shoshone mesas (from Rodaan 1971a, 
with Y- values from Dahlman and Israelson 1977). 

The mean of the ratio (Y e/Y 0) for Rainier and Shoshone me:as is 
greater than unity; Dahlman and Israelson did not have any cali­
bration data for these testing areas. As noted by Terhune, Snell, 
and Rodean (1979), seismic data indicate that the seismic signals 
from Rainier Mesa are, on the average, a fraction of a magnitude 
unit greater than those from explosion? of comparable yield below 
the water table in Yucca Flat and Pahute Mesa. This ir consistent 
with the effect of differences in emplacement conditions investi­
gated by Terhune, Snell, and Rodean. (Rainier and Shoshone Mesa 
explosions generally have greater scaled source radi- than explo­
sions in the other testing areas; see Pigs. 29 and 30.) However 
Terhune, Snell, and Rodean concluded that other emplacement and 
geologic factors that affect signal generation and propagation 
could be responsible for all or part of the observed seismic 
magnitude difference. 

7. SUMMARY 

The phenomena are different, but there are analogies in the 
early stages of underground chemical and nuclear explosions. At 
later times, the inelastic processes in the rock are identical in 
the two types of explosions. There is no known seismic method to 
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distinguish between chemical and nuclear explosions of comparable 
yield. 

There are three sources of seismic signals from explosions 
tnat are coincident in time and space, or nearly so: the explo­
sion itself, explosion-induced tectonic strain release, and 
(perhaps) surface spall closure or "slapdown." There are also two 
explosion-related sources of delayed seismic signals: cavity 
collapse which is coincident in space with the explosion, and 
aftershocks which may occur several kilometers from the explosion. 

Explosions are very inefficient in generating seismic waves; 
95 percent or more of the explosion energy is dissipated in 
inelastic processes in the vicinity of the explosion. Natural 
variations in shot-point geology can cause differences (for explo­
sions with equal yields) in seismic signal strength of 1 magnitude 
unit; cavity decoupling can reduce a signal amplitude between 1 
and 2 magnitude units. The inelastic stress-wave decay (as a 
function of the radial coordinate from the center of the explo­
sion) is a strong function of the geological properties of the 
rock; the observed radial rates of inelastic stress-wave decay are 
bracketed by simple theoretical relations. 

The transition from a nonlinear inelastic stress wave to a 
linear "elastic" seismic wave is not well defined; in part because 
ideal elastic stress-wave propagation does not exist in geological 
media. Assuming spherical symmetry for explosions, the location 
of the transition is often called the "elastic radius." It is 
proposed that this transition be defined as the transition between 
nonlinear inelastic and linear anelastic behavior. Some data 
indicate that linear anelastic behavior exists in some rocks at 
strains less than 10"^. More research is needed to define the 
transition between nonlinear and linear stress-wave response. 

The reduced-displacement potential is a convenient approxi­
mate fiction, It is a fiction because no real explosion is 
exactly spherical and ideal elastic stress-wave propagation in 
rocks does not exist. It is approximate because explosions are 
approximately spherical and stress-wave propagation can be almost 
elastic. It is convenient because it is a simple mathematical 
description of an explosion as a seismic source. 

Present programs for the calculation of explosions on large 
computers are very useful for predicting phenomena in the high-
stress zone, but are less useful in accurately predicting seismic-
wave radiation from an explosion. This is because the constitu­
tive relations between stress and strain do not model all the 
processes that are known to occur at low stress levels at which 
nonlinear inelastic response tends toward linear anelastic 
response. 
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In principle, synthetic seismograms can be calculated begin­
ning with the detonation of the explosion and ending with the 
recording of the seismogram (the forward problem in seismology). 
However, seismic data can be inverted to obtain only an "equiva­
lent elastic source"; the seismic data cannot be used as inputs to 
calculate nonlir.ear inelastic stress-wave propagation backward in 
space and time (the inverse problem). The reduced-displacement 
potential is a common solution of the forward and inverse problems. 
Computer calculations of reduced-displacement potentials for 
specific explosions indicate that a step function is the principal 
component of the driving function. Experimental measurements on 
these explosions indicate the driving function is a step-pulse-
impulse function. Seismic data inversion and the matching of syn­
thetic with real seismograms for specific explosions indicate an 
even greater impulse component in the source function. More 
research is required to resolve these discrepancies. 

A simple spherical explosion model (the reduced-displacement 
potential) in combination with a theoretical scaling rule (char­
acteristic times and linear dimensions scaled in proportion to the 
cube-root of explosion yield) is not consistent with observed 
lineai relations between seisaiic magnitude and the logarithm of 
the explosion yield. A .modified empirical scaling rule in com­
bination with the reduced-displacement potential gives better 
results for body-wave magnitude vs log yield, but does not account 
for the observed linear relation between surface-wave magnitude vs 
log yield. More research is required to better define the effects 
of yield, depth, and material properties on seismic source param­
eters. There are speculations and there is some evidence that 
spall closure or "slapdown" is significant in Rayleigh-wave genera­
tion. More research is required to define the role of spall 
closure in seismic wave generation. 

Tectonic strain release makes an explosion appear more 
"earthquake-like," but apparently not to the extent that the 
m[,:Ms discriminant between earthquakes and explosions is 
compromised. The effect on Ms and the Eayleigh wave radiation 
pattern is significantly different for strike-slip vs dip-slip 
tectonic release. There are two hypotheses for the release of 
preexisting tectonic strain by explosions. One is that the strain 
is released around the weak fractured zone produced by the explo­
sion; a theoretical model has been developed for this phenomenon. 
The other is that fault motion is triggered near the explosion; a 
causal theoretical model has not been developed for this phenom­
enon. Seismic ..a from many explosions are consistent with both 
hypotheses, t ; the large tectonic strain release observed from 
some explosions is more consistent with the triggering model. 

Two final cautions. First, most of the public data (time, 
yield, depth, medium, etc.) for underground nuclear explosions are 
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for a limited number of geologic media at one location: alluvium 
and volcanic rocks (tuff and rhyolite) at the Nevada Test Site. 
Comparable quantities of data for explosions in other media and at 
other locations are necessary to provide a balanced perspective 
and the answers to some important questions. For example, "Are 
the two Hi), vs M s slopes observed for explosions in Nevada and 
the USSR a consequence of different slopes for m^ vs log yield 
relations for the different rocks at these test sites?" Second, 
the best quality and most complete seismic d«ta we now have for 
use in seismic discrimination research are from high yield, 
strcngly-coupled explosions. Under a comprehensive test ban, the 
operational problem will concern low yield, weakly coupled 
explosions. 
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