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Chapter One

Introduction and Qverview

Federal transportation policies have wide ranging impacts upon the
transportation industries, and, through them, upon the allocation of
economic activity among industries and regions throughout the nation.
Federal regulatory policy directly affects rates, entry, routes, etc. in
the intercity transportation industries: rail, highway, water, and air.
Federal promotional policies directly affect the infrastructure and thus
the costs of these various modes, as do federal policies with respect to
use charges, subsidies, safety, energy, loan guarantees, environmental
impacts, etc.

Clearly, a change in any given federal transportation policy with
réspect to any given mode will have a direct impact upon the costs and/or
demands facing the firms in that mode, and thus upon the equilibrium con-
-figuration of rates, traffic allocations, service ]eve]s, etc. within that
mode; but it will also affect the rates, traffic allocations and service
levels of the competing modes by changing the relative prices of the
various transport services. Moreover, since transportation is used as an
intermediate good in virtually all industries in all regions of the coun-
try, changes in the costs of transportation relative to those of other in-
puts will alter the allocation of economic activity and consequently the
level of incomes and employment among regions, among industries, among
different kinds of labor and capital, and among cities of different sizes.

When viewed in this context, it is clear that most studies of
transportation policy have had an excessively narrow focus. Economic
studies have tended to look at the question from the point of view of
economic efficiency alone, and have thus concentrated upon providing

1/

global measure of user savings, resource savings, or welfare losses.—

l]See, for example, Keeler (1972), Moore (1973}, Douglas and Miller (1974).
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While informative, these studies have tended to ignore questions of
the income distribution as well as broader questions of efficiency
concerned with full employment and transfer costs. Thus, what happens
to employment and wages in a given transportation industry; what
happens to regional income levels and the regional allocation of
economic activity; what happens to the level of service to given
communities have been questions that economists have generally not raised,
much Tess answered.

Clearly, however, if one looks at legislative or regulatory
proceedings, issues of the income distfibution have tended to dominate
the discussion. whethér service will be curtailed to a given city or
class of cities; whether labor income and/or employment will fall
within a given transportation industry or a given region; whether
industry incomes and outputs will rise or fall; are all questions that
the policy maker has tended to weigh more heavily than questions of
aggregative economic efficiency. Thus, if economic analysis is to be
used to help evaluate changes in transportation policy, it must not
only provide answers concerning aggregative efficiency impacts, but
also provide answers relating to a whole host of distributional questions.
Consequently, one of the major goals of fhis research is to provide
analytical models that can be used to quantify the magnitude of the
various distributional effects as well as to quantify the magnitude of

the efficiency effects of a given change in transportation policy.
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This volume describes such a modeling effort. The basic premise
of the analysis is that relative prices matter. Thus any change in
transportation policy should lead to a change in the transportation rate
structure, which in turn will affect a wide range of regional and
national variables concerning income, output, employment, etc. Since
these, however, can influence transportation costs and/or demands, the
entire system is interrelated and simultaneously determined.

These propositions are illustrated in Figure 1, which depicts
four linked models:

¢ A regional transportation model that determines costs, revenues,
profits, outputs, shipment characteristics, rates and factor
demands by firm, by mode, by broad commodity type and by region.

¢ A national interindustry model that determines interindustry
coefficients, commodity prices, commodity outputs and factor
employment by broad commodity type.

e A regional income model that determines factor prices, con-
sumer prices, increases, outputs and empioyment by broad
commodity type. ’

® A small-scale national macroeconometric model that determines
factor prices, final demands and consumer prices.

With the exception of the exogenous variables in the national
macroeconometric sub-model, every variable that is exogenous to a
given sub-model is endogenous to another sub-model. Hence, the entire
system is interrelated and interactive; a full solution to the model

must be simultaneously determined.
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In terms of policy analysis, we can postulate a change in trans-
portation policy that affects costs, demands or the nature of market
equilibrium in the transportation industries in a given region or the
nation as a who]e.g/ These in turn affect transportation rates and
factor employment, which, in turn, affect regional and national outputs,
employment, factor prices and so forth. However, these also affect
the nature of the equilibrium in the transportation industries. Thus
by using these interrelated models, we can analyze the impact of a
wide range of transportation and related policies upon a wide range of

variables that measure distributional as well as efficiency impacts.

To make the problem tractable, our initial efforts will be quite
aggregative and deal with broad categories with respect to modes,
regions, commodities, and factors. We thus plan to consider the
following:

Modes. Initially we plan to focus upon the rail and trucking
industries. Because of data limitations, we will probably have
to confine our analysis to regulated trucking, although it would

obviously be desirable to extend it to private and exempt carriage.Q/

Regions. A wealth of regional data exist from thé Census
of Transportation, which makes it possible to perform a
regional analysis on a fairly fine level of detail. At

this time, however, we are primarily interested in developing an

2 . . -
—/For a full discussion of the proposed policy analysis see Friedlaender
et al. (1977).

3
—/Insofqr as data and resources permit, we will also analyze the water
and pipeline industries.
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integrated model that can be used for aggregative policy analysis.
Consequently we plan to limit ourselves to thé five ICC regions:

The Official, Southern, Southwestern, Mountain-Pacific and Western
Territories. Once we have developed working models of these five regions,
we can always extend the analysis to more regions.

Commodities. Similarly, a wealth of commodity detail exists.
Nevertheless, for reasons of tractability, we plan to limit our initial
analysis to the following broad commodity groups: durable manufacturers;
nondurable manufacturers; feed grains; other agricultural commodities;
coal; petroleum and petroleum products; minerals, chemicals and others.

Factors. The regional transportation models will consider
labor, fuei, equipment and track (for the railroads) as the relevant
factors of production, while the regional models will only consider
labor. The national interindustry model will treat transportation as a

factor of production as well as labor, capital, energy, and materials.

Qur basic approach is one of comparative statistics, with trans-
portation policy as the primary exogenous variable. We thus determine
an initial equilibrium and postulate a change in transportation policy.
After determining the new equilibrium as well as its time path, we can
then assess the impact of the policy change.

As indicated above, our main analytical tools are changes in the
cost functions, changes in the demand functions, and changes in the nature
of the market equilibrium in the transportation industries. These,
however, permit us to consider a wide range of policies under a wide

range of situations.



With respect to industry behavior, we can analyze the nature of
the equilibrium if the transportation industries operate under joint
monopoly profit maximization, workable competition, or oligopoly or
monopolistic competition. We can also analyze how the equilibrium
would change if transportation firms maximized objective functions other
than profits.

Within this framework, it is relatively straightforward to
analyze policies that affect demands or costs. In particular, we should
be able to assess the impact of the following: deregulation under different
market structures; marginal cost pricing; abandonment and capital
adjustments; work force adjustments; entry restrictions; and abolition of
rate bureaus. Moreover, in so far as energy policies affect final costs,
our analysis should be able to assess their impact. Finally, this
framework can also be used to assess the impact of user charges and
investment or promotional policies that affect carrier costs.

To recapitulate briefly, these interrelated models permit us to
analyze the impact of a wide range of transportation and related
policies upon a wide range of variables that measure distributional
as well as efficiency impacts. Specifically, by utilizing this frame-
work, it should be possible to consider the following:

-

Transportation Policies

e Setting rate levels or rate bands in the regulated
transportation industries.

e Total deregulation of rates.

e Elimination of rate bureaus or other cartelization in
the regulated transportation industries.

o Relaxation or tightening up of restrictions concerning
entry in the regulated transportation modes.



Relaxation or tightening up of restrictions concerning
mergers in the regulated transport modes.

Relaxation of restrictions concerning abandonment and
capital adjustments in the transportation industries.
Relaxation of restrictions upon the utilization of
labor in the regulated transportation industries.
Construction and maintenance of transportation infra--
structure and its related user charges.

Explicit subsidies for specific kinds of transportation
services.

Energy policy in so far as it affects relative fuel
costs in the transportation industries.

Efficiency Variables

Long-run and short-run marginal costs of different
outputs by different modes.

Price-marginal cost ratios by different outputs and
different modes.

Resource cost savings from “optimal" adjustments in
capacity and labor utilization.

Resource savings (or costs) associated with traffic
allocations resulting from competitive, monopolistic,
or oligopolistic market structures as opposed to the
present regulatory environment.

Measures of productivity by transport mode.

Measures of industrial concentration by transport mode.
Measures of profitability, costs, and revenues by
firm and by transport mode.

Measures of factor utilization (employment) by firm
and by transport mode.

Measures of aggregate level of service by mode.



Distributional Variables

o Traffic allocations and profitability by firm and by
mode.

e Employment and wages by firm and by mode.

o Employment and wages by national industry, regional
industry, and by broad geographical regions.

e Price-marginal cost ratios by class of user and by
geographical region.

e Income levels by broad geographical regions and by
national industry.

® Producers' prices by broad industry category.

The remaining chapfers of this volume discuss the specification
of the various models and the preliminary econometric results in
some detail. Chapter Two outlines the regional transportation model
while Chapters Three and Four respectively discuss the econometric
estimation of cost functions in the transportation industries and its
application to the trucking industry. Chapter Five describes the
interindustry model, while Chpater Six discusses the determination of
regional and national income in the context of these policy models.

Chapter Seven provides a brief summary and conclusions.
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Chapter 2

The Regional Transportation Model

The heart of the analysis 1ies in the model of the regional
transportation market. Conceptually, this is quite straightforward,
and is illustrated in Figure 2. Thus we postulate that there is a
known industry or firm cost function, which relates costs to outputs,
factor prices, and (in the case of the short-run cost function)
the amounts of the fixed factors. Similarly, we assume that'there is
a known firm or industry demand function relating shipments to market
characteristics, commodity characteristics, shipment characteristics
of own and competing modes, and rates of own aﬁd competing modes.
Given these cost and demand functions, and assuming profit maximizing
behavior as the part of the firms in the industry;l/we can determine
the equilibrium level of rates, shipments, profits, costs, reVenues,
shipment characteristics, and factor demands in the short-run and the
Tong run under a number of different market structures: perfect competi~
tion, joint profit maximization, rate regulation, oligopoly, and
monopolistic competition.

Let us now discuss the specification of the cost and demand

functions, and how we plan to utilize them for policy analysis.

l/He could also make different assumptions about the firms' objective ___
functions such as sales maximization subject to a nrofit cgnstra1nt
or profit maximization subject to a rate of return constraint.
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I. Cost Functions

The validity of econometric estimates of the costs of the
various transportation modes remains an issue surrounded by
controversy. While there have been numerous econometric studies
of rail, trucking, and airline cost,g/no one has yet developed a
costing methodology that has yielded results that are generally
accepted as valid. This inability to obtain a consensus concerning
costing methodology and/or the validity of the empirical results
arises not so much from a lack of effort, but rather from the failure
to specify the cost functions that appropriately characterize
the structure of technology.

Specifically, there appear to be three fundamental problems
that one must address in specifying and estimating cost functions
for the transportation industries.

First, the output of a transportation firm, whatever the mode,
is multi-dimensional by its very nature. Not only does the firm
produce different types of transportation services for different
users at different origins and destinations, but also at different
levels of qua'h'ty.~ Consequently, the mix of output can have a major
impact upon the costs of any given firm. For example, railroads
specializing in coal traffic have very different cost characteristics

than those specializing in general manufactured commodities.

Since the mix of output affects the firm's costs, it is clearly

inappropriate to estimate cost functions by using a single aggregate measure

g/For a review of the literature, see Kneafsey (1975) for rail, _
Oramas (1975), for trucking, and Douglas and Miller (1974} for air.
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of output such as ton miles or passenger miles. To the extent that the mix

of traffic and quality levels affect costs, a vector of outputs and quality
levels that characterize the range of activities undertaken by the
firms in a given transportation mode should be incorporated into the
analysis. While it is unlikely that the available data will permit the
fully desired degree of output disaggregation, it is clear that
considerably more disaggregation is possible that has been undertaken
in existing studies of transportation costs.

Second, it is éenera]]y agreed that the aétivities of each of
fhe transportation modes are characterized by joint and common
costs, implying that their technology is characterized by joint
production. Although Hall (1973) has shown that a separable
technology will always imply joint production, he has also shown
that the converse is not true. We cannot assume, therefore, that
cost functions based on a separable Cobb-Douglés technology are

3/

good representations of reality.— Instead, a flexible form is
needed that will permit the determination of the underlying structure
of technology from its estimated coefficients.

Third, to the extent that regulatory or other constraints
prevent the firms in each mode from making optimal adjustments in
capacity, they are not generally in a position of long-run equilibrium
operating along their long-run cost function. Consequently, efforts
to estimate long-run cost functions directly from cross-sectional
data will yield seriously biased coefficients and resulting measures

of marginal costs. The sign of this bias will depend upton the

degree of excess capaqity:ﬂ/ Since, however, this relationship is not

§/See, for example, Keeler (1974), Kneafsey (1975) and Eads, Nerlove, and

Raduchel (1969).

4/see Friedlaender (1969) for a discussion of this point.
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generally known, it is impossible to make any adjustment to correct for
this bias.

This implies that one should estimate short-run functions when one .
suspects that an industry may be in long-run disequilibrium with chronic
excess capacity. Since the long-run cost function is merely the envelope
of the short-run cost function, it is always possible to derive the
unobserved Tong-run cost function from the observed short-run cost function.if
Thus, to the extent that the short-run cost function has been correctly
specified, and its coefficients are therefore unbiased, the coefficients
of the derived long-run cost function will also be unbiased and the
long-run marginal costs obtained from the derived long-run total cost
curve will also be unbiased.

These arguments imply that in estimating cost functions for the
transportation industries, one should specify a multiple-output cost
function in a sufficiently flexible form to permit the testing of a
number of hypotheses concerning the separability, homogeneity, and
jointness of the underlying production function. Moreover, if there is
reason to believe that regulatory or other institutional constraints
prevent “"optimal" capacity adjustment, one should estimate a short-run
variable cost function, which can be used to derive the associated'long-
run cost function and the underlying production.function.

This analysis will use a translog cost function that meets the
objections raised with respect to most cost functions: it permits
multiple outputs and quality levels; it is of a sufficiently flexible

form to test hypotheses concerning the underlying structure of production;

§/This approach has been utilized by Keeler (1974) and Kneafsey (197§)
in the railroad industry and by Eads, Nerlove, and Raduchel (1969) in

the airline industry.
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and it can be used in either its short-run or long-run formfy

Since the methodo]déy we use to estimate cost functions is entirely
general, we will apply it to all of the relevant modes. Thus, by using
cross-sectional and time series data, we plan to estimate a short-run

variable cost function of the folowing general form:

- (2.1)
C = C(y,x,w)
where C = short-run variable cost
y = a (1xN) vector of outputs
x = a (1xH) vector of fixed factors
w = a (1xJ) vector of prices of the variable factors.

We can then establish the short-run total cost function:
~ H
C = C(y,%,w) + "} X, (2.2)
h=1
where Wh represents the price of fixed factor h. Differentiating the

short-run total cost function with respect to each fixed factor and

setting the resulting expression equal to zero we thus obtain:

3C(ysX W) = _ g hel,... .M (2.3)
oXp, h

8/ EO{ a full discussion of the costing methodology used see Chapter 3,
elow.
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Solving the above system of equations for each ih we obtain;
% = X (y.w,#) (2.4)

By substituting the above into the short-run total cost function we

can then obtain the long-run total cost function:

C* = C*(y,q) (.5)
where q represents the vector of all factor prices; hence
g = (wl,..., Wys W],...,WH)
Moreover, we can obtain short-run and long-run factor demand

equations by utilizing the well-known relationships that

AL XM) =y 521, 2.62)
oW, J
J
aC*éz,g) = x h=1,...J+H (Z.Bb)
Ay, h
th

where xj,represents the demand for the j

represents the demand for the hth factor (variable or fixed).

variable factor and xh

Finally, by differentiating the short-run and long-run cost
functions with respect to output, we can obtain the marginal costs of

different shipments; thus

Sy Tw) o i ga1,. N @.7a)

Yq 1

ac*(%Qg) =mct  i=1,.. N {2.7b)
i

where E;c.i and mc§ respectively represent short-run and long-run

marginal costs.
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The derivation of the long-run cost function from the short-run
cost function is fairly straightforward in the case of a specific
functional form.Z/ In the case of second-order approximations it is
considerably more difficult, since we are not only interested in the
numerical value of costs in the short-run and in the 1ong-ruﬁ around
a particular point, but also in the specification of the entire
function. Nevertheless, using the translog approximation it is
possible not only to deriye the value of long-run costs around a
particular point, but also to derive short-run and long-run cost
functions over the relevant rénge. Consequently, because it enables
us to determine much more about the nature of the underlying tech-
nology than a specific functional form, we plan to use the following
translog approximation in analyzing the short-run cost variable
functions of the transportation industries.gf

H

-~ N J
anC(y,Xw) =a_+ Ja. 2ny. + J B & X + J vy, 0w,
0 ,i=] 1 1 h=] h h j___-l J J

Aik n Y; n Yt Bh2~£n ih gn X,

+
nﬂ:—a
—r~3 22
St
STt~
Wi IC

+
(]
[V
1

+C rJ.){Ln W oW

(2.8)

+
©

.. +D'.. . W
ij D Jd &n wJ n wJ

+

[Ein * Elng) tnyg a0 %y

+

I —bZ A 21U

{th f«F'jh, n % &n wj}

GG ST GG S0

Z-/See, for example Keeler (1974), Kneafsey (1975).

‘§]This approach has also been used by Caves and Christensen (1976). Our
work differs from theirs, however, in that we utilize multiple outputs
and adjust for quality.®
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As indicated in Chapter Three, below, by using this
specification of the cost function and by imposing various restrictions
on the coefficients, we can test for homogeneity in factor prices, homo-
geneity in outputs, separability, and jointness in production. More-
over, it is also possible to derive long-run total costs, long-run and
short-run marginal costs and long-run and short-run factor demands over
the relevant range from eq. (2.8). Finally, by adjusting the vector of
outputs to reflect differences in the quality of service,gfwe can take
service differentials into account.

For notational simplicity, we now revert to the general specification
and write the short-run variable cost function for mode m in reg%on d as:

ca = il 58 W) (2.92)

where the d's range over the ICC territories and the m's range over rail,
truck, water, and (possibly) pipelines.

The long-run cost function derived from this is given by:

d_d,.d d
Cn = Sl 9p) (2.9b)

and the respective marginal costs are denoted by Cgm and Cgm, where

¢d = acday,.

Finally, since the cost functions are derived from cross-sectional
and time series data, as long as all firms in a given mode face the
‘same technology, we can derive firm-specific cost functions for each

mode and write:

g/This can be done by deflating the output measures directly by use of
hedonic price equations or by estimating hedonic cost functions di-
rectly, in which the output vector y is replaced by a function ¢(y,Q),
where Q represents the vector of qualities. For a full discussion of
§h$ use of hedonic adjustments in this context see Chapters 3 and 4,
elow.
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d _d, d =d d

Cmf - Cmf(ymf’ Xmf? wmf) (2.10a)
d _.d,d d ;

Cnf = Coe U2 O ) (.700)

where the variables have their previous meaning and f ranges over the
firms in the mode.

We can similarly obtain the firm's marginal cost curves and
d d

imf 2" Cimf
cost curve associated with shipment type i by firm f in mode m in

write C as the respective short-run and long-run marginal

" region d,
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II. Demand

Since freight transportation is used as an intermediate input,
it seems reasonable to specify its demand in terms of a derived demand
for a factor of production. Hence following the approach outlined
above, let us characterize the costs (C:) in a given industry i in
region r as depending upon the level of output (Q:), capital and

labor costs in that region (w:L s w:K) and the costs of rail and

rd Y'd) lg/

iR WiT

If we assume that the producing industry only bears the costs of final

trucking transportation between that and other regions (w

goods shipments, then we can write the industry's general cost function

as:

r_ .r.r r rd rd r
Ci = Cilils Wiy o Wap s Wig 5 Qy) (2.11)

where the d's range over all regions of destination.
By differentiating this cost function with respect to the appro-

priate transportation cost, we can then derive the demand for truck

or rail transportation from regions r to region d as

x’
grd - (2.12a)
L awfg
1
ach .
rd i
Wit

lQ/We omit other modes for notational simplicity.
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Since we assume that the industry of origin ships its final
products to all other regions, the market demand in region r for each

mode is respectively given by

R = 5 R7d (2.14a)
i i :
d
ro_ rd '
T. = T, (2.14b)
i i
d
The specification of the actual demand function, is complicated,

however, by two problems. First, we must utilize a specific functional
form for the cost function given is Equation (2.11); and second,

we must recognize that transport costs reflect inventory costs as well
as rates.

Following our approach used to estimate cost functions, it would
be natural to specify a general translog cost function and estimate
its factor share equation to derive the demand for transportation.
Thus let the translog approximation of an industry's cost function

be given by:

r _ r r
n Co = oy + ? aif an Wi+ B 20 Qy

+1/2 7T a;. &n we  gn wh
fm if ¢ im

r2
+1/2 C, 2 Q (2.15)

1

+1/2 5 b.san Q8 an W'
f if i if
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Thus the factor share equation for, say, rail transportation is given by

r rd
9 &n Ci _ ReviR
rd r
3 &n Wir Costsi
_ rd r r
= agp AW Wi+ 1/2 [aiL £n Wi * 3¢ 2n wiK§+
rd rd rd rd r
*agp tnwp ¥ a5r &n Wip * bi n Qi] (2.16)

where the superscripts fange over the region of destination as
necessary. The trucking factor share equation would take a similar
form. As indicated in Berndt and Wood (1974) it is straightforward
to derive the Allen-Uzawa elasticities of substitution and then

own and cross price elasticities for the transportation modes from
these equations.

Because a translog approxim;tion makes no restrictive aésumptions
about the nature of technology and permits variable elasticities of
substitution among the relevant factors, it is attractive. Indeed,
if we were solely interested in estimating the own and cross elas-
ticities for each mode, it would make sense to estimate the factor
share equations (2.16) for each mode and derive the relevant elasti-
cities from them. In fact, however, we must have the specific demand
function to determine the equilibrium in the transportation industries
under various assumptions concerning market structure. Because the

demand function generated by the translog factor share equation is of
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n/ it is preferable to

a particularly intractable function form,—
use a simpler, if more restrictive cost function to derive the transpor-
tation demand functions.

Consequently, let us therefore assume that the technology of each
industry can be characterized by a Cobb-Douglas production function.

The cost function of each industry is then given by the following

expression:
r/r r/r rd r
r oo, /b oroas fu. rd o.
("‘iK )1K 1(w1.|_) L’ " (w,lR\ iR
ST Gl R "\77) '
T oy %5t %R
wrd a:(j‘l_/r r
17 ‘,J/u]-
° '—':a' * Q.i (2.]7)
a'IT

. r_.or
where uy = Eaif .

The demand function for, say, rail transportation can be obtained

by differentiating Equation (2.17), collecting terms, and taking logs

]]/Spec1f1ca11y, if T1# represents the demand for truck transportation of

comnodity i between regions r and d, Tr$ can be obtained from the

translog share equation by the following expression:

r r
rd 34n C, . C;
iT 3£nw¥-?-, wrd

iT

where C? is obtained from the estimated translog cost function for
the industry producing commodity i.



to obtain
r r rd
rd %k . 4L a7 v
lnRi —SlnB+—r—lnwiK+—F—£nwiL+—rlnwiT+

U.i u.i Ui

o‘r'd

+—i—5-1 gn W'+ Logn gt (2.18)
r iR r i *
U.i Ui

where B represents a constant term containing the relevant coefficients
of production. The demand functions for the other modes would take a

similar form.
rd rd

The transport cost variables (wiT R wiR) are not directly observable,
but depend upon the rates(ng , ng) and the inventory costs associated

with goods in transit, which depend in turn upon the quality of service
as measured by such variables as reliability, size of shipment, length
of haul, loss and damage, and value of the commodity. If we denote'the
vector of the quality-of-service variable that affects invento}y costs
as g, then we can relate the cost of transport of mode on to the rate

and inventory costs by the following expression:

rd _ rd rd
IN Wim = Yo ¥ Y AnPin 4 E Yg AN Qyps *
rd rd rd rd
+1/2 (E 5 gy AN G BN G + g hsm an Py an Fims
2
+ k. anptd%) ~ (2.19)

mm m
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In the case of rail and truck transportation, let us specifically

denote the quality-of-service variable as:

rd _ ,.rd rd rd

9" = (S5p 0 Mg s D5 5 V)

rd _ ,rd rd rd

GT = (570 Mg o By V)

where S?g s S?? = average size of shipment of commodity i between
r and d on rail or truck

Med , Mg - length of haul of dity i
iR * T S average length of haul of commodity i between

r and d on rail and truck

D?d = differential loss and damage costs between rail
and truck borne by commodity i between r and d
) = value of commodity i.

Thus by substituting Equation (2.19) into Equation (2.18), collecting
terms, and jointly estimating the modal demand functions, we can obtain
consistent estimates of the market demand for each mode.lg/

If we let the symbol ng represent the ton-miles carried of

commodity i between regions r and d by mode m, we can readily derive

JE/We will generally have to use cross sectional data to estimate these
demand functions, which requires us to assume that all industries
in the sample have the same technology. While restrictive, this is
probably acceptable if we utilize reasonably similar industries in
the sample (e.g., all industries are nondurable manufacturing). It
would obviously be preferable to utilize time series data on one
commodity. Unfortunately, however, this is not generally available.
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the total revenue function facing that mode by multiplying the rates

and the volume and summing appropriately. Thus:

d _ rd -rd
Rm = ? 5 Pim T_im (2.20)

where the subscript m ranges over the relevant modes and the super-
script r ranges over the relevant regions.

We assume that each firm's demand function is some proportion of

the market demand function and write:

ro_.r qr
T'imf Ymf Tim (2.21)
r
Tmf
where u . =
mf 5y Tr?
ig M

Thus, u;f represents the share of the total ton-miles carried in region
r by mode m accruing to firm f. If data permit, we can, of course,
disaggregate this market-share variable into commodities and regions
of origin.

Since service is a major competitive weapon in the transportation
industries, it is quite likely that a firm's share of total freight
shipments also depends upon its level of service relative to other
firms. In the airline industries where data on flight frequency are
readily available, frequency is generally taken to measure levels of

service.ljy In the surface freight industries, however, such data

lé/See, for example, Douglas and Miller (1974).



do not exist. Hence, we must find another proxy for level of service.
In so far as firms with large amounts of rolling stock are able
to meet shipper demands more quickly than firms with small amounts of
rolling stock, it is likely that the level of service offered by the
former firms is greater than that of the latter. Hence, as a first

approximation we can postulate that

r _ Y orr r
mf ~ umf[Emf/EmJ (2.22)

where E;f represents the rolling stock of firm f in mode m in region

r, and E; represents the total rolling stock of mode m in region r.

ITI. Market Equilibrium

Having specified the industry and firm cost and demand functions
within a given region, we are now in a position to analyze the nature
of equilibrium in the regional transportation market under a number of
different assumptions concerning the competitive structure of the
industry. Note that since we are dealing with a number of regions
and modes, a partial-equilibrium analysis of a given mode within a
given region will not in general be sufficient.

A. Perfect Competition

Under perfect competiticn, equilibrium is given when the supply
price equals the demand price. The market demand for commodity i in

region d for mode m is given by:

d - rd,.rd rd d 2.23
T ! Tim(Pim’ Pic’ Am) . ( )
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rd
where Pim’

rd
ic
commodity and A; refers to the other variables in the demand function;

P._ refer to the own and competitive price of shipping the
see Equations (2.18) and (2.19). 1In perfectly competitive equilibrium,
the market must clear at the common price. Hence, there can be no
regional nrice discrimination and

d _ -d

Tim = T1'm

d d

d
im? P A)

(p icr Ap (2.24)

The long-run total cost function for firm f in mode m in region

d is given by:

d _ d,d d d :
mf Cmf(yimf”"’mef’ qu) (2.25)

c
where the y's represent shipment carried by the firm and the g's
represent the vector of factor prices facing the firm. Note that
since we will estimate the short-run cost function directly, we will
also undertéke an analysis of market equilibrium using the relevant
short-run cost functions. Hence, our use of the long-run cost function
is purely for expositional and notational simplicity. |

The firm's marginal cost function for commodity i is similarly

given by

d d d d

] d
Mimf = Mimf Vimf >+ YNmf > Inf) (2.26)

In equilibrium, the firm equates its marginal cost with its price.
Hence:

d _ d d d d
P'im = mcimf(yimf,...,mef, qu) (2.27)

Note that in this formulation, the marginal costs of shipment

i not only depend upon its own level of output, but also upon the
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levels of output of all other commodities. Therefore, we must solve
the system of equations given in (2.27) for all of the output levels

and thus obtain the firm's supply function in terms of all price. Thus:

d d ( d d d )

Yimf ~ Simf Pim""’PNm’ e (2.28)

Having obtained each firm's supply functions, we can then obtain

the market supply function by summing over all firms.

d _« d ,.d d  d,
Yim © ; imf(pim""’PNm’ qu) (2.29)

Equilibrium requires that the quantity supplied equals
the equantity demanded. If we take the prices of the competing
modes as given, then equilibrium of any given transportation mode is
given by the following expression:

)}j

d d dy_d pd pd
(P ) = T5n(PSs Ples Ay (2.30)

im""PNm’ I im

This yields a set of N equations that can be used to solve for the N
equfTibrium rates, and thus the equilibrium Tevels of output for the
industry as a whole as well as for each firm.

Of course, the problem is considerably more complicated than this
because we cannot analyze the equilibrium of a transportation industry
apart from the equilibrium of its competitiors. Hence, instead of
solving eq. (2.30) on the assumption that P?C is constant, we must also

analyze the full general equilibrium solution of the transportation
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industries. This, however, is a realtively straightforward, if
computationally complex, problem. Hence, we simply extend our system

of equations in (2.30) to

d (pd d dy_yd pd pd
YimPime o Pame ) = YinlPime Pics An) (2.31a)
d ,pd d dy_yd pd pd :

Yie(Picr-++oPnes 9¢) = Yic(Pipe Py A (2.31b)

where ¢ ranges over the relevant competing modes. We thus obtain a
system of MN equations to obtain the full competitive equilibrium of
the rates in each mode. The traffic allocations in each mode, and

the traffic allocations in each firm.

B. Joint Monopoly Profit Maximization

We now turn to the other extreme and assume that the firms in a
given transportation industry collude to maximize joint monopoly
profits. While akin to the usual text-book case of the profit-
maximizing monopolist, our analysis is somewhat more complex because:
(1) The "monopolist" can practice regional and commodity price dis-
crimination; (2) the "monopolist's" marginal costs of any given output
depend on all levels of output; (3) the "monopolist" has many plants,
each corresponding to a given firm. Thus, the "monopolist" not only
has to decide what price to charge in each market, but how much traffic
of each type to allocate to each firm.

The problem can be stated formally as follows. The monopolist

in region d faces the following demand function for any given commodit}uy

14 . -
L. In the case of the monopolist, it is more convenient to utilize the

inverse demand functions.
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rd d
ij P ( 1m, Yicr Ay (2.32)
where Prd represents the price of commodity ¢ shipped by mode m to

rd yo represent the quantities shipped on

region d from region r; Yime Yic
]

mode m and its competing mode(s) c, and Ag represents the other variables
in the demand function.

The revenues derived from commodity i are given by:

rd rd rd( rd rd d)

Rim = Yim * PimUYim® Yic® An (2.33)
Thus,
rd _ ard, rd rd ,.d
Rim = R1'm('y1m’ Yic Am) (2.34)
Hence, total revenues equal:
DB WA TARRAS A - (2.35)
ir

The monopolist's total costs are the sum of the costs in each of
its plants. Thus, if there are F firms in the industry, total costs

are given by:

d d d )

d d  dy_ 7 d
I L qd) - L o ingse o Yinp I (2.36)

where y?mf represents the traffic carried of commodity i1 by firm f in
mode m and qgf represents the factor price vector facing firm f in mode
m.

Thus, the firm's profits are given by:

rd rd d d, d d d
E z RS Yice Am) - % Cf(ylmf”"’mef’ qu) (2.37)
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The monopolist has to decide how much of commodity i should be
carried by firm f from region r, If there are F firms, N commodities,

and D regions, it then has FND control variables, each given by

yggf. We then differentiate eq. (2.37) with respect to y:;f and
obtain:
er(y , yrd Ad) ayrd
im* Yic’ "m’ | Tim (2.38)
ayrd ay rL :
im imf
d , d f d d
- acmf(yirf""’mef’ qf) . a'y1mf"
d rd
ay1mf aymf‘
i=1,...,N
f=1,...,F
r=1,...0.
Since:
rd _ rd .
Yim = ; Yimf (2.3%)
and 4
mf Z ymf, (2.39b)

we readily see that the above conditions for profit maximization

reduce to:

rd d
mr im mc1mf (2.40)

r=1,...,D
i=1,...,N
f=1,...,F.

Thus, joint profit maximization requires that: (1) the marginal revenue

derived from shipping commodity i from region r must be the same for
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all regions and commodities; (2) the marginal cost of carrying
commodity i by firm f must be the same for all firms; and (3) the
common marginal revenue must equal the common marginal cost.

The conditions for joint profit-maximization, given in eq.(2.39)
yield NFD equations which can be used to solve for the NFD variables,
yggf. From this, we can obtain the equilibrium rates, and traffic
allocations of commodities among firms, under the assumption that
the quantities shipped (and implicitly, the prices) of the competing
modes are constant.

Of course, a full general equilibrium solution requires that we
recognize that rate determination is interdependent. If we also
assume that the competing mode(s) is (are) also pursuing a joint
profit-maximizing solution, the problem is formally equivaient to
one of duopoly or oligopoly. In this case we are faced with the
familiar problem of determining the duopolists' behavior, and we
can adopt a Cournot, Stackelberg, or even a grand joint profit max-
imization solution. Because, however, it is 1ikely that the firms
in any given transportation mode are soméwhat myopic, the Cournot
solution seems the most plausible. In this case, each mode pursues
its joint-maximizing behavior on the assumption that the output or
rates of its competing mode are constant. To solve this problem we
simply let the modal index, m, range over the relevant modes, with
the understanding that the relevant firms and commodities vary by mode.
Thus, the profit-maximization conditions are formally identical to

those given in eq. (2.37) and can be written as:
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d

rd ,d d , d d
An? acmf(yimf““‘fﬂmf' qu)

rd, rd
RinWime Yier Al

d T
Wine Yimf

d ,rd rd ,d d , d d
eRic(‘yim’ yic’ Ac) - eccf(yicf”"’yﬂcf’ qu) (2.41)
icf icf

where for mode m
i=1,...,N
f=1,...,F
r=1,...,D

and for mode ¢
i=1,...,N
f=1,...,F¢
r=1,...,D

Hence the above equations yield (Nm)(Fm)(D)+(NC)(FC)(D) equations

rd rd
imf 2N Yice-

We could also obtain equilibrium on the assumption that mode m

to determine the variables y

pursued joint profit maximization, while mode ¢ experienced the
perfectly competitive solution. In this case we would utilize the
equilibrium conditions given in eqs. (2.30) and (2.38) to obtain a
full market equilibrium,

Finally, we should also note that in addition to controlling price or
outputs, the firm typically controls the level of service as measured by
size of shipment and length of haul. Thus in addition to maximizing profi
with respect to output, the firm can also maximize with respect to level o
service. Thus in addition to the marginal-revenue equals marginal-cost
conditions with respect to output given in eq. (2.40), we must utilize add

tional marginal-revenue equals marginal cost conditions with respect to

Tevel of service.
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C. Oligopoly

An oligopolistic market is one in which there are a sufficiently
small number of sellers so that the members of the market take the
behavior of their competitors into account in setting prices and
quantities. Since there are a wide range of postulates concerning the
behavior of the oligopolists, there are an equally wide range of solu-
tions to the determination of equilibrium in an oligopolistic market.

In considering oligopolistic behavior, however, it is useful to
distinguish between traditional oligopoly theory, which is based on
some sort of profit-maximizing behavior, and modern oligopoly theory,
which assumes that the firm maximizes a general objective function that
contains many arguments other than profits;lé/

In assuming that all firms maximize profits, traditional oligopoly
theory postulates a number of different behavioral responses on the
part of the firms in the industry.

Fellner (1949) has argued that oligopolists will tend to collude
implicitly and adopt joint profit-maximizing behavior. In this case,
the analysis would simply follow that of the previous section.

The Cournot solution was discussed at the end of the previous
section. As indicated above, this assumes that although the revenue

of each oligopolist depends upon both its own output and that of its

15
“”/For a good summary of oligopoly theory see Baumol (1967).
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rivals, each oligopolist is myopic and assumes that its rivals
keep their prices and quantities constant. While this assumption may
seem reasonable for multi-modal equilibrium, it is probably not very
reasonable for intra-modal equilibrium. Hence it is probably unreal-
istic to adopt a Cournot solution in determining the equilibrium of any
given model.

The Stackelberg solution assumes that one member of the oligopoly
maximizes its profits given the responses of its competitors, while
the remaining members of the oligopoly ignore the behavioral responses
of its competitors. Since it is unlikely that firms in an oligopolistic
industry actually act according to the Stackelberg solution, a formal
analysis of this solution does not seem warranted.

Another well-known variant of oligopoly theory is price leadership.
If the leaders set the joint profit-maximizing monopoly price, this
analysis merely follows that of the previous section. If the leader is
sufficiently dominant, however, it may set its price to maximize its own
profits, with its followers acting as price takers. An analysis of
market equilibrium in this case would combine elements of the monopoly
and perfectly competitive solution. Specifically, the dominant firm
would determine its profit maximizing price, and the remaining firms
would equate their marginal costs with this price. The equilibrium
price would then be determined by the sum of the output of the dominant
firm (acting as a monopolist) and the remaining firms in the market
(acting as price takers).

In recent years, a number of people have questioned the relevance

of traditional oligopoly theory.lﬁ/ Basically, they argue that the

lé-/See,l for example, Baumol (1967), Marris (1964), Cyert and Marsh (1963)
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behavior of the large modern corporation is much more complicated than
that implied by the simple behavioral postulates of profit maximization.
Thus instead of meximizing profits, the modern corporation probably
maximizes a complex objective function that includes variables such
as market Share, sales, and net workth, as well as profits. In this case,
the conventional analysis that follows the profit maximizing postulate
has to be modified accordingly.

Although this research has not yet developed a formal framework
that could be used to analyze the market equilibrium tht would occur
under broader objective functions than that implied by simple profit
maximization, such an extention is planned. Thus our present analysis
is limited to examples of traditional oligopolistic behavior. Nevertheless,
it is hoped to extend this to other forms of oligopolistic behavior in

the near future.

D. Monopolistic Competition

With the exception of the railroads and the airlines, trans-
portation industries tend to be characterized by large numbers
of carriers rather than a few. Hence models of monopolistic competition
may give a better description of the behavior of their industries
than models of oligopoly. We thus now analyze the the determination
of industry equilibrium under a market structure characterized by monopolistic

competition.
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As explained abpve (see eqé.(2.21), (2.22)), we assume that
each firm's demand function is some proportion of the market demand

function. Thus:

d _ d
Timf umf T

where ugf represents the share of ton-miles carried in region d by
firm f in mode m.

Since price is determined by the market demand function, each
firm's revenue must also be a proportion of total revenue. Hence:

rd _ d rd,nrd rd ,d
Rimf = Hnf = Rim{Pim> Pic® An) (2.42)

Consequently, each firm's profits are given by:

_.d rd,,rd .rd ,d d d d d
Hf T Hnf ; ; Rim(Pim’ P1c A ) - mf(yimf"“’mef’ qu)
(2.43)
Profit maximization thus requires that '
rd rd d
z Z R1m ay1m - acmf (2.44)
f rd rd d :

ir ay ay1m1" a-”"nmf

d

By using the relationship that Z y1mf = yr » we thus obtain a system

of NDF simultaneous equations that can be used to solve for each

d rd 17/

yr mf and yield equilibrium values of P

l—/Smce Hmf depends on the equipment utilized by firm f in mode m,
we may also want to treat this as a control variable.
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As in the previous cases, a full market equilibrium occurs when
all transportation markets are in equilibrium. This can be obtained
by making the appropriate assumptions about the market behavior of the
competing mode(s) and solving the expanded set of equations for
yggf and y?gf to obtain ng and ng.

This analysis deviates from the traditional Chamberlinian
formulation of the problem, which assumes that it is possible to
estimate demand funttions for each firm that depend on the outputs of
the competing firms as well as its own output. Since this formulation
is more conventional, it is useful to present it, although it is
important to realize that data limitations will probably make its
implementation impossible.

In the case of Chamberlinian monopolistic competition, each

firm's demand function can be written as:

F
rd _ prd ,,rd rd rd ,d 2.45
Pimt = Pimtingr L Yimn® Yic> Anf) (2.45)
h#f
where ngf = the demand price facing firm f in mode m for
commodity i shipped from region r.
y:gf = amount of commodity i shipped by firm f in mode
‘m from region r.
y?gh = amount of commodity i shipped by firm h in mode
m from region d.
ygg = amount of commodity i shipped by mode ¢ from region r.

other factors affecting the demand schedule of firm f
in mode m.

d
An
The costs of firm f depend upon its outputs and factor prices and

thus are given by:
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d

df f( .lmfs vy N,nf) qg) (2.46)

C

Thus, the firm's profits are given by:

rd , A

ZZR'lmf(y‘lmf’ Z 'y'lmh’ f) (2.47)

ri
h#f

Equilibrium is obtained by differentiating the above expression with
respect to yggf and solving the resulting system of simultaneous
equations. We can also obtain a full market equilibrium by assuming
that the competing modes can be described by perfect competition,

joint monopoly profit maximization, or monopolistic competition.

Thus, if we can determine firm demand functions that utilize the'output
of other firms as arguments, it should be possible to utilize a
conventional Chamberlinian analysis to determine market equilibrium.
Otherwise, we will utilize a similar analysis, with the firm demand

functions based on market shares.
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IV. Policy Analysis

Having specified the nature of the cost and demand functions and
the determination of the modal and industry equilibrium under alterna-
tive market structures, it is useful to consider briefly how alternative
transportation policies could be evaluated within this modeling and
framework. A full discussion of the policy analysis is contained in
Volume II of this report.

The methodological approach to the evaluation of transportation
policies with respect to the surface freight industries is comparative
statistics. We thus derive an initial equilibrium under a set of
initial conditions concerning the cost functions, demand functions,
and the competitive behavior of the firms in the transportation industries.
We then postulate a change in transportation policy that affects these
initial conditions and determine the new equilibrium resulting from
these changes. The differences in the relevant variables between the
initial and new equilibrium then measures the impact of a given policy.

As indicated above, we analyze changes in transportation policies
by relating them to changes in the cost functions, the demand functions,
or the competitive struéture of the affected transportation industry.
Within this framework, however, it is possible to evaluate a wide range
of transportation policies.

Figure 3 indicates whether various transportation policies affect
the cost or demand functions or the competitive structure of the industry.
This indicates that policies generally fall into one of the following

categories:
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Those that affect the demand function alone

- Permissible price discrimination

- Setting rate levels

Those that affect both the demand function and the market structure
- Elimination of rate bureaus

- Total derequlation of rates

- Entry controls

Those that affect the cost function through factor prices

- Yage settlements

- Energy policy

- User charges and subsidies

Those that affect the cost function through factor utilization

Abandonment

Union work rules

Provision of infrastructure

Weight and size limitations

Nationalization of the roadbed

Those that affect cost functions, demand functions, and market struct

- Mergers and consolidation
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FIGURE 3

Demand Market Cost

Function Structure Function
Permissible Price Discrimination X - -
Setting Rate Levels X - -
Total Rate Deregulation X X -
Elimination of Rate Bureaus X X -
Entry Controls X X -
Subsidies - - X
Energy Policy - - X
User Charges - - X
Abandonment - - X
Union Work Rules - - X
Provision of Infrastructure - - X
Weight and Size Limitations - - X
Roadbed Nationalization - - X

Mergers and Consolidation X X X



-44-

Thus by translating changes in specific transportation policies into
changes in cost functions, demand functions, the competitive
structure of the industry and comparing the resulting equilibria
with respect to rates, traffic, profits, etc., it should be pcssible to
obtain quantitative estimates of the impact of alternative transportation
policies. It is important to stress, however, that this analysis require:
a careful translation of the specific policy into a specific change in
the appropriate function. While some policies, such as changes in the
level of user fuel taxes, can be analyzed fairly simply, other policies,
such as the nationalization of the railroad roadbed, require a major
research effort to translate them into appropriate changes in thé relevan
functions. Thus any specific policy will generally require considerable
effort to ensure that the specified change in the cost or demand function
or market structure accurately reflects the direct impact of the proposed
policy. Nevertheless, such an analysis should be feasible and provide

a valuable aid in the decision making process of policy makers.
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Chapter Three

Econometric Estimation of Cost Functions

in the Transportation Industries

The previous chapter argued that it is desirable to use a general
translcg approximation when estimating cost functions in the transportation
industries. Briefly stated, unlike other cost functions the translog
cost function permits multiple outputs and quality levels; it is of a
sufficiently flexible form to test hypotheses concerning the underlying
structure of production; and it can be used in either its short-run
or long-run form.

This chapter discusses the translog cost functions in some detail
and shows how various kinds of information concerning the structure of
costs and technology can be obtained from it. Section I presents a
translog approximation to a general function and explores the relationship
between the translog approximation and its underlying function. Section Il
then discusses the relationships between the short-run cost function, the
long-run cost function, the underlying production functions, and their
translog approximations. Section IiI considers the problems posed by
the need for aggregation and the existence of different quality levels.
Section IV presents the restrictions that can be imposed in the short-run
and long-run cost functions to test for jointness, separability, and
homogeneity in the underlying production function and discusses the

econometric specification of these equations.
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I. The Translog Function

In recent years increasing attention has been paid to a number of
general cost and production functions that are second-order approximation
to any given cost or production function. These functions can therefore
deal with multiple outputs, variable elasticities of substitution among
factors and variable elasticities of transformation among outputs,
etc. As such, they offer substantial gains in flexibility, and enable
the researcher to test important hypotheses concerning the under]yfng
structure of production.lf The best known functional forms of second-
order approximations are the transcendental logarithmic functions
proposed by Christensen, Jorgenson and Lau (1973), the generalized
Leontief function proposed by Diewert (1971), and the Hall joint cost
function (1973). Because, however, the translog function explicitly
permits multiple outputs, and enables us to test for separability, homo-
geneity and nonjoint production, we shall concentrate upon it.g/

Since any translog function ié a second-order approximation about an
arbitrary point of expansion, it is useful to consider its specific
construction and its accuracy as the point of observation diverges from
the point of approximation. We will then consider the relationship
between the coefficients of the translog function and the derivatives
of its underlying function.

A. The Translog Approximation

The conventional translog function can be interpreted as a Taylor's

l/For an example of this, see Christensen, Jorgenson and Lau (1973).

g-/The Hall joint cost function also permits tests of separability and
jointness with multiple outputs, but assumes constant returns to scale
in production. '
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series approximation to the function &n g(x) about the unit point. To see

this, we recall that any continuous function f(z) obeys

f(z) = f(z,) + (z-2) F,(z,) + 5 (2-2)[F;,(z ) z-2))"  (3.1)

+ higher order terms

Where z is the vector of arguments of f(z); Z, is the vector of arbitrary
points of evaluations; and fi and fij respectively represent the first and
second derivatives of f(z) with respect to its arguments. The second-order

Taylor's approximation ?(z) is simply given by
f(z) = f(zo) + (z-zo)}fi(zo) + —- [f13 zo)] z-2 ) (3.1a)
Suppose we now want to derive the translog approximation to g(x),

where x is a vector of positive numbers. We do this in two steps. First,

we construct an exact function f, satisfying f(%nx) = 2n g(x); and second,

we write z = &n x and form the Taylor's approximation ;(z) to f(z) given in
eq. (3.1a). The first step is carried out by replacing each X5 in the func-
tion g{x) by ™ and then by taking the log of the resulting function. This
yields f(&n x) = f(z). We then obtain %(z) z 4n a(x) by applying eq. (3.1a)

to f(z); thus:

~ _ 1
gn g(x) = f(znx0)+(2nx-£nxo)fi(znxo) + 7(2nx-2nx0)

[fij(lnxo)](lnx- nxo)‘

If the function is evaluated at the unit point so that X = (1,...,1),

znx0 = (0,...,0) and eq. (3.2) reduces to

gn g(x) = £(0) + anx[f,(0)] + % nx[f, ;(0) Jenx’ (3.2a)

This, of course, is precisely the conventional translog function, which is

written as

n g(x) = a  + ] a.tnx, + Z I By5 &n x; 2 X5 (3.2b)
1 J
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where @, = f(0), a; = fi(O), and Bij = fi.(O). Thus, in the conventional

J
translog function, the constant term, the ai's, and the Bij's can be re-
spectively interpreted as the value, fhe first derivatives, and the second
derivatives of the log of the underlying function whose arguments are evalu-
ated at the unit point. Note that from the symmetry of the second derivatives
Bij = Bji'

Because the conventional translog approximation represents an expansion
around the unit point, it may be a rather poor approximation if the actual
values of the variables are far removed from the unit point.§/ This implies
that it may be desirable to utilize the general translog function, given in
eq. (3.2), which represents the Taylor's approximating function &n a(x) to
the function 2n g(x) about an arbitrary point of expansion Xg Thus in
utilizing translog approximations, instead of using the unit point as the
point of approximation it may be preferable to use either the sample mean or
the current value of the variable as the point of approximation and to use
eq. (3.2) instead of eq. (3.2b) as the specific form of the translog function.
In this case the estimating equation would take the following form:

2n g(x) = a + z ai(znxi-inxoi) + %-(Z Z 8__(2nxi-2nxoi)

i ij ij (3.3)
(znxj-znxoj)?

=4 Burgess (1575) has argued that the translog functions are not self dual
in the sense that the production functions cannot be obtained from the
cost functions and vice versa. Moreover, because the approximation error
depends upon the divergence between the point of evaluation and the point
of approximation, different points of approximation used in the cost and
production functions can lead to different estimates of the underlying
technology. Consequently, estimates of technology based on cost and pro-
duction functions may be inconsistent. However, these problems may occur
because the point of approximation is far removed from the actual point
of evaluation; hence they may be resolved if the point of approximation
were closer to the point of evaluation.

i
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where a, = f(lnxo)
a; = fi(znxb)
Sij = fij(lnxo)

Thus in eq. (3.3) the constant, a, coefficients and the Bij coefficients

can be interpreted as the value, first, and second derivatives(with respect to
2n x) of the log of the underlying function whose arguments are evaluated at
the arbitrary point of expansion xofi/

B. The Translog Function and its Underlying Function

Beéause the coefficients of the translog function can be interpreted as
the logarithmic value, logarithmic gradient, and lcgarithmic Hessian of the under-
lying function, evaluated at the point of expansion (the vector(1,...,1) in case
of the conventional translog function, and the vector(xo) in the case of the gen-
eral translog function),we cannot directly infer anything about the value,gradient
or Hessian of the underlying function at its point of expansion by simple
inspection of the coefficients. Since, however, we are interested in the
total costs, marginal costs, and the second derivatives of the cost function
at the point of output, we must find a way to translate the coefficients of
the translog function into the value, gradient, and Hessian of the underlying
function.
A function a(x) js said to provide a second-order numerical approxi-
mation to a given function g(x), if its value, gradient, and Hessian at the
point of approximation equals the value, gradient, and Hessian of g(x) at that
point. That is,
3(x,) = 9(x,) (3.4)
§i<xo> = g;(x.) (3.4b)

HYunite it is true that the application of OLS to (3.3) and (3.2b) gives
identical results (in the sense that the coefficient estimates of (3.3) will
be a nonsingular transformation, uniquely determined by x°, of the coefficient
estimates of (3.2b)) when there are no restrictions on the coefficients, this
is not generally true when there are restrictions, as is usually the case.
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~

g;5(x,) = gij(x

ij ) (3.4c)

0

Since a translog approximation is a second-order numerical approxi-
mation, by differentiating the translog function given above in eq. (3.3)
and by utilizing the equalities given in eq. (3.4), we can determine the
relationship between the coefficients of the translog function and the
derivatives of the underlying function.

Since eq. (3.3) is a logarithmic function, we know that

3g(x) _ 3log a(x) . a(x)

3 alog X; X;

Hence, by differentiating eq. (3.3) we obtain

q. = . g

9; [ai + % Bih(SLnxh znxoh)] X, (3.5a)
.g. a B..

85 * e U (3.5b)
g X; X3
~ A 2

a = "9 9. g8. .

I i 2 (3.5¢)

i g X

Using the equalities given in eq. (3.4) and solving for Qs Bij’ and Bii’

we therefore obtain

o0 =5 - E Bih(lnxh-lnxoh | (3.6a)
- _ 9.9y XX, o
8i5 = (955 - ) e (3.6b)
Fd
85y = Doy * 50 g 14 (3.6c)

j

Finally. since

- y o1 - T
a, = ng (xo) - ai(knxi-znxoi) -3 % § Bij (inxi inxoi)(xnxj lnxoj)

(3.6d)
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we can obtain 2n§(xo) directly and from that, zng(xo) and thus gkxo). Thus
using the transiog approximation, we can obtain the vaiue, gradient, and
Hessian of the underiying function at the point of expansion Xo This
property wiil prove to be extremeiy useful when we attempt Lo derive mar-
ginal costs and the structure of the underlying production function from

the estimated translog cost functions.
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II. The Long-Pun Cost Function and Production Function

Let us assume that we have estimated a short-run variable cost
function using the translog approximation. From this function, we can de-
rive estimates of short-run total costs, the short-run variable costs, the
short-run marginal costs and the change in the short-run marginal costs, .
all around the relevant point of expansion, using the relationships given
in Section 1I. For policy purposes, however, it is desirable to know the
nature of the long-run equilibrium total costs, marginal costs, factor
demands, and the underlying structure of production. In this section, we
therefore show how the long-run cost function can be determined from the
estimated short-run cost function and how the production function.can be

obtained from the long-run cost function.

A. The Long-Run Cost Function

We assume that the firm produces m outputs, (denoted by the vector y)
and utilizes n inputs (denoted by the vector x) at given prices (denoted by
the vector w). Then the firm's long-run total cost function, C(y,w) gives
the minimum cost of producing outputs y at factor prices w. In the short-
run the firm cannot adjust all of its factors, and without loss of general-
ity we assume that the first factor, ii,is fixed. Then its short-run vari-
able cost function C(y,i},wz,...,wn) represents the minimum costs of pro-
ducing a given output y, exclusive of the costs associated with the fixed
factor. The short-run total costs represent the sum of the fixed and vari-
able costs and are given by C(y,?i,wz,...,wn) + wlii.

Let the vector q = (y, Wos Waseoos wn). Then C(q,w]) represents the
long-run cost function, and E(q{?l) represents the short-run variable cost
function. The problem at hand is stated as follows: Given that we have a

translog approximation of C(q,?}) can we derive the long-run cost function
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C(q,w])? The answer to this question is clearly "yes" if we have an ob-
served point of long-run equilibrium; the answer is tentatively "yes" if
we do not have an observed point of long-run equilibrium.

The problem arises because the translog function only represents an
approximation around a given point of expansion and may not be a good
representation of the underlying function over the entire range. Let us
proceed, however, as if the translog function were a true representation
of the underlying function and then discuss how our procedure must be modi-

fied to take approximating errors into account.

1. No Approximating Errors

We have shown in Section I.B, above, that there is a unique re-
lationship between the value, gradient, and Hessian of the underlying
cost functions and the coefficients of the translog cost function. There-
fore, given the estimated translog short-run variable cost function, we
can derive the value, first derivative, and second derivative of the under-
cost function. If we can then derive the value, gradient, and Hessian of
the long-run cost function from their short-run counterparts at a given
point, we can also construct a transiog 1ong-run‘cost function. Given this,
we can then determine the long-run total cost, marginal costs, and factor
demands for any specified levels of output or factor prices (assuming, of
course, that the translog approximation is valid over the relevant range).

Let us begin by assuming that we have derived the appropriate short-
run variable cost function E(q,?ﬁ) from its translog approximationﬁy

Since the short-run total cost function is given by

/ . . .
5‘If we treat the translog approximation as an exact function, then

3C(q,x)) 3anC(a,xy) & The precise expression for this is given in
aq - aLng ‘g e (3.5a) above.
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C(q,x]) = C(q,xl) WXy

(3.7)
The equilibrium demand ia is given by solving the relationship
aC(a,x;)
T = -W] (38)

We also know that in equilibrium, long-run marginal costs must equal short-

run marginal costs and that variable factor demands must be identical:

L(g,x,) _C{a,w)
5 = 5 (3.9)

Finally, from Shephard's Lemma, we know that the long-run equilibrium quan-

tity of the fixed factor is given by

L(q,w,)

oW,

:x_l
1

(3.10)

*

Using the relationships given in eq. (3.8) we can therefore write that

&(q)w]) -i(qﬁx]) X]
) Wi ) X ’ Wy (3.11)

It is useful to rewrite equations (3.9)- (3.11) in compact notation

as a system of q+2 simultaneous equations in the following variables:

Cq, Cw]’ and X3
Eq - ¢ =0  (3.92)
Ex](x]/w1) ¥ Cw =0 (3.10a)
"G 70 (3.11a)

By solving this system we can thus obtain the long-run equilibrium value of

the fixed factor X{» and the long-run marginal costs with respect to outputs
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and the price of the variable factors, Cq and the long-run marginal costs
with respect to the price of the fixed factor, Cw]'
To construct the long-run cost function, we also need to know its

second derivatives. We can obtain these by performing a comparative statics

experiment in which we treat Cq, Cw » and Xy as endogenous and g and W, as

]
exogeneous and then determine how Cq and Cu change in response to changes
1
. . . . 6/ .
in q and Wys that is, we determine qu, qu], and Cw]w]' Since eq. (3.11a)

relates X to Cw » We can substitute for X3 to obtain the following ex-

. 1
pressions.Z/
Eq(q,cw]) - =0 (3.12a)
¢ (q,C )cw] C =0 (3.12b)
-+ = .
x](q’ Witow, W1 A ¢ :

By implicitly differentiating eq.(3.12) with respect to g and Wy we

obtain
T 1 T a7 o o ]
a9 qw, i ax qq
- C C ¢ 0 (3.13)
C ¢ 0 q s
WG WW 19 W W
| _ _ _ 1
C
- "1 (s +1=0
where Q = Cx]x] —W;-(s1nce Cx]/w] =0),

Q/See Appendix 3.A for a brief discussion of comparative statics.

7/Note that Cq = Cq(q,x]) and that CX](q,x]). But since X = Cw]’
¢ =% (qC )andC =C (q.C ).
q q(q W]) x;~ &, q "
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Solving, we obtain

-~ -~ _'I
= +
Caq = Cagq [cx]x]] [qu]][cx]q] (3.14a)
=-c. . TEL ]
. %, ax, (3.14b)
- . -~ -~ _’I
cW]q [cx]q][cx1x]] (3.14¢)
Cow, = L€, 4 77 (3.14d)
Wity 1%

Having obtained the first and second derivatives of the long-run
cost function, it is possible to construct a general translog long-run
cost function of the form given in eq. (3.3). If we take the solution
value of X and the associated values of the input prices and outputs, we
can obtain the coefficients of the general translog cost function from
eq..{3.6) at that point of equilibrium. Given these, we can readily ob-
tain a general translog long-run cost function that can be interpreted
as a second-order approximation to the underlying long-run cost functions.
This can be used to estimate industry and firm costs in long-run equi-

librium under different output levels and factor prices.

2. Approximating Error

Up to now we have assumed that the translog approximation is a good
representation of the true cost function and proceeded as if the translog
approximation was an exact function. Because, however, the translog approx
mation is only valid around a point of expansion, it is likely that then it
will not be valid over the entire range. Specifically, if we use the‘sam-
ple mean as the point of expansion, the translog function may not be a good

approximation around the unobserved point of long-run equilibrium.
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Since approximation error grows as the distance between the point of expansion
and point of evaluation grows, approximation error will be minimized if we

choose the point of long-run equilibrium as the point of expansion.

Unfortunately, we have by hypothesis not actually observed any point
of Tong-run equilibrium. Thus, we are required to estimate one of the
infiniteiy many possible. Under the weak regularity conditions usually
assumed of technolcgies, we know that there exists a vector of prices for
the fixed factors such that, at the observed mean values of y,x, and w,
equilibrium would obtain. This is the vector of fixed factor prices that
would lead a cost-minimizing firm to voluntarily use the mean values
of the fixed factor quantities x to produce the mean outputs y at mean
variable factor'prices w. Denote this Qector of fixed factor prices w*,
and the mean values of y,x, and w by y*, x*, and w*, respectively. Then

-— % —_
W At y*, x*, and w*, we have:

from eq. (3.8) we know that C.r

o =p Cly*s wr, x*)

= - wr* (3.15)

But E(y*, wr, X*) = e%0, since as the constant term in the translog
Cly,w,x), is the value of &n C(y,w,X) at y = y*, w = w*, and x = x*, by

the properties of second-order numerical approximation. Thus

-w X x

- Yy r
b T A Pl f (3.16)

This requires no constraints in the estimation of E(y,w,?), except that
b, < 0 for X* being marginally productive (i.e. cost-lowering), if one
is satisfied to approximate the technology around §¢. On the other hand,

if i} has been, say,in chronic excess supply (due to regulation, perhaps),



-58-

then one may wish to estimate ?} corresponding to a gi!gg_ﬁ}, as this
point of expansion (and, therefore, evaluation) would give estimates
that would better approximate the technology after the chronic excess
supply of ;} were relieved -- for example, after deregulation. In
this case, eq. (3.16) would require direct implementation by substitu-
tion in the estimating equations, and &n I} - &n iﬁ would be replaced
as a variable by &n i} - n E:, where ?: was not the mean of Y} but a

parameter to be estimated.

B. The Production Function

Just as it is possible to derive a translog approximation to the
long-run cost function from the value, gradient, and Hessian of the short-
run cost function, it is possible to derive a translog approximation to
the underlying production function has the value, gradient and Hessian of
the long-run cost function. Thus, using the derived long-run cost func-
tion, we can construct its associated production function.

Let us begin by writing the production function as

£ = F(y,x) (3.17)

where y represents the m component vector of outputs, x represents the

n-1 component of inputs and % represents the nth

factor, labor. Thus,
2 represents the amount of labor required to produce y with factor inputs
X. Writing the production function in this form implies separability be-
tween the outputs and the factor 2, but not separability between the out-
put and the remaining factors x. Consequently, writing the production

function in the form given in eq. (3.17) imposes some restrictions, al-
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- 8
though they do not appear to be too severe.—/

Since C{y,w} is homogeneous of degree one in w, we can divide both
sides of the long-run cost function by w to obtain a normalized long-

run cost function with the following form:
C* = C*(y,w*) (3.18)

where C* = C/wz and w* = (w]/wz,...,wn_]/wg).
In equilibrium, we know that the production function is related to

the cost function by the following three relationships:

L rx *) = 3.19
Fy(y,X) Cy(y,w ) =0 ( )
Fx(y’x) +w* =0 (3.20)
C;*(y,w*) -x=0 (3.21)

Equation (3.19) states the equilibrium condition that the marginal
rate of transformation equals the ratio of marginal costs, with labor as
the numeraire;g/ Equation (3.20) is the familiar condition of cost mini-
mization that the ratio of the marginal products of the factors equals the
ratio of the factor prices, with labor again being treéted as the numeraire.
Equation (3.21) is simply Shephard's Lemma, which states that in equili-
brium the factor demand is given by the partial derivative of the cost func-

tion with respect to factor price.

Substituting eq. (3.21) into egs. (3.20) and (3.19) we obtain

§/The full implications of writing the production function in this form
are described in Jorgenson and Lau (1974, 1975) and in Lau (1976). Note
that it is not necessary that labor be the normalizing factor, although
it is often more convenient to have labor act in this capacity.

2/Since both the production function and the cost function are normalized

on labor, eq. (3.19) can be interpreted in terms of marginal ratio of
transformation and ratios of marginal costs. While we could clearly
normalize on any factor, it seems natural to treat laber as the numeraire
factor. For a full discussion of the "Generalized Hotellings Lemma",

see Lau (1976).
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FyEY: C;*(y:W*)] - c;(y’W*) =0 (3.]93

F L Crly,w*)] +w* =0 (3.20a

Equations (3.19a) and (3.20a) yield a system of m+n-1 equations that can
be used to solve for the m marginal rates of transformation, Ey, and the
n-1 marginal products of the factors, FX.

We are now in a position to perform a comparative statics experiment
in which we treat y and w* as exogenous variables and Fy, Fx as the endo-
genous variables. Thus differentiating eq. (3.20a) and (3.19a) with

respect to w* and y respectively yields

R G 120 o (3.22a]
Fry * FraCiiny = 0  (3.22b]
FyxC;*W* - C;w* =0 ' (3.22c,
F +F C* -C* =0 (3.22d)

Yy YX WY Yy

Solving for Fxx’ F.,» F Fyy we readily obtain

Xy’ " yx

Fry = (0% ] (3.23a)
Fry ™ ™ FroCiny | . (3.23b)
F_yx = - C;w*Fxx (3.23c¢)

Cx - F

Fuy = Chy = FuuCiny (3.23d)

Equations (3.23a) - (3.23d) completely characterize the relationshi
between the Hessians of F(y,x) and the Hessians of C*(y,w*), while egua-
tions (3.19) - (3.22) completely characterize the gradient. Therefore,

we can construct a Taylor's approximation (at an arbitrary point) to the
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production function that is dual to the long-run cost function. If the
translog cost function is derived around a point of long-run equilibrium,
it should be a reasonable approximation of the underiying cost function,
and the production function derived from it should be a reasonable approxi-
mation of the underlying technology.

To recapitulate briefly, having estimated a translog approximation
to the short-run variable cost functions around a long-run equilibrium,
it is possible to determine the short-run marginal costs and factor de-
mands at that point. From this translog approximation to the short-run
variable cost function, we can then derive the value, gradient, and
Hessian of the underlying short-run variable cost function and from these,
the value, gradient and Hessian of the underlying long-run cost function.
Given these, we can then not only construct the translog approximation
to the cost function, which can be used to estimate long-run marginal costs
and factor demands at points other than one of long-run equilibrium, but
also the value, gradient, and Hessian of the underlying production func-
tion; and these latter variables can be used to construct a translog
approximation to the underlying production function. Consequently, esti-
mating a translog approximation to a short-run variable cost function
around an arbitrary point, it is possible to derive estimates of short-
run marginal costs and factor demands; long-run marginal costs and factor

demands; and the underlying structure of technology.
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111. Aggregation and Quality Differentials

Most analyses of transportation cost functions use grois measures
of outputs ard inputs such as ton-miles and total rolling stock. Since
however, the output mix as well as the way the dood is carried (size
of shipment, length of haul, etc.) can affect carrier costs, it is
necessary to disaggregate ton-miles in such a way that reflects these
differences. Similarly, because the mix of rolling stock and the compositic
of that work force can also affect carrier costs, differences in the composi
tion of the various types of factors must be taken into account.
Nevertheless, because transportation firms normally produce a wide
range of outputs at different levels of quality and also utilize a wide
range of inputs, also with different levels of quality, it is virtually
impossible to introduce specific variables in the cost function for
each type of output and each type of specific factor. Thus aggregation
of factors and outputs is necessary. This section, therefore, discusses
various proposed approaches to aggregation which ensure that, under cer-
tain conditions, the underlying cost function will not be mis-specified
by the aggregation procedure.

A. Attributes of Aggregation Functions

Suppose that a given firm has N "micro" factors, denoted by x's,
which it uses to produce M micro outputs, denoted by y's, according

to the general transfirmation function
‘. e Y e
Llygseees sy Apeeees X)) 0 (3.24)

Let us stratify the outputs and factors into the mutually exclusive and

1

exhaustive output category vectors y ,..., ym and input category vectors

x],..,, xn, each of pussibly different lengths, so that each micro output
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or input is included in ore (- 'd only one) category.

Let us furthermore define an aggregate output or factor measure as

Hi(yh (3.25a)
6J (x9) (3.25b)

Yi
xJ

Then the functions Hi(yi) and Gj(xj) are acceptable aggregations if and

only if a transformation equivalence is satisfied such that:

™ =0 (3.26a)
is equivalent to
tYqaees Y3 Xqaeeeaxy) = 0 (3.26b)

We can similarly express aggregation in terms of cost functions.

Thus let us define an aggregate factor price measure as

W= Bad) (3.26¢)

where wY represents the vector of factor prices corresponding tc
the factor vector x3. Then the functions H'(y') and E3(wJ) are accept-

able aggregations if and only if the cost equivalence is such that

(3.27a)

Cly, w) C(y],..., Yy Wyseees wN)

el YW, WY (3.27b)

where Y1 = Hi(yi) and wJ Ej(wj)

Thus the problem at hand is to determine the functional form of

i j .
H' and EY that will ensure that the transformation and cost equivalencies

are satisfied.
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Clearly simple addition to obtain output measures such as ton-
miles or input measures such as freight-cars will not in general
satisfy these conditions.lg/ Even if two firms produce the identical
ndmber of ton miles, one would expect their costs to be different if
(for rail) one was specialized in coal traffic and the other was
specialized in TOFC; or if (for truck) one was specialized in truckload
traffic and the other was specialized in less-than-truckload traffic.
Similarly, one would expect costs to vary among firms as the composition
the fleet or rolling stock varied. Consequently, any acceptable aggregat
must be able to take these differences into account.

In recent years, a considerable amount of work has been done on
aggregation functions and index numbers,ll/and it has been shown that
if the aggregation functions, Hi, Gj, and Ej are homothetic, it is
possible to construct index numbers of the aggregation of yi, xj, and wj

which act in well behaved mannerigf Homothetic functions are formally

defined as a monotonic transformation of a homogeneous function. Thus

o= hi[f; (yH)3 O (3.28
Gj - gj[fi (XJ)] ' (3.28t
el = eIred ()3 (3. 28

Jﬁy&o utilize these measures, one must implicitly assume that the con-
ditions for employing the Hicks composite good theorem obtain, that
is: (a) each firm must utilize the same proportion of micro factors
and produce the same proportion of micro outputs; ard (b) these pro-

1 ortions are invariant to the scale of output.

—'See, for example, Samuelson and Swamy (1974), Fisher (1969) and the
references cited in these papers.

“"jThat is, they satisfy the following: if prices double, the index
doubles; the index between two dates is invariant to the base period;
the index is invariant to the unit of the goods (tons or pounds) or
the unit of money (dollars or $1,000 dollars). ,
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where h‘, gJ and e’ are monotonically increasing functions with h1(0) =

gJ(O) = eJ(O) = 0; and f;, fi, and fg are homogeneous functions of degree

J take scalars to scalars, we can estimate then

one. Since hi, gJ, and e
the relevant cost or production functions by substituting f;, fi, or fg
for Hi, Gj, or Ej.

We can interpret this procedure as follows. For the production
function, the N micro factors are combined to produce n abstract inputs,
which are then utilized according to eq. (3.26a) to produce m abstract
outputs, which are then divided so that eq. (3.25a) is satisfied in each
output subcategory. Similarly, on the cost side, the optimal (cost-mini-
mizing) method of producing the given bundles Hi(yi) from the abstract
inputs Gj(xj) is determined via the production function, and then each
abstract output Hi(yi) is produced via the cost function, eq. (3,27b),
for the components of the abstract fixed factors Gj(ij) and the abstract
prices Ej(wj) of the variable factors. Note that the assumption that the
aggregation functions are homothetic does not imply that the overall
production process is homothetic.

Although the assumption of homothetic aggregation functions may
appear restrictive, it is not really so. All it states is that the
jndex number generated by the aggregation function is a monotonically
increasing transformation of a linear homogeneous function relating
micro inputs or outputs to aggregate inputs or outputs. In any event,
there is really no alternative. If one rejects homothetic aggregation,

" it has been shown that there is not generally any aggregation function
that exists with the desirable properties with respect to measurement
scale and so forth. Thus in the absence of homothetic aggregation,

one must utilize totally disaggregate data, which, of course, is gener-

ally infeasible in view of the large number of different inputs and out-
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puts associated with transportation firms. On thé other haﬁd; if one
ignores the restrictions imposed by homothetic aggregation and simply
adds together ton-miles or freight cars, it is likely that extreme
biases will result in the estimated cost or production functions. Con-
sequently, there seems to be relatively little alternative to the use
of homothetic aggregation functions, which can, in fact, be quite

flexible and general.

B. Approaches to Homothetic Aggregation

In the most abstract theory of the multiple output firm, in which
outputs are choice variables of the firm, output prices are given to the
firm, ahd, as a consequence of profit maximization, price equa]g mar—l
ginal cost, there is no fundamental difference between the theory of
output aggregation and the theory of input aggregation. In fact, in the
pure theory of the perfectly competitive firm, inputs and outputs are
treated symmetrically.

In the transportation industries, however, it probably does not
make sense to treat factors and outputs symmetrically for two reésons.
First, even though these industries are regulated, price is typically
different from marginal cost and the firms.have the ability to excercise
some monopoly power; and second, while micro factors are usually avail-
able in discreet units, micro outputs are usually available in a continuum
of goods of a different quality, as measured by size of shipment and
length of haul. Consequently, there are some operational differences
in approaching aggregation of factors and outputs in the transportation
industries. ‘

We will first discuss the general approach to aggregation in the

context of factors and then show how the analysis may be modified for



outputs.

1. Factor Aggregationlg/

fying a convenient form for fi or fi , the homogenanus quantity and nrice

aggregations respectively, and r

factor share equations 2+ functions of guantitic - = nrices. From the

resulting quantity or price index (denoted

oy

¥y G and P} the correspon-

ding price and quantity indices are impiicitiy defined by

_ Expenditures in t o
Po(t) = Qo(t) (3293)
Q(t) = Expenditures in t

0 P (t) (3.29b)
0

~

Samuelson and Swamy (1974) have shown that the indices (QN,PO) and

(QO,PO) have the desirable propertizs cuncernirg inw

ENt
$¥

snre witn respect

to units and time. Since, however, 1f is szneraliy true that FO# P0 and

Qof Qo , one has a choice of constructing either a price or a gquantity

index explicitly and defining the other implicitly. Let us consider the

construction of a price index first.

‘e to group the

firm's inputs into categories x“(j=1,...,m). The problem then is to

Pyj

determin: 2 sirgle meesure coryeinina’ag to the coiganents of each

vector « . Lonceptually, (02 oocoter can be sonc.ed oy assuming that

the firm has a sub-production problem, to transform the micro factors

3 . . 2 ] b
x?,.h.,x , into a simple agaregate faiior x7 . Thus, wz assume that the

b
. , ) . - . 1 3 J - .
firm has & prowuttion functign relating =< io x]a.;‘,x%, which is seper-

13/, . . . .
*"/Th1s section relies on the work by Diewert (19743
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ab1e.l£/ Corresponding to this, we furthermore assume that the firm has
a sub-production function, relating the costs of producing each abstract
factor to the factor prices of its associated micro factors. From egs.
(3.255) and (3.285)we know that x? = 6 (%) and 67 = ?[fI(xI)1. Be-
cause, however, hj is a montonic transformation of fi, it simply takes

a scalar into a scalar and can consequently be ignored. Thus by the

assumption of separability of the sub-production function we can write

dod ) = 6l 0 (3.30)

where fi is the aggregation function for factor subcategory j, w is a
vector of the factor prices associated with subcategory j; and ¢J is

the unit cost function of the jth subcategory. Suppose, for example,

that ¢J is translog; then

o) = exp[d, + I o gnw + %—X ) 81kinw )¢ (3.31)

k]

We can therefore write the share of the ith component of the jth sub-

category as

J
a. +- ikgnwk (3.32)

After imposing the conditions of symmetry and'homogeneity, we can

estimate the factor share equations for each component of the jth

subcategory and obtain estimates of each a; and each Sik’ Using

an arbitrary normalization to obtain d_; ,we can then obtain the

0J
function ¢J from eq. (3.31). Then eq. (3.23t) is used to obtain an impli-

-L@Note, however, that this contains no assumption concerning the separa-

bility of the total production function that relates all outputs to al!
inputs.



-69-

cit quantity index S o .
g = - . Cdun) et (3.33)
) ) P w)

To calculate an explicit price index, we adopt a similar approach, and
assume a specific functional form for fi and estimate its associated
factor demand equations and combine these estimates (along with an ar-
bitrary normalization to obtain the constant term) to obtain a quanti-
tative estimate of fi. For instance, suppose fi is translog; then its
factor demand equation is given by

- J
- ai + B]kinxk . (3.34)

W)
i

WJ’XJ

—r Cde

X

After imposing the necessary symmetry and homogeneity conditions, the esti-
mates of the equations corresponding to eq. (3.31) can be combined with
an arbitrary normalization to completely specify fi. The aggregate

factor price (WJ) is then obtained by the relationship

- : j, 3.3 J..J
p= W = WX o WixPoo W X (3.35)

A related approach to aggregation is considered by Diewert (1974).
Under this formulation, we choose a functional form for fi which is con-
sistent with an index number formulation that depends only upon obser-
vable prices and quantities. In this approach, it is unnecessary to
estimate specific factor share equations.

In particular, Diewert calls a quantity index Q exact for fi

if it satisfies

X t° J pd I J . :
I Q(Po’Pt’xo’xt) (3.36a)
fx(xo)



o %

where f is a homogeneous aggregation and the subscripts o and t refer
to the base year quantities and prices and the current year quantities
and prices. Thus a quantity index is exact if the ratio of its present
value to its base value is a function of the prices and quantities in
the current and base time periods. Similarly, an exact price index

P for the unit cost function, satisfies the relationship

e e = { j J j j
P \PO,Pt,xofxt) (3.36b)

Then, Diewert defines an index number to be superlative if the
function for which it is exact is capable of providing a second-order
approximation to a homogensous function.

15/

Diewert ({1674) and others— have argued that the following in-

dex number has these deswrable properties

olz,)  h oz, (S, *+S.)
_.r_,_t_r” = 7] (_r’..t) 2'7it 10 (3.37)
A N

ot

where S§ is the cnet chare of zhe ith micre factor in period t and Sio

is the cost share in the base period and the 2's represent factor prices

or quantities, depending upon whether we use a price or quantity index.

In particular, this index provides a discrete approximation to the

Divisia index, is exact for translog fi or fi, and, therefore, is superla-

tive. Furthermore, its use does not require the estimation of factor

£
lj%ee 1. Fizhay (30 Torngquist (1936), Theil {1967), Christensen and
Jorsenson {%gii} and Starr and Hall (1876). In the latter two papers,
it was also used to provide a discrete approximation to a Divisia index.
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share equations; numerically, it differs from the estimated translog
index, given by equation (3.31), only because of the stochastic speci-
fication implicit in the latter.

For these reasons, we will concentrate on (3.37) for factor ag-
gregation. Nevertheless, some analysis with all types of aggregator /
functions will be useful to test for consistency. Thus we plan to explore
the application of each of the various aggregator indices described
and use eqs. (3.33), (3.35), and (3.37) to determine the best aggregator

index.

2.  Qutput Aggregation

The usual theory of aggregation assumes perfectly competitive mar-
kets, that is price equals marginal cost in product and factor markets,
and that the micro units (factors or outputs) are available in a finite
number of different qualities (or that each firm has the same proportion
of each quality type within each generic category). Since, however, trans-
portation firms typically produce at prices that differ from marginal
cost and since they can produce a continuum of different outputs by
varying the length of haul and the size of shipment, neither of these
assumptions will usually be met with respect fo output. Thus, we need
to modify the usual approach to aggregation.

To fix ideas ‘concerning the problems caused by the divergence
of price from marginal cost, let us first consider the usual case. Thus

suppose the firm faces the production function
t(H (¥15Y5) seeeslys XyseeesXy) =0 (3.38)

where Y5 represents the micro outputs; xj represents the micro inputs, and

H‘(y],yz) represents some aggregator function on the first and second
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micro outputs. The cost function is defined by

Cly,w) = mln wex sot t(y,x) =0 ' (3.39)

Consider two different ocutput vectors, y'=(yi,yé,§s,...,§“) and
y"=(y{,y§,§é,...{§h), which are identical except for their first two
components. Furthermore, let the aggregator functions for 2 and Yy

be such that

] [} ] 1 1] " ]
H'(yq¥5) = H'(y1sy5) = ¥ (3.40)
Clearly, C(ysw) = C{y'w), since from the cost function, eq. (3.39),
we khow that identical x's are required to produce y' and y". Thus

if the firm is instructed to cost-minimize subject to Y]

culrur w1y =
= H (.y]9y2) =
H1(y¥,y§), the precise output configuration is indeterminate.

If, however, the firm is a price taker and profit maximizer, the
the Y14, comtination it chooses will solve the problem

max Py *+ Po¥, set H'(yy.y,) = Y (3.41)
Y1+Y5
for some Y]. Thus the problem is determinate; and it is upon this fac
that the usual theory of aggregation is.based.

When the government (or a rate bureau) sets cutput prices and r
quires that firms satisfy all demand forthcoming at that price, the
firm is no longer free to adjust quantity in a profit maximizing way.
Only by chance, will the quantity produced be the profit-maximizing
quantity, and price may either be above marginal cost (implying that t
firm would like to sell more at the regulated price) or below marginal

cost (implying that it would Tike to sell less). In either case, we

cannot determine the equilibrium quantity ¥y and 2 by solving the
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profit-maximizing problem given by eq. (3.41), since 2 and Yo
are no longer control variables of the firm. In effect, the firm has
an output restriction imposed upon it such that the quantity supplied
equals the quantity demanded at the regulated price. "

To see the implications of this for aggregation let us assume
that the micrc output of ¥3 is fixed at }é and that we want to determine'
the appropriate aggregate for Yy+¥os and Y3 We thus write the trans-

formation function as
t(H?( ¥a)s) Yns X Xy) = 0 (3.4
,Y]Sy29 3")'49---3 MS ]3“‘,{4 - 2)
Then the (y],yz) configuration‘éhosen by the firm solves the problem

max Py *PyY, set H1(y] WYps¥) = v ¥3Y3. (3.43)

This can be written equivalently as:

max - pyYy * Py, st H (yys¥5) = v! (3.43a)
y],yz
where ﬁ] is a function that depends upon the constant }é, which has been
subsumed. If ﬁ] is homogeneous of degree that is independent of }5,
then a suitable aggregate measure for ¥ and Yy, can be found, since H1
can then be written as a monotonic transformation of a linear homogeneous
function. In general, however, such a function is extremely difficult
to findléj
This implies that unless we can find an aggregator function ﬁj

that is homogeneous of degree that is independent of the restricted

ny%he Cobb-Douglas function has this property, but it implies a transfor-

mation locus that is convex to the origin. The translog function and
other usual aggregator functions do not have this property.
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outputs, we should never include a micro output for which p # mc

with micro outputs where p = mc in any given aggregate category.
This gives us an approximate rule to follow for output aggregation:

a category (aggregate) can only be formed when no micro output in that
category is more severely restricted than the cothers.

Suppose, however, regulation is such that the price levels of t
broad aggregates are regulated, but that some freedom is permitted
with respect to the micro outputs. This may actually be the case, sin
the ICC appears to have certain notions about the rate levels for broa
classes of commodities, but permits considerable lattitude for specifi
commodities. Certainly, the value of service rate structure has thes
characteristics. In this case, let us define an aggregate Yj =
Hj(yj,...,yi), whose price is directly regulated and whose quantity
is implicitly regulated by the constraint that the firm must satisfy

the existing demand at that price. Then the firm's sub-problem is to

max g opd eyl st Wiy =y
J J h h h
.Y],-.c,_yh

(3.4

Thus the firm is free to set its micro quantities in a second-best
profit-maximizing manner. Since the firm will set prices proportional
to marginal cost in this case, this means that aggregates can be founc
for micro outputs whose price bear the same relationship to marginal
cost.

As a practical matter, this means that aggregates should be
formed from outputs which are subjected to the same regulatory con-
straints, which have similar demand functions, and which impose simila

marginal costs upon the firms. For example, this means that grains,
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coal, and manufactured commodities should not be aggregated into a
single output measure, but that it may be acceptable to aggregate
different types of grains into a single output measure, and simi]ér]y

for coal and manufactured commodities.

C. Quality Adjustments

The second problem with output aggregation arises from the con-
tinuum of quality levels (e.g., size of shipment). Ideé11y, we would
1ike to treat a discrete number of quality levels as separate goods
and proceed in the manner outlined for factor aggregation. Lacking that,
even if the continuum of quality levels bunched around a discrete num-
ber of values, we could still proceed in the conventional manner.

Since, however, there is no a priori reason to expect such bunching to
occur in the case of transpcrtation outputs, we must accordingly modify
the aggregation theory outlined above.

To state the problem formally, let us assume that each firm pro-
duces n vectors of output, yl,...,yn, each of which has an associated
Qector of quality levels, q],...,qn, where qi is of arbitrary dimensiongly
Let us furthermore assume that each output price is a function of quality
and that the firm's technology is such that production is readily separ-
able, that is the components of each output category can be written in
terms of an aggregate index. Thus, the firm's problem is to choose out-

put quantities and qualities tc maximize profits

J-z-/Thus if y1 represents the ith category of output, its micro components

can be described by_y%,...,ylz Th quality vector q1 would then have
components q;,...,qL, where qL would also be a vector of qualities asso-
ciated with the micro output yg.
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mx  w=7p(qa)y - Ccluly1q1),-. 0" (0", X W]

q',y'
’ (3.45)

where x is a vector of fixed inputs and w is a vector of prices of the
variable factors, and wj(yi,qi) represents a function relating the micro
components and their related qualities to some aggregate measure.
Analogous to the usual aggregator functions, it seems desirable
to assume the following three properties of the wi functions for all i

(1) '(0,q') = 05 ¢' is defined for all y' >0, q' > 0; and
v'(y'.q') >0 fory' >0, q >o0.

(i) w1(y],q1) is homogeneous of degree 1 in _y1 for fixed q1.

(i11) w’(y1,q1) is monotonically non-decreasing in q.

Assumption (i) is straightforward and simply state that the aggre
gate output measure must be zero if its micro output components are zerg
and that as long as one micro output is positive, the aggregate output
measure must also be positive.

Assumption (ii) states that doubling the level of micro outputs
will double the level of the aggregate output measure, but "doubling" tt
quality measures for fixed y need not double the aggregate output
measure. Thus the definition of the output measure (tons, ton-miles,etc
can have important implications for the measurement of aggregate output.

Assumption (iii) specifies that output with higher qualities

is ceteris paribus at least as difficult (in terms of input requirements

to produce as the same generic cutput with lower qualities. One way of
interpreting this is to view qualities as freely disposable. This assumi
tion is entirely plausible when output qualities are separable from
specific inputs, as we have assumed here. On the other hand, no assump-

k3 » - - 1
~ tion about the concavity of w?(y’,q1) in q1 for fixed y is made since
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measures of quality may have no natural units of expression: JET may
serve as well as qi in the sense that wi(yi,VgTs could represent the
"y-technology" as well as wi(yi,qi), but such a transformation could
affect the concavity-convexity behavior of wi( - ).

The problem at hand is to estimate a cost function of the following

general form:

L) "M, X, Wl (3.46)

ey (y

where wi(yi,qi) is some aggregate output measure that is controlled for
quality; x represents the vector of fixed inputs; and w represents the
prices of the variable inputs.

There are basically two approaches to estimating this cost func-
tion. The first approach is more familiar and involves deriving a
standardized output measure where quality differentials have been taken
into account. The second is to estimate the cost function directly, making

the appropriate substitution for ¢1(y1,q1).

1. Hedonic Adjustments for Quality

The usual approach to accounting fdr quality differentials is
to determine a "standard" price for a "standard" level of quality, and
then deflate revenues to obtain a "standard" level of output, which we can
use to form aggregate output measures in the usual way, taking into
account differentials between prices and marginal cost.

Specifically, let us consider a specific firm's output category
i, which is composed of micro outputs yi,...,y: that have been chosen
to ensure that their price/marginal-cost ratios are comparable. By
assumption, however, the quality levels of yl # yi. Let R:f represent
the revenues from yi and p: represent the price of yi, vhich we obtain

by dividing revenues by the relevant output measure (presumably tons
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or ton-miles). We then estimate a hedonic regression,l§/ relating
the price of the micro output to its quality characteristics and
some specific attribute of the firm. If each output has H quality

dimensions, we can postulate the following general relationship

i i o
- - )
p o Pe A - a5 -0, Ag) | (3.47)

where q;i and Eli respectively represent the actual and mean quality

dimention i associated with micro output y;-and A; represents specific

attributes of firm f. If, for example, we had a time-series, cross-

section sample of output yi, we could estimate the following regression:lg/
" 7t + ] 7yl (3.47a)
P =q + )y d, +)BF_+ ) vy 3.473
rft S f f pz2 7T
H .
—i
+Va_(ql . -7)

where p:ft represents the price of commodity r in category i at time t

for firm f; d_ represents a time dummy (1 if period t; O otherwise);

t
Ff represents a firm dummy (1 if firm F; 0 otherwise); C; represents

a commodity dummy (1 if commodity r; O otherwise); qlst represents

the quality dimension s associated with commodity r at time t; and

—i
q

s represents the mean quality dimension s, over all firms, time periods

J-E—S-/See Rosen (1974) for a good discussion of the use of hedonic regressions.

lg-/Note that we standardize the base period (t=0), the first firm (f=1)
and the first commodity (r=1). Moreover, there is no reason why this
relationship needs to be 1linear. In fact, since a linear formulation
could result in negative standardized prices, it is probably desirable
to estimate a hedonic regression in a logarithmic form that includes
interaction terms.
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and commodities.
* 9 .

We then define Pr% as the price of the micro-output y; at a
standard quality level at time t and estimate it by assuming that each
firm's quality is at the mean quality level. Thus, for firm f

p*i s o 4 ud, + B, 4y Ci
rft o} tt ff rr
We now are in a position to construct a price or a quantity index. To
obtain an aggregate output measure, it is desirable to construct an
aggregate price index and then obtain an aggregate output measure by di-
viding revenue by the price index. The aggregate price index for each firm

js constructed by the following expression

i o\WEl.. + i,
. h /p ! srft * Srfo
IP; = T rft

t

*
r=1\P

rfo

(3.48)

*q * 4

where Pr}t and Pr}o represent the standardized prices of commodity r
. . . . i i

for firm f in the base and current periods; and Spft and Srfo represent

the revenue shares of commodity r from category i in the base

and current periods for firm f. The aggregate output measure

of category i for firm f in time t (Y%) is then simply defined as

i _ pi i
th = th/ Ipft (3.49)

where R}t represents revenues from category i for firm f in time t.

A similar analysis which constructs a Divisia quantity index

can be performed by deflating each micro revenue by its P:;t:
1’
*j - ert
yY‘ft p*'i
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i
ft
output quantity can then be used in a Divisia index number formula

to obtain the quality-adjusted micro output measure y: The micro
analgous to eq. (3.48) to provide an index of aggregate output quantit
This index, when divided into aggregate revenues, yields an alternativ
aggregate price index.

While attractive, this approach has a number of problems associ
ated with it. Specifically, it requires that a very special relation-
ship must exist between the technology as embodied in the wi's and the
market functions, pi(qi), and it does not seem that in general such a
relationship should obtain except under perfect competition.

Let us consider the assumptions about wi that are made when de-
flation by an estimated hedonic price index is performed. Basically,

there are three steps involved in the procedure.

(i) Estimate p1(q1) directly by means ‘of a "hedonic" regressi

analogous to eq. (3.47).

(ii) Define p*i(q*1) by setting the value of each level of
quality equal to its mean and implicitly define the "deflated" value

of output as

* 4 * 4
p (g ')
*y o
(iii) Estimate the value of c(v l,x,w).

While the estimation of p’(q‘) involves some subtle issues,al/

we shall concentrate upon the implications of the determination of
*q

¥ . In particular, we want to explore the question of what assump-

s
tions are being made about y when deflation by an estimated hedonic

Zg'/See Sherwin Rosen (1974) for a good discussion of this problem.
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price index is performed.
To answer this question, note that any solution to the profit
maximization problem also solves the i=1,...,n sub-problems of the

allocation of micro outputs and their associated quality levels.

mx  p'(g’) -y’ s.t. V(y.q) =9 (3.50)
y',q'

or
L = p'(q") -y +alv'ly'a) - T) (3.50a)

This follows from the form of the separability of the cost function and
the assumption that each firm is a competitive price taker. Thus
once the iﬁ's are chosen, the allocation of the yi's and qi’s must solve
the sub-problem given in eq. (3.50) or else, revenue (for identical cost)
would not be maximized, since the yi,qi decision given the Ed's does not
affect any other output market.

Thus let pi(qi) . yi denote the revenue accruing from the ith
‘output aggregate for the quality bundle actually chosen by the firm;
and let q*i be the “"standard" quality bundle for category i. From the

maximization sub-problem given in eq. (3.50), we know that
. i C L .
pia) cy' > plg ) ey (3.51)

where y*i is chosen to satisfy wi(y*i,q*i) = Ej, that is, the maximum

output that could have been produced at the standard quality q*i would

have realized not more revenue than the bundle that was actually chosen
did.

Hedonic deflation defines



*i & ke 3.52
p '(q ') (

with the last inequality holding by virtue of eq. (5.28). Since
C s g .
w1(y1,q 1) is nomogeneous of degree one in y’, an arbitrary choice of

numeraire allows the above, eq. (3.52) to be written

, i s .
f1=p(q) y 3y1=¢
p'(q )

as
o .
vViylag )z y (3.53

From this we see that hedonic deflation never underestimates aggregat
output quantities, and will typically overestimate them except in the

special case when

i_ =i

"
Voofory' =Y (3.54!

i, 1 i i, *i
P(Q) =y =p(qa') y
that is, when revenues from different breakdowns of a given ¢1 are
alwaxé the same. Suppose, for example, that w1 is fixed at Eq;
then all (qi,yi) that satisfy w‘(yi,ql) = Eﬂ generate the same revenut

N s
the level of which k is a function of w’. Thus we have

pidl) v = p'(d™) -y = K@) (3.55¢
Virtal) = v M) - 7 (3.5t
IREAGY - (3.55¢
BREACACN (3.55¢

Since w’(y‘,q ) is homogeneous of degree one in y, k (w )
is also homogeneous of degree one in w Fixing w ,» we therefore ob-

tain
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7 ] 5 3 S % . . . . . s
p'(q") -+ y(q") = k', Yy gt s iy g - T (3.56)
It follows directly from this that

CoL o x
yiqh) = Klu) (3.57)

or that
Viyha) sl =k (3.58)

*
where k is chosen so that the normalization

* »
-ik ® . .Y1 (3.59)
p(q ')

o
Wiy'ag ) =

is satisfied.

From the forgoing analysis, we can therefore see the following:
Hedonic aggregation using estimated hedonic price frontiers is exact if
and only if the aggregator function wi(yi,qi) is proportional to the
inverse of the "frontier" price of qi. This apparently indicates that
a very spec1a1 re]at1onsh1p must obtain between the technology as em-
bodied in the w 's and the market price funct1on p (q’); and it does
not seem that such a condition should genera]]y obtain except under
perfect competition. Furthermore, hedonic aggregation, if correct,
implies that firms motivelessly place themselves in the quality space,
since any efficient production bundle will realize the same revenue for
identical costs. Note, however, that the distribution of the firm's
production of the wi's as aggregates is not motiveless, but depends

upon differences in x and w.

2. Hedonic Cost Functions

As an alternative to hedonic deflation, we can incorporate the
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¢1function into the cost function and estimate it directly. Briefly, this

approach requires us to approximate wi by
£n wi(yi,qi) =a + ) a zny; + 7 b, lnqz
+ % ) Ajz lny; lny;
+ % ) Bjk lny; an;
+ %-2 IC, znql lnq: (3.60)

where we impose the relevant coefficient restrictions to ensure that wi is
linearly homogeneous in yi.gl/ Thus in estimating the usual translog cost
function and its associated factor demand equations, we substitute for'yi
the expression for wi, given above. The result is a system of non-linear
equations with the number of parameters equal to

Lot vanes) o T(ed+0,+2)
2=1

where @ =1 + the number of quality dimensions of the zth

output and

N =(m+n), that is, the number of aggregate outputs (m) plus the number

of fixed and variable factors (n). The model is apparently identifiedrg?
Since direct estimation of hedonic regressions does not involve the

restrictive assumptions involved in hedonic def]atioﬁ, it seems to be a

theoretically superior approach to quality adjustment. Against this

theoretical advantage, however, must be weighed the increase in variables

if some previous aggregation is not made over commodities .23/

z-]--]See Section IV, below.

gg/rhis is aided by the assumption of weak separability in the cost function
and the homogeneity of y1 in yl.

23/ This approach is used in estimating trucking equations, discussed in
Chapter Four, below.
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1v.. Estimation of the vi-o. L, _L.i -unction

We begin by specifying a general long-run translog cost function
and show how we can test for homogeneity, separability, and non-joint
production using this function. We then show how the long-run translog
cost function and its associated tests must be modified in the context
of a short-run cost function. Finally, since the general translog for-
mulation is not in suitable form for estimation, we show how the speci-

fic estimating equations are derived.

A. The Long-Run Cost Function

Let us being by writing a general translog function astd/

2n C(y) = o +aing + %-znq' BANG (3.61a)
‘where q represents a (Nx1) vector of outputs and factor prices, o,
represents a scalar; o represents a (1xN) vector of coefficients

associated with the first-order terms; and 8 represents a (NxN) matrix.

of coefficients associated with the second-order terms.

This general expression can be given more intuitive meaning if

24/
“/Since we will generally take the sample mean as the point of expansion

we can interpret the q's as deviations from the sample mean and can
similarly interpret the coefficients as the value, first derivative,
and second derivative (with respect to &nq) of the log of the under-
lying function, evaluated as the sample mean.
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we partition the vector q into factor prices and commodity outputs
and partition the vector and matrix of parameters (o and B) into the
relevant interaction terms between factor prices and commodity outputs

as follows:
[]

g=(w 1 y)

where w represents an (nx1) vector of factor prices and y represents

a (mx1) vector of commodity outputs and n + m = N.

w

where A represents an (nxn) symmetric matrix of parameters associated
with factor price interactions; B represents a (nxm) matrix of parameters
associated with the interactions among factor prices and commodity outputs
(note that (B') = B); and C represents a (mxm) symmetric matrix of para-

meters associated with commodity output interactions.

a=(a 1¢c)

where a represents a {nx1) vector of parameters associated with factor
prices and ¢ represents a (mx1) vector of parameters associated with
commodity outputs.

In matrix notation, we can then write the translog cost functions as



gn Cly,w) = a, + (a)c) 2

en (w

no| -

<
A
f———

Performing the indicated multiplica

m

2n C(y,w) = a + 1

a.inw,
j=1 1 i

n

tion, we thus obtain

?
+ c, iny
g1 TR

;7 N .
t5 11 Ry vy Lnw

i=1 j=1

n

|~

i=1 2=1

1

m
Yo 1 (B + B )enw any,

* 5 ) Copp ANy, 20y,

2=1 h=l

| (3.61b)

(3.61c)

The function described in eq. (3.61c) is entirely general and does

not require homogeneity, separability or non-joint production.

Never-

theless, using this translog cost function, we can test a series of nested

hypotheses concerning questions of homogeneity and separability as well

as hypotheses concerning non-joint production.

1. Homogeneity and Separabili

ty

Figure 1 illustrates the structure of the nested hypotheses con-

cerning homogeneity and separability.

[ 4

We thus being with a general trans-
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Figure 1. Tests of Underlying Production Structure

Usino Translog Cost Functions

(1) General Translog Function

C(y,w), possibly not homogeneous in w

General C(y,w), homogeneous in w

VN

(3) Homogeneous of arbitrary (5) Separable (multiplicative)
degree u in y ///////////
(4) CRTS (6) Homogeneous of degree uiny
7Parable \
(7) CRTS and separable (8) Cobb-Douglas, not CRTS

N\

Cobb-Douglas, CRTS
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log function (1) and derive the restrictions necessary for cost-mini-

mization (2). We then derive the necessary restrictions for production
to be homogeneous of an arbitrary degree in output (3), and for produc-
tion to be subject to constant returns to scale in output (CRTS) (4).

We then derive the restrictions necessary for production to be separable
(5), and separable and homogeneous in output (6). Finally, we indicate
the combinations of restrictions needed if production is subject to CRTS
and is separable (7); if production can be described by a Cobb-Douglas
technology of arbitrary degree in y (8); and production can be described
by a CRTS, Cobb-Douglas technology (9).

The basic theory of cost-minimization requires that the cost func-
tion be homogeneous of degree one in factor prices (w). We thus develop
the necessary restrictions on the parameters to ensure that C(y,w) be homo-
geneous of degree one in wfﬁyNote that since C(y,w) is symmetric in w and
y, we can easily extend the analysis to derive the necessary restrictions
for homogeneity in output (y) of an arbitrary degree.

Homogeneity of degree one in w for fixed y requiresgéf

Cly, w) = AC{y,w) (3.25)
Thus | "

2n Cly,xw) = 2n[AC(y,w)]= 2n) + 2n C(y,w) (3.63)

By direct calculation, we therefore obtain

g-5-/See Spady and Friedlaender (1976) for a proof that a translog approximation
to a homogeneous function of degree k must also be homogeneous of degree k.

Zg/This is only a demonstration of sufficiency. For a rigorous proof of
necessity and sufficiency, see Spady and Friedlaender (1976).
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n m
in Cly,w) =apg+ ] a,(enh+ gnw)+]

c,&ny
i=] g=1 ¥ L

N —

m 0
7Y AL{snx 4 gnow ) (&) + &0 ow,)
i=1 =1 Y ! J

N —t

mom
121 121 (Big * B@i)(gnk + ;) (e y))

m

m
Y Y C,. &ny,2ny (3.64)
2=1 h=1 2h £7Yh

| —

Thus

n
2n C(y,\w) = &n C(y,w) + ¥ a;, i
| i=1

1 n n 2
+3 11 A L)%+ a2 w,)]
i=1 j=1 W
] n m . .
tz Ly LBt By linien (3.65)

Examination of the last two terms of equation (3.65) indicates that their
magnitudes depend upon the £&n wi's and the &n yg's. Since we do not
want to impose any restrictions upon magnitudes of these variables, we want
to impose restrictions on the parameters that will ensure that these terms
equal zero. |

Examining the last term first, since Biz = Bii’ we have

n

N e L ]

n
; Bil Ln Yo © 0 (3.66)
Clearly, this term will equal zero if

2=1,....m (3.67)

w1
o-]
t
o

.i
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Thus, for the cost function to be homogeneous of degree one in factor prices, we
must have the factor price - commodity output interactions sum to zero for each
putput.
Similarly, (after multiplying by 2) the third term can be written as
n

n
(ann)? 3 zA +am ) zA 5o W
i=1 j=1 i=1 j=1

n
+ 20X ) Z Ay an vy

i=1 j=1 J

For the last two terms of this expression to equal zero, we must have

= - (3.68a)

Z] i 0 i=l,...,n

2] ij = 0 j=1,...,n (3.68b)
But, since A is a symmetric matrix, this implies that Z A1J = Z A13

' =] Jj=1

and that

n n ‘

J ¥ A, =0 (3.68c)

i=1 j=1 "

Thus the third term of eq. (3.65) vanishes. Then eq.(3.65) can be written as

n
2n C(Aw,y) = &n C(w,y) + &n) 7} a;
L

Therefore, to ensure that the cost function is homogeneous of degree one in

factor prices, we must also require that

n
%ai = 1 (3.69)
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To recapitulate briefly, homogeneity of degree one in w requires

the following parameter restrictions

]

a, =1

i=1 !

n .
YA, =0 j=1,...,n _ (3.70)
i=}

n -

121812 = 0 g':]""’m

m
zz]cz = k
u : (3.71)
hzlczh =0 2=1,...,m _ .
j
B., =0 i=1,...,n
ok tin

Thus, to test for homogeneity of degree one in w, we first estimate
the unconstrained cost function (3.61c) and then estimate it subject to the
restrictions given in eq. (3.70) and then perform the usual F test to see
if the equations are "significantly" different.

To test for homogeneity of an arbitrary degree k in y, we estimate
the cost function subject to the constraints given by (3.70) and (3.71)
and then utilize the F-test. To test for CRTS, we can impose the additional
constraint that g c, = 1 in (3.71) and compare the estimated cost function
to the one that ﬁgl not impose this constraint.

Since the restrictions (3.70) are implicit in all cost functions, we

now assume that they hold and discuss how we can test for separability in

the translog framework.
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A separable function is one in which we can express the transfor-
mation frontier F(y,x) =0 as ¢(y) = f(x), where x represents the factor
inputs and y represents the commodity outputs. The cost function asso-

ciated with a separable production function can therefore be written as
Clw,y) = C*x{w,u(y)) - (3.72)

If F(y,x) is homothetic (i.e. all its "isoquants" or level sets are
are scalar multiples of each other; see Jacobsen (1970)),then C*(w,y(y))

can be written as
Clw,y) = o(w)uly) (3.73)
or in logarithmic form
an Clw,y) = 2n o(w) + 2n v(y) A (3.74)

Using eq. (3.74) and the translog form of the cost function, we

can readily obtain that the separable translog cost function is written as
' m

:

n
&n C(w,y) = a, +.Z a; n W, +2 ]

c, &ny
i=] . %

n

m

+
|~

I I
C,. &n y, &ny
g=1 h=1 TR

N —

Thus, if the production function is separable, the translog cost function

has the added restriction that

SERELE (3.76)

That is, all interaction terms between W and Yg must equal zero if the
production function is separable.

If we want to impose separability and homogeneity of an arbitrary
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degree in y, we add the further restrictions given in eq. (3.71).
Summarizing, we can rewrite Figure 1 with the required restrictions.
Thus, we begin (1) with the arbitrary function given in eq. (3.61). By
imposing the restrictions given in egs. (3.70) as can test for the under-
lying assumption of cost minimization (2), which we shall subsequently
assume to hold. Thus the ensuing analysis assumes that restrictions (3.70_
hold, as well as those needed for homogeneity and separability. Homo-
geneity of an arbitrary degree in y (3) requires that eqs. (3.71) hold;
while constant returns to scale (4) imposes the additional restriction that
zg]cl = ). Separability (5) requires that eq. (3.76) holds and that Bij = 0.
The restrictions implied by eqs. (3.71) and (3.76) can then be combined to
test for separability and homogeneity (6). By further requiring that eqgs.
(3.71). and (3.76) hold and that ? c, = 1, we can test for separability
and CRTS (7). Moreover, by requg;gng that eqs. (3.71) and (3.76) hold and
that Aij = 0, we can test for Cobb-Douglas technology, with no CRTS re-

striction (8). Finally, by requiring that eqs (3.71) and (3.76) hold and
m
L

that A.. = 0, and
i 2=1

c£= 1, we can test for CRTS, Cobb-Douglas technology (9).

2. Non-Joint Production

If production is non-joint, the cost function can be written as the

sum of the cost functions of each of the separate outputs; thus

C(y],...,yn;w],...,w ) =17 Cl(yl, w],...,wn) (3.77)

This implies, of course, that

52¢

_8¢C_ | 3.78
3 39, 0 for g#h (3.78)

Consequently, if we can relate the coefficients of the transleg cost func-

tion to the second derivative of the underlying cost function and impose
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Figure 2. Parameter Restrictions Needed to Test

The Underiying Production Structure

Using a Transioq Cosl Function

(1) @General Transiog Function

V

(2)° Gereral transloyg cost function, homogeneous of degree one in w

B; 570 m
K 1c,=u
(5) Separabie (3) Homogeneous of 2=1
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degree in y ? 0
C..=0 h=1,...
- g=1 th
. m o .
2Z]Bm=0 i=1,...
Hum09€neous o. degree !
in y and separable e =
Aij=0
(8) Cobb-Douglas, (7) CRTS and separable
not CRTS
Aij=0
}
. G =1
%=1 Cobb- Doug'ch

CRTS
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the condition that Cij = 0, we can then determine the restrictions on the
coefficients of the transloo functions to ensure that production is non-

joint.

Let us write the log of the non-joint cost function (3.77) as

tn Cly.w) = an(] €My, w)) = tn F(x) (3.79'
£

Thus its translog approximation can be written as

F(x) =a + 5 a.(tnx, - .
2n f(x) ay g a}(nnx1 £nx01)

+

o —

% gsij(znxi - !Lnxo].)(lnxj - 2nxoj) (3.80)

when X, represents the point of expansion.

From eq. (3.6b), we know that if fij = ?ij = 0, then

>

F.oox.x,

Substituting eq. (3.6a) for fs into the above expression and collecting

terms, we thus obtain

= - - : ’ - (3.81
By [:1,i + %Bih(znxh znxoh)][aj + gsjh(ﬁnxh nnxoh)] ( )
If the point of expansion Xo also equals the point of evaluation,x,
then &n X, = Rnxoh and

ceesm (3.82a)

Since the i and j indices in expression (3.82a) refer to outputs, this
exprassion can be translated into the coefficients of the translog cost

function as

meeol (3.82b)



-97-

Thus by using theése non-linear restrictions on the interaction coefficients

of the output variables, we can test for non-joint production.

B. The Short-Run Variable Cost Function

Instead of estimating a short-run total cost function, it is more
convenient to estimate a short-run variable cost function. We obfain
this by subtracting the fixed costs from the total costs and by replacing
the prices of the fixed factors with their quantities. Thus, let us de-
note the short-run wvariable costs as E; the vector of prices of the
variable factors by w(w = w],...,wv); and the vector of fixed factors by
x(x = Y],...,Y%) where f + v = n, the total number of factors. Then the

trans]og short-run variable cost function can be written as

- v f m
2n C(y,w,x) = c_+ ) a, &nw, + ) b anx_ + ) c, &ny

R L A -
b vy mm

t s {g § Agshmwig s z Z Coptny ony,
ff L vm

+ ) ZDrslnxarxs +7 7 (By, +B'y.) tnwotny,
rs 14 .
v f m f _

+ ; ; (B * E g JANW ENX |+ % Z (Fgp * F'ppliny, 2nx.}

(3.83)

1. Homogeneity in Factor Prices

As long as a firm minimizes costs, its cost function must be‘homo-
geneous of degree one in factor prices. Thus even if the firm is subject
to regulatory or institutional constraints that prevent it from adjusting
its factors in an optimal fashion, it should still minimize costs with
respect to its unrestricted or variéb]e factors. Therefore the cost func-

tion should always be homogeneous of degree one in variable factor prices,
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whether the firm is in a point of long-run equilibrium or not.

Elementary economic theory requires that short-run (variable)
cost functions be homogeneous of degree one in the variable factor prices
w. Thus, by arguments analogous to those above, the translog approxi-

mation to C(y,x,w) must also be homogeneous of degree one in w.

This implies that the following restrictions must be satisfied:

2.

v

lag=1 - (3.84a
i=1

v -

) Ay = 0 3=l v "(3.84b
i=1

v

.2181 =0 2=1,...5m (3.84c¢
1:

v ‘
iZ]Eir =0 T—], 'f (3.84d‘

Homogeneity in Qutput

It is important to realize that homogeneity ofvdegree k in output
in thé Tong-run cost function does not imply homogeneity of degree k in
the short-run cost function. Nevertheless, the long-run cost function will
be homogeneous of degrée k in Butput if the fol]owihé feéfr{ctiéhs are

satisfied as the short-run cost function:gZ/

gZ/For a full discussion of this point see Spady and Friedlaender (1976).
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m f

Le +klb =k - (3.85a)
2=1 r=1

rf B { E,_ =0 1

4KV E. = §=1,...,N 3.85b

g=1 12 5y i , ( )
m f

221% er]Frh =0 h=1,...,m (3.85¢)
m f

I Fog “rZ]*“rs =0 s=1,...,f (3.85d)

3. Separability and Non-Joint Production

If the long-run cost function is multiplicitively separable in
outputs and all inputs, it will also be separable in the outputs and

variable inputs and the outputs and fixed inputs. Hence separability

requires
B., =0 i=l,...,v 3.86a
% 2=1,...,m ( )
F.,=0 r=1,...,f (3.86b
r& £2=1,...,m )

Finally, since the restrictions for non-joint production only apply
to outputs, they are identical in the case of the short-run cost function

to those of the long-run cost function, and are given by eq. (3.82b).
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C. The Factor Demand Equations

From Shephard's Lemma we know that the derivative of the cost func-
tion with respect to a given factor price equals the demand for that

factor, that is

oCly.m) _

oW, i
Wy i

Since logarithmic differentiation of the translog cost function yields

agnC(y,w) _ 3C(y,w) . "i 3
3w W, | C (3.87a

we can readily obtain that

asnC(y,w) _
alwi i

Q

(3.87b.

where o; = xiwi/C, the share of the total costs accruing to factor i.

Consequently, in addition to estimating the transiog cost function,

it is useful to estimate its associated factor demand (or factor share)_
equations. In the long-run cast function, these equations take the

following form

m
221 (Byp + B'g3)ony,]
(3.88a

i=l,...,m

/
] (Aij + Aji)znwj +

_a
n
o
b
+
Nf—
-—
ne~-13

where o represents the share of the total costs attributed to factor i.
However, in the case of the short-run variable cost function, these equa-

tions take the following form



-101-

L 1 ’ m |
01 =a, + §-[.Z (Aij + A.i)ﬂnw. + Z (Bi£ + B Ri)knyz
j=1 2=1
f - (3.88b)
* rZ1(Eir tE ri)£nxr]

i=l,...,v

where Bi represents the share of the variable costs attributed to factor 1.
Because the factor demand equations provide more information than the cost
functions alone, it is desirable to estimate the cost function and the fac-
tor demand equations jointly and apply the appropriate restrictions over
all equations. This will be discussed below when we describe our estimation
procedures and empirical findings.

Neither the long-run translog cost function,given in eq. (3.61c),
nor the short-run trans]ogbcost function, given in eq. (3.83), and their
associated factor demand equations are suitable for estimation in
their present form since similar terms have not been combined in them
(i.e., Aijznwiznwj and Ajiﬁnwjznwi have not been combined into a single

term (A, + Aji)anjznwj). We therefore must rewrite these cost functions

iJ
and modify the coefficient restrictions for homogeneity, separability, and
non-joint production accordingly. We perform this transformation for the
short-run cost function and its associated factor demand equations. The
extension to the long-run Cbst function is apparent. |

We thus rewrite the short-run cost function, given by eq. (3.83),

as:
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-~ v f m
2nC(q,w,x) = a_ + Ja.nw, + Jb enx_ + Jc fny,
i r 2
L1 R
+ A.. 2nw.onw. + C,.2ny, &ny
ig] j=1 ij LI IS B Lh™ 7"
R P fs
+ D _2nx g2nx_+ B.,inw.2ny
r=lssr TSOT S gy gy TR
v f . f m.
+) YE. gnw.enx_+ J ) F_ 2ny 2nx (3.89)
i=1 el ir i roopes] 2e) rg 78 r
where ' -
[ NV
A Aij/z for i=j
Y (Aj; * Aj3)/2 for iF]
- [ /2 for 2=h i
Cop =
(Czh + Chz)/Z for 2#h
- i Drs/z for r=s 1-
Drs N
(Drs + Dsr)/z for r#s
Bi = (Bi£ + B zi)/Z for all i,2

E. = (E. + E' .)/2 for all i,r

!

. (Frz + F'lr)/z for all r,2

Using equation (3.89) we can therefore include each pair of variables
only once and ensure that the symmetry conditions in the relevant inter-
action coefficients are enforced.

The factor demand conditions must be similarly rewritten as

. N
oj = a; + f Aijzn Wi + i Bizzn Yo * E Eir &n x

r (3.90)
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Equations (3-89) and (3.90) are the most general formulation of the
cost and factor share equations since they contain no reétrictions con-
cerning homogeneity of factor prices, outputs, separability and so forth.
Since however, we want to test for these restrictions, we must modify the
equations accordingly.

Cost minimization requires that the cost function be homogeneous

of degree one in w. As shown above in eqs. (3.84a) to (3.84d), this im-

plies that
vzl
a, = 1 - .Z 3, (3.91a)
i=]
v-1
A.=- A.. i=1,..., .
V3 iZ] i j=1 v | (3.94b)
v-1
Bvl = - 121 Biz 2=1,...,m (3.94c¢)
v-1
Evr = - 121 Es r=1,...,f (3.94d)
Therefore,
-~ v-1 . ~ ~
Ays = - 1Z](AU t A2 - [iiz” i3 * %Ayy] (3.92a)
-~ v-1 ~
By = - ,-21(81'2 +By.)/2=-]B (3.94b)
~ v-1 ~
Eyr = - iZ](Eir * Eri)/2 =-1 ir (3.94c)

Thus ,by substituting for 2, Avj’ Bv and Evs in eqs. (3.88) and (3.89)
and by imposing the relevant cross equation restrictions between the cost

and factor share equations we can estimate the set of equations that
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assumes cost-minimization.
The restrictions for homogeneity in outputs of an aribtrary degree
k can similarly be incorporated into the estimating equations by using

the following relationships to substitute for Ce th. Bmi’ and Fmr’ in

eqs. (3.88) and (3.89).
f

Cm =y - Zzlcl - krzlbr (3.93a)
~ f - m-1_ '

Bim = - er]Eir - 221812 i=1,...,n (3.93b)
~ m-1_ ~ f -

C = - [mzéhc2h + zchh] - krz]r;h h=1,...,m - {3.93¢)
- m-1. f -~ ~

Fo =~ QZ1F25 - k[r;sDrs + ZDSS] s=1,...,f (3.93d)

Separability requires that there be no interactions among the inputs

and the outputs and hence implies that

-~

B., = 0 i=1,...,V . (3.94a)
2 2=1,...,m
F =0 r=l,...,f (3.94b)
ré 2=1,...,m

Finally, non-joint production implies that C2h+ Coh = 0 (see
eq. (3.82b). Since Cpp = Cpp and C, = (Czh + Chl)/Z, we readily see

that non-joint production implies

Czh = -'c c

.| (3.95)

Consequently, by making the successive substitutions indicated by

eqs. (3.91) - (3.95), we can simultaneously estimate the cost and factor
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share equations under the following restrictions: cost-minimization,

homogeneity of degree k in output; separability; and non-joint production.
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Appendix 3.A

Comparative Statics

x=n - component vector of endogenous variables
a=k - component vector of exogenous or shift variables

We have structural equations:

(1) f(x,a) =0
Suppose there exists locally a function g such that x=g{a).
Then we can rewrite (1) as

(2) F(g(a),a) =0

We want to find %g, i.e., how the x's locally change with the
a's, with the effects of system (1) taken into account.

Differentiating (2) with respect to a:

.a_F_ ég. ﬁ = . _a..F. = E
(3) 3g 2a * a0 - 0 BVt 3 = 5o
Rearranging
(4) ég. = - éf_ -] _ai
oa ax o

(nxk) (nxn)  (nxk)

If [éfj is singular, then g(a) = does not exist, even locally.
F
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Appendix 3.B

Aggregation in the Railroad Industry

The railroad industry poses difficult problems of aggregation be-
cause of the large number of different types of track, rolling stock, and
labor employed and because of the large numbers of different commodities
carried in different shipment sizes ;pd‘lengths of haul. In this Appendix
we therefore consider procedures for %actor and output aggregation that will
capture the relevant differences, while still maintaining a tractable num-

ber of variables.

I. Factor Aggregation

Consistent with traditional economic theory, we plan to utilize three
(or possibly four) broad factor aggregates: capital, labor, and materials
(and possibly fuel as a-separate category). Since, however, capital and
labor consist of disparate categories, we will utilize a number of sub-
categories for capital and labor.

Expenditures are broken down into six broad categories which them-
selves consist of expenditures on the various facfors. The table on the
following page presents this schematically.

_Thus expenditures on maintenance of way and structures will be allo-
cated to maintain track, “"other" track, and the labor needed to maintain
them. Expenditures on maintenance of equipment will be allocated to the
various kinds of rolling stock and the labor needed to maintain them. Ex-
penditures on traffic and transportation will be allocated to the train,
yard and supervisory labor and materials and fuel. Finally the remaining
expenditure categories, general and miscellaneous, will be allocated

among labor (executives, staff, professionals and clerical) and materials.
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Expenditure Factor
Category Capital Labor Materials
Maintenance Different types MWS labor
of way and of track None
structures
(Tracks)
Maintenance Different type ME labor
of Equipment of rolling None

(Ro1ling Stock) | stock

Traffic and None Three grades Fuel, other
Transportation , of labor traffic and trans
General and None Executives,staff | Materials and.
Miscellaneous professionals, Misc.

clerical

Note that the factor called "materials" is really a residual category
that acts as a catch all for unallocated expenditures.

For each factor (and its subcategory), we need data in quantities,
prices, and expenditures. Since, however, any two of these can generate
the third, we really only need data on two of these three items. We now

consider how they can be obtained for each factor and its components.

A. Capital
1. Track

Each railroad's track is divided into a number of different types
of track of varying grades or qualities. The prcblem at hand, therefore,
is to aggregate these various types of track into a measure of abstract

track.
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Expenditures on track are'readily available for each railroad
and are defined as expenditures on maintenance of way and structures
less their labor components (EMHST).l/ We thus want to create an
aggregate price index for track, which can then be used to generate

measure of abstract track for each railroad.

The ICC's Transport Statistics gives data on the average cost of

repairing mainline and "other" track.g/ If we assume that the price
of each type of track is proportional to its cost of repair, we can
construct an aggregate price index as follows. First, we obtain measure

of the price of each type of track from the following identity:

EMHSTt = kt(PlTlt + PZtTZt) (38.1)

where EM‘WSTt represents the total expenditures for all railroads on

maintenance of way and structures less their labor component; P,, and

1t
P2t represent the costs of repairing mainline and "other" track in year
t; T1t and T2t represent the miles of mainline and "other" track for
all railroads; and kt represents a constant, which is determined by
solving eq. (3B.1) for kt' Note that in estimating the railroad cost
functions, we plan to use cross-sectional and time series data for the
years, 1961-1974. For each year then, "prices" of each type of track
are defined as k; P, Ty, and k, P, T, . ) '

We now form a Divisia price index for the aggregate of all rail-

roads using the following price index, given in eq. (3.37), above.

l/Note that since maintenance is often deferred, these expenditures
will reflect the fact that a mile of un-maintained track is not
equivalent tc a mile of maintained track.

2/see ICC, Transport Statistics, Part 1, second release (75.1.2), Table 92.
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+ s

s s
Pl ¢ 1t io PT 2t

P —— L d

PT

2t (38.2)

IPT

PT

1o 20

where IPTt represents the aggregate price index for all track in year t;
PTit and PTio represent the prices of track type i in the base period
~and in period t (i.e. PT]t = ktpltTlt); and Sit and S].0 represent

the share of each type of track in the base period and in period t

(i.e., S,, = PTit/EMWST

it t)'

Having obtained an aggregate price index for all track for all rail-
roads, we can then divide the above index into each railroad's expendi-
tures on maintenénce of way and structures less its labor component to
obtain ifs quantity of abstract track. Thus
EMNSTY_t

T = —_— (38.3)

rt
IPTt

where Trt represent the quantity of abstract track utilized by railroad
r in year t; EMWSTrt represents the expenditures on track by railroad r
in period t; and IPTt represents the aggregate price index of all track

in period t.

2. Rolling Stock

Since each railroad uses different kinds of engines and cars,'we
must aggregate these into two categories, engines and cars.

The price of a new engine is related to its type (diesel, electric,
steam, etc.) and its horsepower. We thus adjust its price to take differ-
ences of tractive power into account and estimate the following regression.

pEit = do +j§27jej +TZ]UT dT + o (HPit - Pt) (3B.4)
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where PEit represents the price of a new engine of type i in year t;
ej represents a dummy variable for each engine type (1 if engine of type j;
0 otherwise); dt represents a time dummy (1 if observation in year t;
0 otherwise); HP.

it
and HP represents the average horsepower of all engines. With three types

represents the horsepower of engine i in period t;

of engines and data for 14 years, we will thus have 42 observations to
estimate 17 parameters.

The "price” of a standard engine of type i in year t is thus estimated
as

*

PEit = do + “tdt +‘y.ie~i (3B.5)

" where the dummies take on values of 1 or O as appropriate.

Data are available on the costs of new freight cars, but there do
not seem to be any data available on their qualities. Hence we cannot
perform a'hedonic adjustment on freight cars, similar to that employed
on engines.

The prices of new cars and engines do not reflect the prices of their
services, which we assume to be proportional to these purchase prices.
We thus relate expenditures on maintenance of equipment less their labor
component to the expenditures on engines and cars as follows:

MERS, = k. [ ] P Ecy + 1 pcitcit] (38.6)
where MERSt represents expenditures on maintenance of equipment less laber;
P;it represents the price of a standard engine of type i in year t; Eit
represents the number of engines of type i in year t; Pcit.represents the
price of car type i in year t; and (21.t represents the number of cars in

year t. Solving for kt’ we thus defined the price of services of a

standard engine of typ i in year t as
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*

PEst = kKiPeit (38.7a)

We similarly define the price of the service of car type i in year t as

ocit - %¢Peit (38.7b)

We now divide expenditures on maintenance of equipment Tess labor into

expenditures on engines and cars and then define

MERSE, = ] kP E1t it & LPpieit (38.8a)

MERSCt (3B.8b)

k Z C]t it = 2 pC1t it

Given these, we can then define two Divisia indices, one for engines

and one for cars. Specifically, we calculate

IPE, = Eit - “Hio (38.9a)

t

YS ., + S..
I (051t)
=1 1PEi0

where the i's range over engine types and SEit represents the share of -«

MERSEt spent on locomotive type i in year t.

Similarly, we define the index of the price cf car services as

Peit

W/SCit * Scio
; (38.9b)
Cio

IPC, = 1

t i=1(
where the i's range over car types and SCit represents the share of MERSCt
spent on cars of type i in year t.

By dividing these indices into the appropriate measure of experditures

on maintenance of equipment, we can then obtain quantity measures of engines
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and cars.

Alternatively, we could construct Divisia quantity indices, using
the physical quantities of engines and cars of each type instead of their
prices. We could then divide these indices into the appropriate measure
of expenditures on maintenance of equipment to obtain measure of abstract

prices of engines and cars.

B. Labor

The ICC's A-300 waje statistics have detailed information on numerous
types of labor, giving the number of individuals employed and their total
compensation. We plan to aggregate these into three categories of labor:
train labor, yard labor, and other labor by constructing Divisia quantity
indices. We can then obtain aggregate price measures by dividing the rele-

vant labor expenditure category by its Divisia quantity index.

C. Materials

Expenditures on materials will be treated as a residual category and
defined as total expenditures less expenditures on capital and labor. There
are no direct price measures available for materials. However, using nation-
al or regional price indices for materials or energy would probably be

acceptable and thus enable us to obtain quantity indices if desired.

II. OQutput

The ICC's quarterly commodity statistics give annual data on numerous
commodity types for each railroad. We plan to aggregate these into the

following broad categories:
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Grains

Other agricultural commodities

Coal

Other raw materials

Non-durable manufactures (including petroleum)
Durable manufactures

Forwarder and Related Traffic

Since these are composed of a number of two-digit STCC codes, it probably
makes sense to aggregate by these codes. Thus our procedure will be to
aggregate by 2-digit STCC whére appropriate, and to perform no aggregation
where the broad aggregate does not comprise more than one STCC codé. The
procedure followed will be the same for all output categories.

Since the size of shipment and length of travel vary by commodity
type, it is desirable to adjust for these differences directly. Thus we

estimate a hedonic regression of the following typegj

j T h j F
Pipp ot Ly A+ T ugyy L BFe
t=1 J=1 f=1
i _§ i _gl 38.10
+ o, (Mjft W) +a, (sjft §) ( )
where P;ft represents the revenues per ton-mile for commodity j in category

i for firm f in time t; dt represents a time dummy (1 if in year t; other-
wise 0); y} represents a commodity dummy (1 if commodity j; otherwise 0);
Rf represents a firm dummy (1 if firm f; otherwise 0); M1ft represents the

J

length of haul of commodity j for firm f in year t; S; represents the

ft

§-/This can also be in logarithmic form and include interaction terms.
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average size of shipment ~f commodity (for firm f in year t); ﬂj repre-
sents the average size of shipment for commodity; over all years and
over all firms; and ﬂj represents the average length of haul over all firms
and all years.

The “price" of a standard shipment of commodity j for firm f in year

t is therefore given by

- i 38.11
Pt 7 40t et ugYy *t BeRy (36.11)

Given this, we can therefore define a Divisia price index as

SRVOIEES

. h P. ft jfo
o= op (L)' ) (38B.12)
£t s .
j=1 pri
Jjo

where ngt and S}fo represent the revenue shares of commodity; for firm f
in year t and the base year 0.
Finally, we define the "abstract" quantity of Y}t carried by firm f

in year t as

i ft (38.13)

Thus Y;t is the variable that enters the estimated cost functions.
Instead of adjusting the quantities of each broad commodity type
carried by hedonic regressions, we could estimate a hedonic cost function

directly, in which case instead of using Yi in the cost functions, we
would introduce w(Yi, Mi - Fﬁ, Si - §4) for each aggregate output category
as explained in the text (see eq. (3.60) above). While this approach has

definite theoretical advantages since it does not assume the existence of
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perfectly competitive markets, which are assumed by hedonic regressions,
it has the disadvantage of not considering quality differences among the
component of each category i.if Thus we will probably estimate cost func-
tions using direct hedonic adjustments and indirect hedonic adjustments

via prices and determine which approach gives the best results.

5/A1though these could be introduced in principle, in practice, they would
make the regressions too unwieldy.
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Chapter Four

Hedonic Cost Functions for the Trucking Industry

The previous chapter outlined a general methodology that can be used
to estimate cost function in the transportation industries. This chapter
presents the application of this methodology to the trucking industry
and shows that failure to take quality of output explicitly into account

may lead to seriously biased estimates of costs and therefore to poor

policy conclusions.

I. Introduction and Overview

During the past decade, there have been a number of econometric studies
of the costs of regulated trucking.l/ While they have varied in detail,
they have generally utilized a cross section of firms to estimate costs as
a functions of output (usually measured by ton-mile or revenue ton-miles)
and a number of other variables to reflect regional differences or technical
change.

Because, however, trucking output is highly heterogeneous, it is
questionable whether a single output measure, such as ton-miles, is appro-
priate to use in estimating trucking costs. Not only do different firms
carry different commodities; but also, different firms utilize widely
different shipment sizes and lengths of haul. Moreover, firms vary widely

in the share of less-than-truckload (LTL) traffic they carry. Thus, two

firms, each carrying an equal number of ton-miles over a year can have

l/See Oramas (1975) for a good summary of these.
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very different types of output. One could concentrate on short-haul, small-
load, LTL traffic, while the other could concentrate on long-haul, large-
load, truckload traffic. In view of the differences in the composition

of their output, it would be highly unlikely that they would have the same
costs, although this would be predicted by conventional econometric studies
of the trucking industry.

Basically, there are two sources in differences in output for any
given measure of ton-miles. First, the nature of the commodities carried
may differ; and second, the way in which the commodities are carried
with respect to length of haul and size of shipment may differ.  Ideally,
econometric estimates of trucking costs should take both of these factors
into account.

By limiting our analysis to regulated common carriers of general
freight we are largely able to take the first factor into account. These
firms typically carry manufactured commodities whose characteristics with
respect to handling, etc. should be similar.g/

Within regulated carriers of general freight there are significant
inter-firm differences with respect to size of haul, length of haul, and
the share of LTL traffic. Fortunately, data are available to take these
factors into account, and this chapter reports on efforts to relate costs to

differences in the composition of output with respect to length of

Z/Nevertheless, to the extent that firms specialize with respect to certain

types of manufactured commodities, biases-may still exist. If, for
example, one firm specialized in computer components and another spe-
cialized in fabricated steel products, it is likely that their costs
would differ for any given number of ton-miles. Unfortunately, however,
data are unavailable to take these differences into account.
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haul, size of shipment, and the share of LTL traffic. An understanding
of the cost effects of these differences is important for evaluating
alternative policies, not only because some alternatives (such as the
relaxation of backhauling prohibitions) directly affect shipment sizes and
haul lengths, but also because these factors affect firms' responses to
factor-price (particularly fuel price) increases and the economies (or
diseconomies) of increased firm size. Clearly, this last quéstion is
important to merger policy and policies affecting the distribution of
freight across modes: economies from the expansion of trucking activity
depend not only on the present level of activity (in ton-miles) but also
on its distribution by shipment size, length of haul, and share of LTL
traffic.

Briefly, then, this chapter takes the following form. Part II presents
a general econometricvspecification of technology for the trucking industry,
while Part 11l presents a number of estimates under alternative assumptions
concerning the importance of quality differentials and the structure of
the industry. Part IV presents a brief summary and outlines areas for

further research.
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~I1. Econometric Specification of Technoloay

Duality theory indicates that every specification of a cost strucuture
corresponds to a specificaticn of a broduction structure. One can there-
fore interchangeably specify a cost function or a production function.sy
Because, however, it is possible to specify more econometrically testable
hypotheses concerning the structure of technology by using cost functions
than by using production functions, it is generally agreed that econo-
metric estimation of cost functions is more useful than econometric
estimation of production functions.if

The simplest specification that might reasonably be expected to take
account of shipment size, length of haul, and share of LTL traffic is

the hedonic cost function given by:

Cost = CL¥(¥,07505:93)5 Wy yWy,¥igsW,] » (4.1)

vhere w(y,q],qz,q3) is a function that measures output, with y = ton-miles,

qq = average size of shipment, q, = average length of haul, g3 = percentage

. of tons shipped in LTL lots; and Wy sWo W3, Wy represent the respective price
of labor, fuel, capital, and ourchased transportation (primarily rental

vehicles).

Y see Shephard (1970) for the theoretical equivalence between costs and
production and the regularity conditions that are needed to ensure that
duality holds.

E/See Varian (1975) for a discussion of the econometric problems associated
with estimating production functions.
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We call this cost function "guality-seperable"” because the effect
of quality variations upon the output measure y, and therefore on
costs, is independent of relative factor prices. The technology implied
by such a specification can be envisioned as combining the four input
factors to produce one abstract output, "trucking capacity", measured by
¥, which can then be divided into any (y,q].qz,q3) combination which
satisfies ¥ = w(y,q1.q2,q3). This specification is moderately restric-
tive for it implies, for example, that the price of fuel does not affect
the combinations of ton-miles and average size of shipment that can be
produced at equal cost with egual haul lengths and LTL ratios.§/

As indicated above, the value of the function of (y,q],qz,q3) serves
as the output measure in this specification of the cost function. This
assumes that a continuum of different "quality" ton-miles exists, which
can be consistently aggregated by the function y(e). By analogy with
conventional theory of aggregation,éf it is natural to require that y(-)

is separable into ton-miles and qualities. Thus:

V(¥487495,93) = y+¢(a7,0,,95) (4.2)

This implies that a doubling of ton-miles at a given quality level doubles

Y the measure of output. No restrictions need be placed on ¢(-).

§-/In fact, our econometric results indicate that there may be some inter-
action among fuel prices and average size of shipment and average length
of haul. We are presently trying to develop a more general specifica-
tion that would relax this separability restriction.

§-/See Diewert (1974) and Samuelson and Swamy (1974 ) on aggregation theory,
and Chapter Three, above, for the details of the specification of the
v{+) function.
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Because the translog approximation to a cost function permits us
to test a wide range of hypotheses concerning the structure of technology,zj
we use it here. Since the trucking firms presumably are able to adjust
capacity easily, either by selling trucks or by rental agreements, it
seems sensible to estimate a long-run cost function, which takes the
8/ '

following general form:—

4
n Cly,w) = a, + uy(1n¢-1ﬁ$) + _z

i=1
44 _ _
+1/2 g § Bij(znwi-znwi)(znwj-znwj)

ai(inwi-lnwi)

+ 1/2 ew (lnw-zd$)2
4

+ V8B
i=1 ¥

v

1.(PVng{z-S?.n’J)();nw1.-5LnV«'1.) (4.3)

In addition, we estimate the factor share eguations, which take the

following form:fy
WX, _ _
e = ot § gij(znwj-znwj) + Bwi(2"¢'2n¢) (4.4)

i=1,...,3

ijee Chapter Three, above, for a full discussion of these tests.
nyote that we take the sample mean as the point of approximation.

inote that we only need to estimate three factor share equations
explicitly, since the fourth is implied by the previous three. The
results are invariant to the equation dropped. See Barten (1969) or
Berndt and Savin (1975).
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From equation (2) we know that:

gy = eny + &n ¢(9,,0,,85). (4.5)

10/

We thus utilize a translog approximation of ¢(+) and write:—
2n6(81,0,:95) = a + a,(ena;-2ngy) + az(ﬁnqz—znaé) + a3(£nq3-2naé)
+1/2 b]](znq]-ﬁﬁaj)z + blz(znq]-znai)(gnqz-znﬁé)
+ bi3 zn(q]-zda])(znq3-znaé)

—\2 — —
+1/2 bzz(lnqz—ﬁnqz) + b23/£nq2—2nq2)(znq3-£nq3)

)2

+1/2 b33(2nq3-lnﬁé (4.6)

In the most general case, therefore, we substitute eq. (4.6) into
eqs. (4.3) and (4.4) and jointly estimate these equations, subject to the
following constraints, which ensure linear homogeneity of C{u,w) inw

11/

and the symmetry restrictions implied by cost minimization.—

l.9-7Note that we have collected similar terms in this expression and thus
imposed the necessary symmetry conditions.

J-l»/The LSQ procedure in TSP was used for all regressions reported here;
it provides a minimum distance estimation whose properties are dis-
cussed in Berndt, Hall, Hall, and Hausman (1974).

Estimating the factor share equations jointly with the cost functions
improves the efficiency of the resulting estimates; see Christensen
and Greene (1976) on this and related points concerning returns to
scale estimation to be covered below. For a development of the
homogeneity and symmetry restrictions, and a number of other
restrictions useful in testing hypotheses concerning the technology
represented by C(y,w) see Chapter Three, above.
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(4.7)
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I11. Econometric Estimation of Trucking Costs

Having specified a general quality-separable hedonic cost function,
with the appropriate restrictions needed to ensure cost-minimization,
we now consider a number of alternative specifications and their
associated restrictions, which have definite implications concerhing
the role of quality differentials and the competitive structure cf the
industry. We thus begin by presenting the estimation associated with
the general quality-separable hedonic cost function presented above,
and then consider the restriﬁtions implied by ignoring quality differ-

entials and the assumptions concerning separability and homogeneity.

A. Data

The sample used in this study consists of 171 firms in 1972,
located in the Central, Middle Atlantic, and Wew England trucking
regions, as defined by the ICC, which roughly corresponds to the ICC's
Official Railroad Territory.lg/ As indicated above, we use the

following variables in the cost functions:

.y = ton-miles
g, = average size of shipment (tons/shipment)
q, = average length of haul
q3 = 1 + percentage of tons shipped in LTL 1otsl§/

Wy = price of labor

W, = price of fuel

price of capital

Wy = price of fuel

12/1pis regional aggregation was performed to ensure rough regional similarity
between trucking and rail costs. This similarity will prove useful when
intermodal competition is analyzed. For a discussion of the analysis of
intermodal competition see Chapter Two, above.

13/The variable qq was defined as 1+% LTL since some firms had no LTL
shipments.
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€= tota]_costs

wixi/c = share of factor i

A1l of these data were taken from Trinc's Blue Book (1972), which

surmarizes the individual firm reports to the ICC. The firms' total
costs were divided into labor costs, fuel expenditures and fuel taxes,
purchased transportation, and other. "Other™ expenditures (which
included depreciation) were assumed to be payments for capital services;
each firm's "carrier operating property - net" was taken as a measure
of the quantity of capita]k(and thus of capital services), so that
"other expenditures" divided by "carrier operating property net" gave
a firm-specific price of capital. A firm specific price of labor was
obtained by dividing labor expenditures by the average number of employees.
Since direct quantity measures of purchased transportation and fuel were
not available, regional prices for these commodities were estimated by
a method whose assumptions and results are given in Appendix 4. 14/
The sample of 171 firms included all firms without missing data
in five regions (Central States East, Central States Yest, Middle
Atalantic, North Middle Atlantic, New England) that met the following
conditions:
1. They purchased some of all four factors; but no more than
10 percent of their costs were for purchased transportation.
(If a firm does not purchase any of a particular factor, this
indicates a corner solution which the specification is incap-
able of modelling. Firms which rent most of their vehicles
do so from subsidiaries set up for tax and regulatory purposes,
due to an ICC ruling which allows the deduction of such
expenses as current costs, which has the effect of artificially

lowering.their operating ratio, which is a primary regulatory
target.

14/kor similar translog models which use some firm-specific orices and
some ;egiona] prices, see Christensen and Greene (1976) and Nerlove
(1963).
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2. They reported an average salary of $8000/year or more per
employee. (Some firms implicitly reported salaries as low
as $2000, presumably because they counted owner/operators
whose trucks they rented as emplovees, even though they
did not directly pay them any wages).

3. They had a calculated price of capital of less than 10.
(Due to reasons related to (1) above, a few carriers report
almost no operating property, as it is (presumably) owned
by subsidiaries. (Note that carrier operating property
is the value of the property that the firm owns, not its
equity in that pronerty.)) The mean price of capital in
the sample is 2.725 with a standard deviation of 1.287.

4. They had no other"obvious" error in the data. (For instance,
one firm reported an average load of 92 tons.)

B. Econometric Estimate

In a cross-firm estimate of the cost function, as long as each firm
faces the same y(y,q) function of the form y(y,q) = y<¢(q), we can
estimate a cost function given by equation (4.3) and its associated factor
share equations (4.4), with the appropriate substitution of 2n u(y,q), given
in eq. (4.6). | |

Table I gives the joint estimates of the cost:and factor share equa-
tions under varying assumptions corcerning the nature of technology and
the hedonic cost function. Equations (1) - (3) estimate the hedonic cost
function under the following assumptions: (1) no restrictions concerning
separability and homogeneity in output; (2) separable technology;

(3) homogeneity in output of degree 1.

Since the estimates of the hedonic function ¢(q) are quite similar in
each of these equations, we wiil concentrate on the estimate of this function
given by the unrestricted hedonic cost function eq. (1). These are given by
the coefficients above the dotted line. A constant does not appear in the hedonic
function ¥(q) since its effect in this specification would be merely to chanae

units of measurement of y(q). The estimates of this function accord well
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Table 1
Joint Estimates of Cost and Factor Share Equations

Hedonic Cost Function
(2)

UnreSr)'icted Separadbility Hcmouefsgz‘:y in Nonfa:zcnic
Qutnut Cost Function
Coeffictent ‘a-iadle Value S;t.:giarf Value Tiii;gard Value ;r;;iarcf Value E:i:iard—'
3 (size} q; [-.1501  -.08205 | -.1267  .04186 | -.144) 0397 - -
2, (Kaul) ay | -.7070 .05437 | -.6310  .05496 | -.6880  .0537 - --
2 (L1L) ay  [1.2029 23339 | 11757 .23378 | 1.2181 .2166 -- -
by V2 ¢l .1286 .05663 | .1337  .0568) | .1222  .0560 -- -
by, 9,9, .0749 .06147 | .0879 06152 | .0635  .0607 - -
byy 9,93 7418 .18522 | .7408  .18570 | .7575  .1799 -- -
by V2 q} 2 .09211 25 00253 | L1376 0915 -- --
bys 2,93 -.2816 L3817 .2884  .34713 | -.3492  .3365 -- -
by 1/2 4} 7.5114  1.8130 | 7.6940 1.8123% | 7.6999  1.7016 - -
........................................... IS . R S,
as 1 8.6639 04789 | 8.6684  .C04755 | 8.6830 na 8.6858 0457
3, (output)  [1.0408 02753 | 1.034 1.63C0 na .7665 .02852
3 {Lab) w, 5928 00458 £870 .5923 0445 5870 .0049
a, (Fuel) w, | .0397 00124 0409 0353 .0012 L0416 .0013
oy (C2p) wy .3323 00374 | .337%6  .6E3dn | L339 .00 .3341 .0040
o ‘?ﬁlﬁ?:; wy | .0352° na’ .0382 na .0353 na .0373 na
8y W%y .0324 L0167 0372 .0168 0326 .0167 .0229 .0149
817 Nywy -.0235 .00725 | -.0256  .00716 | -.0237  .0072 -.0149 .0062
B3 Wiy -.0147 .00872 | -.0171  .00832 | -.0148  .oce? -.0109 .0085
Big | s oosa®  ma’ 0053 na .0059 na .0028 na
85 Wy .0296 .00749 c280  .00781 | .0272  .0075 L0176 .0066
821 Sy -.00732  .00235 | -.0268  .00231 | .0073  .0023 -.0068 .0020
Bog Wy oot nat .0095 na ..0038 na .004Y na
833 Wwy 0159 .00735 | .0185  .00754 o1se L0073 0118 .0076
83 Wavy o061 nat .C054 na .0083 na .0059 na
Bag | Wes L.corot ne" f-0202 ma | -.0160 na -.0127 na
8 o) 0128 .05445 -- -- 0130 .co4Y -.3005 .0035
B, wy - .0027 .00119 -- - -.0023  .o0n .0008 .0269
By3 g L.011s .00361 - - -.0122 L0035 -.0085 .0028
Bug | W o014’ na - - | -.005 na .0082 na
g, b 0644 .02896 | .0634  .03e87 - -- RELY) .0319

‘Coefficient value is implied by symmetry and homogeneity restrictions.
Therefore, standard errors are not available.
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Table 2

Summary Statistics

Hedonic Cost Function Nonhedonic
(1) - (2) (3) Cost Function
Unrestricted Separability Homogeneity (4)

R2
Cost Eq. .9286 .9265 .9264 .7596
Labor Egq. .0847 .0419 .0821 .0315
Fuel Eq- .0418 01N .0393 .0313
Capital Eq. .0778 .0227 .0760 .0366

SSR
Cost Eq. 11.1824 11.5071 11.5264 37.6612
Labor Eqg. .4708 .49278 47210 .49809
Fuel Eq. .0337 .0348 .03382 .03410
Capital Eq- .3101 .3287 .31077 .32400

Log of Likelihood
Function 1157.08 1150.69 1155.46 1075.80
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with a priori expectations. The significant negative signs in the linear
size and haul terms indicate that ton-miles characterized by larger loads
and longer lengths of haul are easier to produce than ton-miles characterized
by smaller 16ads and shorter lengths of hau].lé/ Conversely, the significantly
positive coefficient in the linear LTL term indicates that ton-miles ch&rac-
terized by a larger percentage of LTL shipments are harder to produce than
those characterized by small percentage of LTL shipments. Stated alternatively
these findings indicate that LTL shipments, small loads, and short hauls
are more costly to produce.than TL shipments, large loads and long hauls,
for any given amount of ton-miles.

Equation (1) indicates that the squares and interaction terms of the
w(q) function are marginally significant, with the exception of those
containing the LTL variable, which are all highly significant. This indicates
that LTL shipments interact with size of shipments and length of haul.
Specifically, for any given size of shipment, increase in the share of LTL
will increase costs (b]3 > 0) while for any given length of haul, increases
in the share of LTL will reduce costs (b23'<0). Finally, the significantly
positive sign in the squared LTL term indicates that costs will rise at an
increasing rate as the share of LTL increases. Thus from Equation (1), we can

l-3--/Speci1"1‘ca11y, the linear coefficients can be taken to represent the

change in output occasioned by a change in quality. Thus a positive
sign in the linear terms implies that cet.par., an increase in the
quality will increase the effective output, and thus increase costs.
Similarly, a negative sign in a linear coefficient implies an increase
in the quality will reduce effective output and hence costs.

The signs in the interaction terms are somewhat harder to interpret.
Basically, they represent the impact of a given quality in the rate of
change in output. For example, a positive by3 coefficient implies that
for any given size of load, an increase in the share of LTL will lead to
greater increase in effective outputand thus higher costs. Thus, for any
given size of load, costs increase with the share of LTL.
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infer that although size of shipment, length of haul, and share of LTL ship-
ments all affect effective output and thus costs, the share of LTL shipments
probably has a greater impact upon effective output and costs than does
either of the other quality variables.

The figures below the dotted line in Equations (1) - (3) represent
the joint estimate of the cost and factor share equations of the hedonic
cost functions.

It is difficult to interpret directly the estimates of the translog
cost function's coefficients, since the elasticities of substitution and
returns to scale generally depend upon the output level and factor prices
at which they are calculated. In particular, nonzero Bwi's, which we
generally estimated in Table 1, indicate that the cost function is not
separab]e,lé/ and therefore, that the structure of production is non-
homothetic.

A production structure is nonhomothetic if the cost-minimizing factor
intensities are not independent of the output level for fixed relative
factor prices. Another way of characterizing this is to say that (factor)
isoquants are not radial "blow-ups" of a unit isoquant or that they change
shape as output increases. All of these effects are illustrated for the
two-factor one-output case in Figure 1.

While it is not possible to strictly characterize returns to scale for
a nonhomothetic production structure, it is possible to gain some intuition
concerning this issue if we 1imit the analysis to situations where relative

factor prices are constant, since in this case we can infer the shape and

lQ/A separable cost function can be written C(y,w) = f(v)-6(w), and
corresponds to a production function that can be written f(y) = g(x),
where x is a vector of factor quantities.
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Figure 1

NONHO!{OTHETIC PRODUCTION WITH VARIABLE RETURNS TO SCALE

T

Factor
2

Factor 1 ——=
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Tocation of the average cost curve from the wa and aw coefficients.

Specifically, at mean factor prices, a positive wa indicates that the firm
faces a U-shaped average cost curve (a negative wa would indicate an

inverted-U average cost curve; =0 jndicates an average cost curve which

Pov
is either exponentially falling, rising, or constant, depending on aw);

if oy, = 1, then the bottom of the U, the point of minimum average cost,
occurs at Y=y, the mean output level. If aw<f1, the point of minimum
average cost occurs at ¢ >y, since expanding output beyond ¥ would steadily

decrease average costs if 28 , were 0, but for B >0 additional costs grow

Yy 2%
with (2ny - 2ny)? until they dominate the effects of the o, term. Similarly,
if aw:>], then the point of minimum average cost occurs at V<.

Examination of Equation 1 indicates that the B 1'5 are generally sig-

v
nificantly different from zero, indicating that technology is not separable.
This is corroborated by Equation 2, which restricts these coefficients to be
equal to zero. A comparison of the log of the Tikelihood functions in these two
equations indicates that they are significantly different at the .005 percent
level, indicating that we can'reject the hypothesis of separability. Stated

alternatively, Equations (1) and (2) clearly indicate that technology is

not separable.

A comparison of Equations (1) and (3) permits us to examine the question
of homogeneity of output and the existence of economies of scale. In parti-

cular, Equation (1) indicates that o, is not significantly different from one™

v

and that B,, is not significantly different from zero. Taken together, these

W
imply that production is subject to constant returns to scale or that output
is homogeneous of degree 1. Equation (3) imposes these restrictions, and a
comparison of the log of the 1ikelihood functions of Equations (1) and (3)

indicates that their values are not significantly different. Thus the
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equations indicate that production is characterized by constant returns
to scale.

Equation (4) presents a conventional translog cost function that makes
no adjustment for quality. We thus set ¢(q],q2,q3) = 1 and specify our
ocutput measure as: |

¢(y,a759,,93) = ¥+¢(qy,9,,93) =y (4.8)
In this case, all ton-miles are treated equally, regardless of their
quality characteristics. Thus, all hedcnic coefficients are constrained
to have a value of zero.

The coefficients of Equation (4) clearly indicate that the ignoring of
quality variables (or, equivalently constraining the hedonic coefficients
to be zero) leads to serious misspecification. The R2 of the overall equatic
given in Table 2, is substantially less than that of the hedonic cost function
and the 1ikelihood ratio test clearly indicates that the constrained equation
differs from the unconstrained. From this we can readily infer that quality
variables such as length of haul, size of shipment, and share of LTL traffic
clearly do affect costs.

Because costs are typically estimated in terms of ton-miles alone,
it is interesting to note the implications of such a misspecification.

With regard to separability, Equation (4) indicates that the Bwi
coefficients are generally statistically insignificant. Thus if we did not
make a hedonic adjustment we would incorrectly assume that technology
was separable.

With respect to homogeneity of output, Equation (4) indicates that
oy is significantly less than one and that wa is significantly greater

than zero. Since this implies that production is subject to increasing
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returns to scale, the nonhedonic cost function implies that the trucking
industry is subject to rather substantial economies of scale.

Since this finding has rather important policy implications, it is
desirable to consider it further. Table 3 gives the costs per ton-mile
implied by Equations (1) and (4), which respectively represent the general
hedonic and nonhedonic cost functioné. Thus the hedonic cost functions
indicate that trucking firms exhaust their economies of scale at a very
small Tevel of output of 10,587,000 ton-miles, and that average costs
begin to climb substantia]]yvby the time a firm has reached a size of
300,000,000 ton-miles, which respresents.a medium-sized firm in the trucking
industry. In contrast, the nonhedonic cost function indicates that firms
only exhaust their economies of scale by the time they have reached
161,377,000 ton-miles. While the average costs of firms of 300,000,000
ton-miles are also above their minimum levels, the differentials between
these costs and the minimum costs are substantially smaller than those implied
by the nonhedonic cost function.

Since the trucking industry has been characterized by a large number
of mergers in recent years, it is useful to reconcile this fact with the
apparent lack of economies of scale implied by the hedonic cost function,
which appears to be a superior specification to the nonhedonic cost function.
The hedonic cost function indicates that there are virtually no economies
of scale beyond a low level of output, when output is adjusted for quality
‘differentials. Stated alternatively, it indicates that if all firms had
equal lengths of haul, equal sizes of shipment, and equal shares of LTL
traffic, there would be no economies of scale and thus incentives for merger.
In contrast, the nonhedonic cost function indicates that there are sub-

stantial economies of scale when measured in terms of ordinary ton-miles.
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Table 3

Costs per Ton-Mile, Evaluated at Mean Factor Prices

Ton-Miles Hedonic Cost Nonhedonic
(1,000's) _Function Cost Function
10,000 20.51 25.78

10,587 20.50 na

19,947 20,80 21.27

50,000 22.20 18.10

161,337 na 16.67

300,000 24.60 17.16
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These differences can be reconciled when one realizes that ton-miles
are not equal and that larger firms typica]]y have larger lengths of haul,
larger loads, and smaller properties of LTL traffic. Thus, the actual
ton-miles of large firms are in some sense less costly to produce than
the actual ton-miles of small firms. Consequently, firms have a clear
incentive to merge if by so doing they can increase the efficiency of
their operations by increasing their shipment size or length of haul or by
reducing their share ¢f LTL traffic. This, in large part, -explains why
many of the mergers heve consisted of large firms merging with smaller ones
that fill in missing rortions of their operating rights.

Thus, insofar as larger firms can achieve greater economies of density
and utilization than smaller firms, we can understand the large number of
mergers that have taken place in the trucking industry in recent years.
Nevertheless, it is important to realize that these are not economies of
scale in the conventional sense, but rather economies of density and utiliza-
tion. If smaller firms could operate with the same loads, lengths of haul,
and share of LTL traffic as larger firms, there would be 1ittle incentive
to merge.

In addition to yielding information about separability and economies
of scale, the cost functions given in Table 1 also enable us to estimate
the elasticities of substitution among factors and thus own price elasticities
of the factors. Specifically, the Allen-Uzawa elasticities of substitution
can be estimated from the following expression:

015 CCU-/C]-CJ- (4.9a)

where the subscripts on the cost. function (C) denote differentiation with

respect to a factor price. The price elasticities are readily obtained from

the elasticity of substitution by the relationship:
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E.. = M.o.. . (4.90)

where Mj represents the cost share of factor j.

Table 4 presents the own price elasticities and elasticities of substi-
tution implied by the general hedonic and own hedonic cost functions given ir
Equations (1) and (4). The results are generally similar and imply that
while there is relatively little substitutability among labor, capital and
fuel, there is substantial substitutability among these three factors and
purchased transportation. Thus a small increase in the costs of labor, fuel
or capital will cause firms to shift to purchased transportation. Moreover,
there is some substitutability among labor and capital indicating that as
labor costs rise, firms will tend to use larger vehicles that tend to have
lower labor costs per vehicle-mile.

The own price elasticities implied by the hedonic and nonhedonic
regressionare also similar and indicate that the demand for fuel, labor and
capital are all quite inelastic, while the demand for purchased transportatic
is quite elastic. These findings indicate that trucking firms tend to view
the truck, driver and fuel as being in quais fixed proportions. Thus,
instead of substituting among these three factors when any of their prices
change, firms will tend to treat them together and substitute toward or

away from purchased transportation.



-139-

Table 4

Elasticities of Substitution

Estimation of Hedonic Cost Function Nonhedonic Cost Function
substitution (Equation (1)) (Equation (4))
between: (a) Value  Stand.Error Value Stand. Error
Labor-fuel .0005 . 3098 .39 .2562
Labor-Capital .9254 .0443 .9442 .0432
Labor-purch.trans 1.2799 .4853 1.1299 .4290
Fuel-capital .4454 .1824 .5130 .1486
Fuel-purch.Trans. .37925 1.5279 3.6168 2.3882
Capital-purch.Trans. 1.5279 .4076 1.4705 .3762

Own Price Elasticity

Labor -.3526 .0282 -.3738 .0255
Fuel -.2818 .1899 -.5859 .1605
Capital -.6200 .0230 -.6305 .0237
Purch. Trans. -1.4171 .2513 -1.3050 .2342

(a) Note that 0535 = 943
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IV. Summary and Conclusions

This chapter has highlighted the need for hedonic adjustment for qualit
in transportation cost functions and the importance of a general specificati
that will not impose unnecessary restrictions upon technology. In particula

‘it has illustrated that conventional econometric estimates of trutking éost
functions are not very reliable and hence not very useful for policy purpose
for two fundamental reasons: First, the output of the trucking firm is
heterogeneous by its very nature. Hence, éimp1e measures of output such
as ton-miles will fail to éapture the true relationships between cost and
output. .Second, it is likely that the trucking firm is subject to joint
production. Hence, efforts to describe technology by a simple homothetic
production function, such as the Cobb-Doublas or the CES production function

may lead to serious biases of estimation.

To test these hypotheses, we developed a general quality-separable
hedonic cost function that permitted nonhomothetic production and
quality adjustments, and estimated it using a cross-section of 171 firms
in the Eastern United States in 1972. This (and similar) hedonic
regressions indicated the following results, which have important policy
-'implications. |

1. The level of service in terms of length of haul, size of
shipment, and share of LTL traffic does affect costs. In
particular, evidence of increasing returns to scale exists
when ton-miles is used as an output measure, but fails to
exist when output is adjusted for quality differentials.
This implies that any economies that might exist are
economies of density or of service, not ecoromies of
scale of output per se.
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2. When measured in terms of quality-adjusted output,
trucking firms face U-shaped marginal and average cost
curves for a very wide range of factor prices. Over a
wide range of outputs, however, these curves are close to
being flat. fevertheless, firms cen be found on both sides
of the point of minimum average costs. The distribution
of firms along this curve has not been calculated, so it
‘only is possible to say at this point that the very
largest firms should be discouraged from further expansion,
ceteris paribus. It is quite certain, however, that the

larger firms are facing declining returns to scale.

3. There are substantial nonhomotheticities in the structure
of trucking firms' production. Conseguently, any
attempt to model their technology using a homothetic
cost or production function {such as the Cobb-Douglas
or the CES) is a serious misspecification. The non-
homotheticities make global generalizations about returns
to scale impossible, though they are not so large that the
general character of scale returns is seriously altered for
reasonable (with an order of magnitude of the mean) relative
prices. As scale expands, factor shares change: large
firms spend proportionately less on fuel and capital, and
more on labor and purchased transportation; but these
effects are small.

6% course, the—pre1iminary nature of the findings must be stressed.
At.the very least, we must extend the sample to other regions and other years
to see if our findings are robust. In addition, we should extend the hedonic
output function to incorporate the effects of traffic density and the composition
of output to obtain more information about the extent of economies of scale

in the trucking industry.
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Nevertheless, these results clearly indicate the perils of con-
ventional econometric estimates of trucking costs. If production is joint
and if output is heterogeneous, we clearly want to take these facts into
account in specifying cost functions. Otherwise, we may make the wrong

policy decisions based on biased estimates of misspecified cost functions.
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APPEINDIX
THE ESTIMATION OF REGIONAL FACTOR PRICES

The basic problem in establishing prices for both purchased
transportation and fuel is that while each firm's total expenditures
on these goods is observed, the quantities purchased are not. Instead,
an indirect measure of quantity purchased is available.

For fuel, for instance, we know the firm's vehicle miles with
firm-owned trucks, and the number of vehicle miles rented with and
without drivers. Since vehicles rented with drivers typically include
fuel within the rental price,l/these miles are subtracted from the total
to obtain the vehicle miles for which the firm provided fuel,

Using this mileage figure, a fuel cost per vehicle mile can be
calculated for each firm; this would be an appropriate fuel price
measure if every vehicle got the same mileage per gallon. An inspection
of these figures, howaver, reveals that if this were true, fuel prices
varied between firms by a factor exceeding ten. It is clear that a
constant miles per gallon assumotion is inappropriate.

The factors that would appear to most directly affect fuel mileage
are vehicle size, and the percentage of miles driven on interstate
highways. Reasonable proxies for these variables are average size of
shipment and average length of haul, respectively. Thus, we can write:

FUELS
VEH. MILE; |

Fuel Gallons .

= $/Fuel Gallon - — j
Mile (A.])

JREICHEYY

l/This is borne out in the model below: when a parameter measuring the
percentage of rented with driver vehicle miles whose fuel is paid for

by the firm, this parameter is negative, small, and not significantly
different from zero.
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where Pp is the price of fuel in region r and i subscripts denote firm-

specific variables. A stochastic specification of (A.1) might be2/

__E_

VER, = [p, e BICICNN-WE "ogen (A.2)

»10»

. 2 2 2 .
where u, v N(D,0 ur), Up N(O,o u¢)' and n ~ N(0,0 n)' Taking logs
of both sides and specifying a translog function for ¢(+), we have:

FUELS 4 _ — _
lver e = 0P, + aq(eng-2ngqq] + a,leng,-2nq,]

+ %-B]][an]-znﬁajz + e]z[znq]-ﬁna}][:nqz-znaé] (A.3)

1 — 12
tx Bzz[znqz-znqzj +u.t Uy, +n.

In this model the three separate variance components Ups u¢. and n cannot

be identifiedgfaIthough the sums 03 + 03 + cﬁ can be estimated for each

r ¢
region. Since these estimates do not lead one to reject the hypotheses

of homoscedasticity across regions, this assumption is made here.

The estimate of equation (A.3) is given in Table Al; the "natural
terms" are direct estimates of the regional prices, whereas the coefficients
of the logarithmic terms correspond to the a's and 8's in (A.3).

The estimates of the cross-terms (B's) are all insignificant; thus
the galions/mile function ¢(q].q2) can be effectively interpreted by
examining the linear terms only. If we take average size of shipment and
average length of haul as proxies for truck size and interstate highway

mileage respectively, then both variables have the right sign, though

2/ Alternative stochastic spec1f1cat1ons, such as additive errors in a
variance-component model, give inferior results.

3/ Appropriate assumptions in a time series cross-section model would
lead to identification, however.
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Table A1

ESTIMATES OF REGIONAL FUEL PRICES

DEPENDENT VARIABLE IS LOG(FUEL EXPENDITURES/VEHICLE-MILE)

RZ = .3094

SSR = 12.173

L0G LIKELIHOOD FUNCTION =
OBSERVATIONS = 171

-21.86

| COEFFICIENT VALUE STANDARD ERROR
PRICE, NEW ENGLA!D 06359 .01451
PRICE, NORTH HID ATLANTIC .07065 .01125

. NATURAL
PRICE, MIDDLE ATLANTIC 07694 01355  TERMS
PRICE, CENTRAL STATES EAST 06794 .01271
PRICE, CENTRAL STATES WEST .0723] .01332
AVERAGE LENGTH OF HAUL - .2699 .205
AVERAGE SHIPMENT SIZE 4285 .2275

) LOGARITHAIC

(HAUL) -.192 .7025 TERMS
HAUL - SIZE -.0791 5232
(S1ZE)° .317] .5011
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their standard errors are somewhat larger than is desirable. In the
absence of a priori expectations for the regional prices, it is difficult
to evaluate these estimates. In interpreting these estimates, it must

be remembered that they include fuel taxes, which do differ by reg{on.
and that they are for 1972, before tne August 1973 Arab 0il1 boycott,
which raised prices more in New England than in other regions.

A similar model was used to estimate regional prices for purchased

transportation:
in prrORCHS - p anp, + a;[2n AVHAUL-2nAVHAUL] (.4)
+ a,[2n AVSIZE-gn AVSTZE] + a5[2n(1+DRIVER)-2n(1+DRIVER)
+ a,[2n(1+DRIVER)-2n(1+DRIVER) J[2n AVHAUL-&nAVHAUL]
+

asfln(l+DRIVER)-£n(1+DRIVER)][ZnAVSIZE-Rn AVSTZE]

where DRIVER is the percentage of rented vehicle miles rented with driver.
The sample for the estimation for (A.4) was reduced to 101 observa-
tions by eliminating the 70 firms that reported purchasing rail, air, or
water transportation, since separate expenditures on these categories
were not available from TRINC's, though they are reported to the ICC.
In addition, separate figures for average haul and average shipment size
in rented vehicles are not available, so overall firm averages are used.
Again, these variables serve as proxies for interstate highway mileage
and vehicle size respectively.
The results are reported in Table A.2 Once again, the cross terms
are insignificant, and the linear non-price terms have the correct sign;

they are also statistically significant by the usual tests. Since the
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Table A.2
ESTIMATES OF REGIONAL PURCHASED TRANSPORTATION PRICES

COEFFICIENT VALUE STANDARD ERROR

LOG PRICE, NEW ENGLAND -.031135 .629987
LOG PRICE, NORTH MID ATLANTIC  -.436373 .552856
LOG PRICE, MIODLE ATLANTIC -.265030 .524977
LOG PRICE, CENTRAL STATES EAST  -.752058 .508918
LOG PRICE, CENTRAL STATES WEST  -.209309 .607896
SIZE .970295 .393755
HAUL -1.04077 .330888
% RENTED WITH DRIVER (RHD)+1 1.66230 .698720
SIZE-% RWD+1 .570943 1.21665

HAUL+% RWD+) -.961638 1.10031

(% RWD+1)2 2.55511 4.55707

ANTILOGS OF ESTIMATED LOG PRICES:

PRICE, NEW ENGLAND .969345
PRICE, NORTH MID ATLANTIC .646377
PRICE, MIDDLE ATLANTIC .767183
PRICE, CENTRAL STATES EAST .471395
PRICE, CENTRAL STATES WEST .811145

DEPENDENT VARIABLE IS LOG(PURCH. TRANSP. EXPENDITURES/RENTED VEHICLE-MILES)
RZ = 2666

SSR = 144.052

LOG OF LIKELIHOOD FUNCTION = -167.38]

OBSERVATIONS = 101
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price terms were not estimated directly (the nonlinear algorithm failed to
converge properly in our initial attempts), we take the antilog of the
estimated price logarithms as our regional price estimates; the standard
errors of these estimated were not calculated. However, from Table A.2,

there is reason to believe that they are comparatively large.
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Chapter Five

Interindustry Relations in the Surface Freight

Transportation Industries

Federal transportation policy not only influences transportation
rates and the a]]o;ation of shipments among the various modes, but also
affects theallocation of economic activity among industries. By causing
changes in transportaticn rates, changes in federal transportation
policy cause changes in the price of transportation services relative
to other commodities or services. These, in turn, lead to changes in
the allocation of economic activity among industries and the producer
prices of these industries, which in turn can affect the demand for
transportation services. Consequently, it is desirable to develop a
general equilibrium framework that can be used to analyze the impact of
transportation rates upon the allocation of economic activity among
industries. This can then be used to feed back into the models of
equilibrium in the transportation industries.

This chapter discusses our initial efforts to develop such a
general equilibrium analysis, using an interindustry model with variable
coefficients that reflects the impact of federal transportation policy
upon all sectors of the economy. Section I briefly discusses the general
approach used, while Section II outlines the specific methodology used to
estimate variable interindustry coefficients. Section III presents our
empirical results and discusses why they are unsatisfactory. Section IV
then discusses how changes in federal transportation policy can be analyzed

within the context of the conventional input-output framework.
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I. An Overview of Interindustry Analysis

The usual approach followed to evaluate interindustry effects is
the famiiiar input-output analysis, first developed by Leontief.
According to this approach, the basic relationships for production and

prices are respectively given by the following equations:

X=AX+Y (5.1)
or

X = (I-A)"Y (5.1a)

P' = aw + P'A (5.2)
or

p = aow(I-A)'] (5.2a)

where X = Vector of total output

A = Matrix of input-output coefficients

Y = Vector of final demand

P = Vector of prices

a, = Matrix of direct primary factor input

w = Vector of prices of the primary factor.

Thus, AX represents the intermediate demand of all industries. In
the original Leontief formulation, the matrix A was given by the pure
technological requirements of the industry. No substitutions between

factor inputs were permitted.l/ This is clearly a very restrictive

l-/However, subsequent formulations have shown that if there is only one
primary factor, relative prices are independent of final demand and no
substitution among factors is desirable. For a full discussion of this
and related points, see Samuelson (1966).
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requirement and runs counter to usual views of producers' optimizing
behavior. Thus, it is desirable to modify the traditional input-
output framework of Leontief to relax the assumption of fixed pro-
duction coefficients and the lack of substitutability among primary
factors and other inputs.

Hudson and Jorgenson (1974) have recently developed a model that
attempts to yield interindustry coefficients from the profit-maximizing
behavior of the firm rather than from pure technological requirments.
In this case, the matrix (A) of input-output coefficients is made
endogenous and determined by the relative prices of factor inputs.
Thué, instead of the rigid utilization of factors and materials on
the part of firms, the Hudson-JorgenSon formulation of the problem
permits substitution among factors and materials in response to changes
in relative factor prices. Therefore, instead of egs. (5.1) and (5.2),

we write the production and pricing relationships in the economy as
X = (I-AW)'Y | (5.3)

o= agw(l - Aw))! (5.4)
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In this flexible input-output analysis, a change in the prices of
primary factors not only has a direct impact upon the vector of produce:
prices through the vector of primary factors (w), but it alsc has an
indirect impact through the input-output matrix, A{w). Moreover, iﬁ
contrast to conventional input-output analyses, even if the vector of
final demand remains constant, the vector of total output will generally
change as the utilization of inputs changes in response to the change
in the prices of primary factors.

Although transportation is clearly a produced activity, since the
prices of its services are determined by the regional transportation
models described above, transportation can be taken as a primary factor
of production for the purposes of this interindustry analysis. Conse-
quently, by using a flexible input-output analysis, we can determine how
changes in the transportation rate structure affect interindustry coef-

ficients, commodity prices, industry outputs, and factor demands.

II. Structure of the Analysis

Because we are interested in analyzing the impact of transportatior
policy upon fairly broad aggregates, we incorporate a model of producer
behavior for the following nine broad categories of commodities:

durable manufactures
nondurable manufactures

feed grains
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other agriculture

construction

services

non-food materials and non-food mining

coal

petroleum and petroleum products.
The first seven industries comprise a materials aggregéte, vwhile the
-last two comprise an energy aggregate.

Instead of estimating specific factor demand equatfons for each
produced aggregate and primary input, we make use of the familiar duality
theorems of Samuelson (1966) and Shephard (1970), which assert that
production relations can be completely described either by physical
quantities, as in production functions, or by price relations, as in
cost functions. These theorems assume, of course, perfect competition
and constant returns to scale. Therefore, as long as we assume that
these conditions are met for each of the nine industry groups, a price
possibility frontier can be estimated which relates the price of each
commodity to the prices of its inputs.

Thus, the relative price relationships take the following form:

PI = PI(AI, PK, PL, PE, PM, PT) 1 =1...9 (5.5)
where P1 = the price of the output of industry I

Al = a measure of Hicks neutral technical change in industry I

PK = the price of capital

PL = the wage rate

PE = a price index for aggregate energy inputs

PM = a price index for aggregate materiais
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PT = a price index for transportation services.

This price possibility frontier is defined on the prices of the component
aggregate inputs if the overall price possibility frontier (characteri-
jzing the whole economy) is separable and homogeneous in the elements
of the aggregate. Leontief (1947) has shown that this requires that the
relative shares of elements within an aggregate are independent of
prices of goods outside the aggregate. Thus, in undertaking this analysi:
we must assume separability between the aggregates, materials and energy,
although we do not need to assume that separability exists among the
components of each aggregate.

Given this price possibility frontier, input-output coefficients
can be obtained by a two-step procedure. First, the shares of the

aggregate inputs are found by the identity:g/

o2nPI _ PJ-XJI _ PJ

3gnPd - PI-XI T 25 (5.6)

where PJ is the price of input J and XJI is the amount of J needed to
produce I, whose total output is XI. Therefore, PJ+XJI/PI<XI is the
factor share of input J; and XJI/XI (or aji) is the technical coeffi-
cient of production denoting the elemnent of the input-output matrix

at row J, column 1. The complete input-output matrix is obtained by
finding the price possibility frontier for both the materials and energy
aggregates defined on their elements. This enables us to separate

out all the interindustry relations by disaggregating the factor shares

2-/For* a full discussion of this and related points, see Hudson and
Jorgenson (1974).
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of the energy and material input. For instance, if PD is the price of
durable manufactures, PM the price of material inputs and XD and XM are
outputs defined analogously, the input-output coefficient for the durable

manufacture input to output I is:

PI-XI = MI+PN P T~ 8di

PM-MI , XD-PD *PI _ XD | (5.7)

The first term is obtained from estimating the aggregate price
possibility frontier (3&nPK/3&nPM); the second term is obtained from
estimating the materials price frontier; the price ratio of commodity
I to durable manufactures is given. Having obtained the input-output
coefficients, it is possible to carry out the usual calculations to
obtain intermediate factor demands, total output requirements and the
prices of all intermediate and final goods under the assumption that
prices are independent of the composition of final demand.

A transcendental logarithmic (translog) function was used to
estimate the price frontiers. This provides a local, second order
appfoximation around a given point of expansion (usually taken to be
the sample mean) to an arbitrary function. Thus, the frontier defined

on the prices of aggregate inputs is given by the following expression:

2nPI + &nAl = %] + g a1y 2nPJ + 1/2 3 g BIJF 2nPJ £nPF (5.8)

—
n
—
(Yo}

JQF = K,L,E’M,T.
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The prices of energy and materials are considered to be endogenous;
the prices cf the primary factors capital and labor are determined by .
a macroeconomic model that is independent of the interindustry analysis;
and the price of the "primary" factor transportation is determined by
a regional transportation model.

Similarly, the price frontiers for energy and materials are given by

LnPM = %o +.Z a, &nP_ + 1/72 T2 erq NP zan (5.9)
r rq
r,q = (seven material inputs)
InPE = a o+ Lo gnA +1/2 ¢ erq anP zan (5.10)

r rq
r,q = (two energy inputs).

From the relationships given in equations (5.8) - (5.10), the price
possibility frontier and input-output coefficients can be obtained by
the method outlined above. Alternatively, factor share equations which
are formally equivalent to equations (5.8) - (5.10) may be estimated as

was done by Hudson and Jorgenson (1974).

PK-KT _

PIXT = 1kt BrxkinPK + By AnPL + B\ (AnPE + By ANPM + 8., oAnPT (5.11a)

PL-LT _

BToxT = OgL * B kinPK + By nPL + 3 pRnPE + By W 0nPM + 8. 2nPT (5.11b)
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PIoXT - %IE + BIEKQHPK + BIELZHPL + BIEEQnPE + BIEMlnPM + BIETILnPT

PI-XI - %IM + BIMKQnPK + BIMLRnPL + BIMEznPE + BIMMznPM + BIMTQnPT

PI-XT - %17 + BITKRnPK + BITLGPL + BITElnPE + BITMQnPM + BITTQnPT
While the relationships given in eq. (5.11) were estimated by
Hudson-Jorgenson (1974) and are likely to yield more stable estimates,
they require the factor shares of all aggregate inputs to each industry

group. Since these data were not available to us, we estimated equa-

tions (5.8) - (5.10) using readily available price data.§/

II1. Criticisms and Results

A. Criticisms

The Hudson-Jorgenson Study has stimulated considerable controversy
since its publication and has engenderedAa variety of criticisms.éf
While many of its flaws specifically deal with its applicability to

the energy sector, there are more fundamental problems, which prevent

§-/In fact, they were apparently not available to Hudson and Jorgenson
either, who used data constructed from three input-output tables
formulated over the sample period. The remaining years' data were
found by some interpolation techniques not specified by the authors.
The estimation of fourteen parameters with three effective data
points cannot be expected to yield valid results as one simply cannot
span a higher dimensional space from a lower one. For a good
discussion of this and related points, see Khazzoom (1967).

i‘-/See, in particular, the criticisms contained in the Workshop of
the Electric Power Research Institute (1976).

(5.11¢)

(5.11d)

(5.11e)



-158-

the proposed modification to the transportation sector from being valid.
Indeed, it is the basic theoretical flaws that interfere with our
proposed approach since the criticisms of the method as it is applied
to energy do not hold much force in the transportation sector.§/
The fundamental problem with the approach presented by Hudson and
Jorgenscn and followed here is the lack of linkages between the vector
of final demand and the vector of prices. Thus, according to this
approach, the prices of primary factors and the level of final demands
are determined by a macroeconomic model which is independent of the
interindustry analysis. The interindustry relationships have no effect
upon macroeconomic activity except thrcugh the identity of supply and
- demand PC-C = g PI-CI, where the left-hand term represents the value
of consumption ;nd the right-hand term represents the sum of the value

of consumer goods in each industry. Similar equations are necessary for

§-/A major criticism of the Hudson-Jorgenson analysis has to do with
forecasting the impact of future energy price changes. Since the
translog function represents an approximation around a point of
expansion, the use of the translog function is only justified for
estimating smoothly changing series and obtaining local estimates of
the specified function. Thus, its ability to predict is greatly
hampered as data move further away from the point of expansion.
This is a serious flaw in making projections in the energy sector,
particularly from estimates over the sample period used by Hudson-
Jorgenson (1947-71). Since future price changes in petroleum may
be expected to be more dramatic than those during the sample period
or occur in discrete jumps rather than conform to historical patterns,
the translog approximation may be quite poor in the range of projected
price changes, especially if techniques cannot be devised to maintain
the same degree of substitutability between factors as in the sample
period. The prescription may be to analyze actual technical possibili-
ties rather than relying on past market performance. These shortcomings
are not damaging when applied to transportation. In contrast to the
very large movements of energy prices, which differ greatly from those
in the estimated period, alterations in transportation prices can be
expected to be small and not far removed from experienced values. Thus,
present technological relations can adequately adjust to the scenarios
suggested by regulatory changes.
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government, investment and imports. As Phoebus Drymes (1976) notes,
the macroeconomic and interindustry relations can be solved quite indepen-
dently save for aggregate summation constraints.

This suspicion of more fundamental linkages between the inter-
industry model, which determines input-output coefficients, and the
macroeconometric model, which determines primary factor prices and
final demands, leads to a further major criticisi from a theoretical
level. Because of the existence of more than one primary factor of
production, the nonsubstitution theorem of Samuelson has been mis-
applied. Hudson and Jorgenson contend that "This theorem states that
for given prices of the factors of production and competitive imports,
the prices of domestic availability of the output of each sector are
independent of the composition of final demand." (1974,p. 468).

While true, this result is inappropriate for their or the present
analysis. With more than one primary factor, this statement can have
one of two meanings. First, all primary factors except one can be
traded for that one at constant prices. This, however, is equivalent
tovthe statement that all factors except one can be transformed into
that one by a simple production scheme: Factor j = ajx Factor 1 for
all j primary factors. As originally pointed out by Samuelson (1966,
p. 522), this strains the concept of a "primary" factor and actually
returns us to the one true primary factor case. If this meaning is
incorporated into the estimation of the price possibility frontier, we
would have to expect perfect multicollinearity in the specified price
possibility frontier since PK = aKPL and PT = aTPL for all other
"primary factors" except labor, which we designate as the true primary

factor.
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Alternatively, we can treat cap tal, labor and transportation as
true primary factors and permit thei relative prices to vary over the
sample period. In this case, the us al nonsubstitution theorems do not
apply, and there is not a unique technologically-determined price
vector that can allocate resources independently of the composition
of final demand. As demand for goods whose production uses one of the
factors intensively rises, the return to that factor will generally
rise as well causing changes in relative producer prices, which should leat
to changes in the composition of final demand. In the terminology of
the Leontief system, the price vector of the economy is the "normal"
vector to the produ:tion possibility surface. With more than one
primary factor, the production possibility surface is piecewise
linear and consequently has more than one normal vector. Thus there is
no unique producer price vector that is independent of final demand.

The theorem cited by Hudson-Jorgenson can only be meaningful as a tauto-
logy such as "given the prices of all goods which determine factor prices,
the price of domestic availability is independent of final demand."

The fact that the factor prices are determined in a different model does
not circumvent the need to determine the price vector jointly with final
demand.

This independ2nce causes problems with the econometric specification
of the price frontier. If factor prices are dependent on final demand,

the price possibility frontier should be written as:
PI = PI(PK(Y), PL(Y), PT(Y), pl(Y)..... PN(Y)) (5.12)

where Y represents the vector of final demands. In terms of input-
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output analysis this can be written as:

P = w(¥)[1-AMw(Y))T! (5.12a)
But the final demand vector itself depends upon producer prices:

Y = Y(P1...PN) | (5.13)

As these equations suggest, the problem is that the proposed metholodogy
attempts to estimate prices separately when in fact they are part of

a simultaneously determined system with a high proportion of jointly
determined variables. This would lead to biased estimates, and make

the economic implications of the estimated price functions suspect.

A further difficulty with the Hudson-Jorgenson approach involves
its level of aggregation. While highly aggregated studies are fre-
quently criticized for the loss of usefulness in policy making, some
theoretical problems are also worth noting. As mentioned before, the
price possibility frontier is defined only when production is separable.
This implies that aggregation has been carried out and that shares
within the aggregate are independent of prices outside the aggregate.
With industry groups as broad as "durable manufactures" or "agriculture,
construction and nonfuel mining" it is not likely that this holds.
Indeed, all the duality theorems such as Shephard's Lemma relating
factor demands to cost fucntions rely on the single firm as the unit
of analysis. It is not clear that these theorems are at all applicable
to broad commodity c]asses.éf This level of aggregation may well

introduce severe specification error in the estimation.

% For a good discussion of this point, see Sewall (1976).
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B. Econometric Results

In spite of these theoretical problems, the present study attempted
to fit the price possibility frontier directly to the translog specifi-
cation using only price data. The data used were indices reported
quarterly (1953-1973) on the prices of the nine commodity groups and
five aggregates: capital, labor, energy, materials, and transportation
services. All data came from the Department of Commerce Survey of
Current Business except for the price of capital services and the price

of transportation servicas.Z/

The price possibility frontiers were estimated with a nonlinear
technique which allowed the appropriate homogeneity and symmetr}
constraints to be imposedg/ along with the exogenously determined rate
of technical progress in each sector. In addition, corrections were
made for autocorrelation (which was very high), and instrumental
variables were used to correct for problems of simultaneity in the
materials and energy sectors.

By using the factor share equations given above (eq. (5.11)), it
is possible to obtain an independent check of the plausibility of the

results obtained from estimating the production possibility frontier

directly using price data. Unfortunately, aTthough the estimated

7/ The price of capital services was provided by "‘the MFP (MIT, Federal

Federal Reserve, University of Pennsylvania) macroeconometric model;
the price of transportation services was constructed from prices of
railroad services (Association of American Railroads "Yearbook of Rail
way Facts"); 1inland waterways (American Waterway Operators, Inc.,
“Inland Waterborne Commerce Statistics"); and regulated motor
carriers (ICC, "Transport Statistics in the U.S.").

See Chapter 3, above, for a discussion of these constraints.



-163-

price equations were reasonable in terms of standard statistical tests,
the implied factor shares were inadmissible since they often did not
1ie between zero and one. Table 5.1 gives the estimated equation for
durable manufactures, which was typical of all of those estimated.

While the RZ

is high and the coefficients are generally statistically
significant, the economic implications of the equations are unacceptable.
Since the ai's represent the factor share of the respective aggregate
input evaluated at the mean of the prices, the results are clearly
incorrect. In addition, the series of implied factor shares varied
widely over the sample period, contrary to the historical record.

That the results obtained‘using pure price data were incorrect is
not surprising. Usually, quantity-related data, such as measures of
capital utilizaiton in cost function or joint estimation of factor
demands and cost functions, are needed to supplement the estimation of
duality relationships. Consequently, while formally equivalent to the
factor share equations estimated by Hudson-Jorgenson, the estimation
of the price possibility frontier by price data alone is not likely
to yield admissible resu]tsg/ and data on actual factor shares or
interindustry coefficients are needed. Unfortunately, however, such
data do not exist to permit a time series analysis of interindustry

relationships. Consequently, we are forced to return to more conven-

tional methods.

2/For a good discussion of this point, see Burgess (1975). Dhrymes
(1976) has made a similar point.
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Tahle 5.1

Estimcted Equations for NDurable Manufactures

Linear Terms Quadratic Terms
: K L E M T
o =045 : -.225 .111 .854 -2.510  1.800
(.0005) 1 (.003)  (.008)  (.001) (.019)  (.013)
]
]
a  -.119 ~14.6 -6.87 21.8 -.466
(.002) : (.054) (.031) (.063)  (.040)
I
op  -.071 : -3.67 9.29 .403
(.001) (.032) (.073)  (.053)
]
]
o 1.042 -25.2 -3.38
(.003) | (.165)  (.094)
]
t
o 193 1.64
(.003) (.076)
]
R? = .997

Autocorrelation Coefficient

{Standard Frror

.934

Note: Figures in parcntheses represent standard crrors.,
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IJV. A Conventional Input-Output Analysis

Since the incorporation of flexible coefficients does not
appear to be feasible, we now turn to a traditional input-output
analysis with exogenously altered technical coefficients. The
1imitafions of the assumption of fixed coefficients do not impinge
severely on an analysis of transportation industries for two main
reasons. First, as mentioned earlier, changes in transportation
prices or technical relations are generally small, and since expen-
ditures on the transportation sector are usually a small propor-
tion of industrial inputs, it is not unreasonable to expect very
small adjustments to the change in price of such services. Second,
the peculiar nature of transportation services and its competing
commodities in the factor demand markets make the assumption of
no substitution less damaging. The main “substitute" for trans-
portation services is generally not the usual alternative mix of
inputs, but rather a change of location of ‘a producing firm. A
firm may well respond to changes in transportation costs {especially
of one mode vis a vis another) by relocating at a point where
total transport costs for its inputs and marketable outputs are
at a minimum. In the short run, however, the ability to change
location is strictly limited since there is often a large fixed
capital investment tying the firm to a specific point in space.
Because the savings in transportation are probably small, relocation
is not warranted. However, gecond-order effects of changes 1in
freight rates may influence substitution; as rates rise, industries

may substitute away from factors intensive in transportation services.
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Nevertheless, we will have to tolerate the problems of this
effect.

The method of analysis takes the form of simulating technical
change (literally interpreted as a change of techniques) in the
relevant transportation industries. This posits a change in the
structure of production due to regulatory intervention in the
transportation industries.

The method is best illustrated by example. It is well known
that the railroad industry is characterized by chronic excess
capacity and therefore, that firms operate on a short run, rather
than long run cost curve. Changes in regulatory practices, which
induce the firm to operate efficiently, act as technical progress.
The coefficients corresponding to the "new" technique may then be
incorporated into the input-output matrix by reducing the elements
of the column of the railroad industry by the appropriate amount.
In particular, this requires reducing the amount of the fixed
factor used per unit output and changing the coefficient for
certain capital equipment in the railroad ;o1umn. By assuming that
the vector of final demand is unchanged, it is possible to calculate
the following by the formulae given in egs. (5.1) and (5.2):
fixed new total production requirements; intermediate demands;
and price vectors.

Thus, the impact of federal transportation policy upon
interindustry reiationships could be determined in a multi-step

procedure. First, the change in policy must be translated into a
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change in the relevant cost functions, demand functions, or market
structure. Second, a new equilibrium with respect to rates,
outputs and factor usage (both primary and produced) must be calcu-
lated from the regional transportation mode]s.lg/ Third, these
changes in factor utilizations must be translated into the
appropriate changes in the technical coefficients of the columns
of the input-output matrix. Fourth, the change in outputs among
modes could be translated into changes in the row values of the
input-output matfix for the trahsportation industries. Finally,
given the changed column and row vectors of the transportation
industries, new solutions can be obtained for outputs and producer
prices. Thus, while less elegant than the Hudson-Jorgenson formu-
lation, this approach should permit some interindustry response

to changes in federal transportation policy.

To estimate the impact of changes in federal transportation
policy upon interindustry relationships, the 1967 BEA input/output
table was consolidated into a forty industry table with seven
disaggregate transportation sectors: rail, urban transportation
services, trucking, inland water transportation, air, pipeline
and other transportation services. This table, reported in dollar
transactions rather than in technical coefficients, was computed
in producer's prices. Thus, transportation services used are
credited to the transportation sector and the interindustry effects

of transportation can be obtained.

lg-/For a full discussion of these models see Chapter 2, below.
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For il1lustrative purposes we postulate a 5 percent increase in
the efficiency of the rail and trucking industries, that is, 5
percent less of all inputs are needed for the same output. This
jmplies, of course, that the columns for the rail and trucking
industries are reduced by 5 percent in the input-output matrix. Whi
unrealistic for evaluating the impact of changes in regulatory
policy, this example gives some feel for the sensitivity of the
system to changes in the interindustry coefficients of the transpor-
tation industries.

Table 5.2 presents the percentage change in the prices of each
jndustry, respectively engendered by a 5 percent increase in the
efficiency of the rail or trucking industry, while Table 5.3 present
similar percentage changes in total output. In both cases, the char
in prices and outputs yield reasonable and expected results. The
greatest savings from a more efficient railroad sector (besides
transportation services) occur in heavy, transportation intensive
industries such as lumber, paper products, stone, clay and glass
products, primary metals and metal products. Greater reduction on
average occurred with changes in the trucking sector, the largest
ones being in industries similar to those most affected by rail witt
the addition of livestock and processed foods. The larger average
reductions over a broader sample of industries in response to
technical changes in trucking seem intuitively plausible, since
smaller users would tend to use the more flexible and smaller-load

trucking services over rail. Least affected, understandably, were
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“industries where material inputs are a small fraction of

total inputs. These include wholesale and reta11 trade, insurance,
banking, and services. Thus, we can see that the freight trans-
portation industries have greatest affect on the industrial
production secturs of the national economy and will most likely

. affect the income distribution between regions through increasing

the competitive advantage of industrial areas.
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Table 5.2

Percentage Price Reduction with Uniform 5 Percent Increase

in Efficiency in Rail and Trucking Industries

Rail Trucking
Livestock .041 .090
Grain .036 .049
Other Agriculture, Forestry, Fishing .025 .048
Mining (exc. Coal, Petroleum) - .049 .041
Coal Mining .046 .040
Crude Petroleum .017 .019
Construction .031 .048
Ordinance .046 .051
Food Products .036 073
Textile Products .024 .053
Lumber/Furniture .086 .055
Paper Products .059 .050
'Chemicals, Plastics .050 .045
Petroléum refining .023 .043
Rubber, leather .047 .059
Stone, Clay, Glass .105 .160
Primary Metals .086 .061
Metal Products ' .056 . .054
Machinery ‘ .029 - .034
Electrical cquipment .027 .034
Motor vehicles .058 .055
Aireraflt .028 .036
Othcer transportation cquipment .069 .067
Other equipment .037 .046
Railroad 3.36 .052
Passenger trains .048 .087
Motor freight .044 4.15

Water transport .041 .162



Table 5.2 (cont'd.)

\ir transport

Mipeline

Transportation Scrvices
Communications/Utilities
Wholesale and retail trade
Finance, insurance, real estate

Services

State and Federal Government
Imports

Dummy induétries

Rest of world

Government, household industry
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L0
030
L0113
.031
.004
.007
.008

.108

.044

064
070
.016
.023
.011
.007
.012

.125

.082
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Table 5.3

Percent Savings in Total Output with 5 Percent Increase

in Efficiency in Rail and Trucking Industries

Livestock

Grain

Other Agriculture, Forestry, Fishing

Mining (exc. Coal, Petroleum)
Coal Mining

Petroleum (crude)
Construction

Ordinance

Food Products

Textile Products
Lumber, Furniture

Paper Products
Chemicals, Plastics
Petroleum Refining
Rubber, Leather

Stone, Clay, Glass
Primary Metals

Metal Products
Machinery -

Electrical Equipment
Motor Vehicles

Aircrafe

Other Transportation Equipment
Other Equipment
Railroads

Passenger Trains (Urban)
Motor Freight

Water Transport

Rail

.005
.006
.009
.047
.031
.077
.061
.001
.003
.011
.027
.023
.023
.089

.016

.044
.059
.039
.024
.014
.003
.002
.106
.011
.308
.105
.043
.028

Trucking
.008
.023
.010
.019
.034
.160
.012
.001
.005
.012
.010
.040
.026
.192
.083
.018
.015
.015
.011
.011
.015
.002
.007
.015
.094
.024
.731
.044
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Table 5.3 (cont'd.)

Air Transport

Pipeline

Transportation Services
Communications/Utilities
Wholesale and Retail Trade
Finance, Insurance, Real Estate
Services

State and Federal Government
Imports

Dummy Industries

Rest of World

Government, Household Industry

.044
.085
.615
.035
.013
.036
.019
.040

.044

.038
.202
1.30
.049
.042
.039
.051
.018

.083
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Since the calculations were made with the fixed coefficient
assumption intact, these results serve as a lower bound on the
potential savings on intermediate goods. Any substitution will
offer opportunities to save additional amounts as inputs are
chosen with an eye to economizing in the face of price changes.
Therefore, these results give conservative estimates of interin-
dustry effects. Furthermore, since many of the same industries
appear to be tied to both rail and truck, it is likely that
further intermodal competition and substitution of producing firms
will yield substantial savings. The logical next step of this
research is to incorporate the specific knowledge of the freight
transportation sectors obtained in the regional transportation
models in order to specify correctly the change in the direct

interindustry relations engendered by regulatory changes.
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Chapter Six

Models of Income Determination

Having outlined the regional transportation model and the inter-
industry model, let us now consider the linkages among regional
transportation outputs and prices, interindustry relationships,
and the level of regional and national incomes. These interrela-
tionships can be made explicit by considering a model of regional
income determination, discussed in Part I of this chapter, and a

small-scale national macroeconometric model, discussed in Part II.
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1. Regional Income Model

Let us now consider the interrelationships between the regional
transportation model and the regional income model. Briefly stated,
the equilibrium in the regional transportation market affects the
levels of regional economic activity in two important ways. First,
the demand for labor in the transportation industries has a direct impact
upon regional employment and income. Second, the transportation rate
structure in any region relative to that of the nation as a whole can
influence the location and investment decision of firms and thus affect
regional income and employment. Similarly, regional income levels can
have a direct impact upon the demand for transportation services, while
regional wage structures can affect the demand for labor within the
transportation industries. Thus, if we view the transportation indus-
tries as only one sector within a regional economy, it is clear that
there are bound to be many linkages between the equilibrium in the
transportation industries and that of the entire regional economy.

This analysis attempts to capture the major linkages and concentrates
upon the interrelationships among regional income, employment, and
transportation. To this end, we will develop employment, wage, and
personal income relationships and show how they interact with the
regional transportation model. 1In doing this, our goal is not to develop
a fully specified model of reQiona] income determination, but rather to
utilize a somewhat aggregative model that will capture the main

elements of the problem.

A. The Structure of Regional Models

Macroeconometric modeling has a well established tradition on the

national level. The pioneering work of Klein (1955) in the early 1950's
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has been expanded and developed until there are now a number of large
scale econometric models of the national economy that can be used for
forecasting levels of economic activity and for evaluating alternative
monetary and fiscal po]icies.l/ While these models do not have a per-
fect track record with respect to all sectors of the economy, on the

whole their performance indicates.that it is possible to forecast the
vehavior of the national economy with a reasonable degree of accuracy.

It is only in the past decade that serious econometric modeling
on the state or regional level has been developed. On the state level,
models of Massachusetts «(1975), Michigan (1965), California (1972) and
Mississippi (1975) have been developed, while on the local level a
model of Philadelphia (1975) has been developed and one of Boston is
currently under construction (1976). Although none of these models has
been as fully developed as the more established national models (e.g.,
the Wharton or the FMP models), the forecasting record of these models
indicates that it is possible to explain and forecast the economic
behavior of a state or a region reasonably well.

The theory underlying the national macroeconometric models is
generally well defined. A1l of these models rely on a Keynsian aggregate
demand framework; thus, much of these models is built around the national-
income equilibrium condition that income equals the sum of final demand
(consumption, investment, government expenditures and the net trade
balance). The analysis then proceeds to explain the components of
final demand on a disaggregate level, the determinants cf aggregate

supply, and the relationships between the "real" and the monetary sectors.

l/See, for example, the FMP Model (1968), the Wharton Model (1967), the
U.S. Department of Commerce, B.E.A. Model (1966), as well as a number

of models developed by private consulting firms, e.g., Chase Economet-
rics and Data Resources, Inc.
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One of the under pinnings of all national macroeconometric models
is the national income accounts, which not only provide the data but
an analytical, Keynsian framework on which to develop a model. Unfor-
tunately, there are no data equivalent to the national income accounts
on the state or regional level, making the analytical framework upon
which to build a state or regional macroeconometric model less obvious.
While the Michigan Model (1965) attempted to analyze regional income
determination in a Keynsian framework, recent regional models (e.g.
the Massachusetts Model (1975), the Mississippi Model (1975), and the
California Méde] (1972)) have been built around the excellent regional
data'bases in employment and wages. In this case, the models tend to
take on more of a supply-oriented, microeconomic general equilibrium
character than the demand-oriented, macroeconometric national models.
Indeed, their analytical under pinnings lie in the neoclassical theory
of the firm and the simultaneous determination of employment, output,
wages, and producers’' prices.

Since the level of transportétion rates relative to other prices
plays a key role in an integrated transportation policy model, it
seems logical to adopt a neoclassical approach, which incorporates
relative pricedifferentials, in modeling regional income levels. As
such, we draw upon the analytical framework developed in the Massachuse
Model (1975) and its predecessors. Because, however, the focus of
this analysis is the interrelationships among the transportation
industrias and the rest of the regional economy, transportation rates
and employment will play a central role in this mdde]ing effort that

they have not had in previous regional models.
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The structure of the regional income model is illustrated in
Figure 6.1. Regional employment is assumed to depend upon regional
factor costs (transportation, labor, capital, and energy) relative
to those of the nation and regional income. Regional wages are
related to national wages and regional employment growth. Given
wages and employment, we can then determine labor income, and from that,
we can derive measures of gross state product. Personal income is
given by the sum of labor and nonlabor income. Finally, the regional
consumer price index is determined by the regional transportation rate
structure and the national CPI.

Since employment plays a central role in this analysis, we first
discuss its determination. We then consider the other components of
the regional income model: wages, income, output, and consumer prices;
and show how the transportation industries and the rest of the regional

economy are linked.

B. Employment

In analyzing employment, it is useful to distinguish between the
so-called export industries, whose output levels are highly sensitive
to regional cost differentials, and the so-called home industries, whose
output is tied to the local, regional economy. Manufacturing indus-
tries are generally thought to fall into the former group, as are
agricultural and extractive activites with a natural resource base.
Activities such as services, construction, retail and whoesale trade
are generally thought to fall into the latter category.

In so far as the manufacturing industries are not tied to any

specific resource base, they are highly mobile and will tend to be
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FIGURE 6,1
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responsive to regional differentials in factor costs, including trans-
portation. Since the extractive and agricultural industries are clearly
tied to a resource base, they are not particularly mobile. Neverthe-
less, because transportation costs play a large role in their delivered
price, it is likely that transportation rates can have a significant
impact upon their levels of output and employment. Hence, it seems
reasonable to model the behavior or each of the export industries in a
similar fashion.

In contrast, the home industries are largely tied to the local
economy and should not be particularly sensitive to regional differ-
entials in factor prices. Thus, we will analyze this group of indus-
tries in a manner somewhat different from that followed with respect

to the export industries.

1. The Export Industries

For the purpose of the regional income analysis, it is convenient
to combine the agriculture and livestock categories into a single
agricultural sector and to combine the coal and petroleum categories
into a single extractive sector. The regional model will thus have
the following four industries: durable manufacturers, nondurable
manufacturers, agriculture, and energy raw materials.

In order to assess the impact of regional differentials in trans-
portation rates upon regional income levels, we should know how these
differentials affect flows of capital and labor in and out of the
region. This, in turn, requires a full general equilibrium analysis
of the simultaneous determination of output, employment, capital

utilization, and factor migration. Since, however, data are not
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available to support the analysis on this level of detail, we must be
content with a reduced-form determination of employment instead of
using a fully-specified structural model.

The extent to which reduced-form equations are used in the analysis
in large part depends upon the adequacy of the data. While data on
employment and wages are generally available and reliable in a fairly
disaggregate level, data on investment, capital, and real output are
quite poor. Moreover, regional data on producer's prices are non-
existent. Consequently, it seems reasonable to adopt a reduced form
approach that substitutes for output, capital, and producer's prices
in the employment equations. While this approach has the admitted
defect that it does not make explicit the structure through which
changes in relative factor costs affect the level of economic activity,
it has the distinct advantage of limited data requirements.

Because the export sectors primarily produce for the national
market, we analyze the share of national employment in industry i
that takes place in region d. In structuring these employment
equations, our general behavioral postulate is that firms locate to
maximize profits and will thus be sensitive to production and distri-
bution costs. Production costs are reflected in relative labor costs,
relative capital costs, relative fuel costs, and relative transporta-
tion costs; distribution costs are reflected in relative levels of
disposable income.

Our formal point of departure is the neoclassical theory of the
firm. We assume that production is characterized by a constant-returns-
to-scale, Cobb-Douglas production function utilizing capital (K), labor

(L), energy (E) and transportation (T), with neutral technological
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change.gf Thus:

id ,id ,id id ,id ,id
0y = Ao 98T g2 13 B TR 6.1)
id id id “id 'id "id ’

where Qid represents the output of industry i in region d; Lid’ Eid’
Tid and Kid respectively represent the physical amounts of labor,
energy, transportation, and capital used by industry i in region d;
Aid represents a technological change factor of industry i in region
d;'Aid represents a scale factor associated with industry i in region
d; and B;d, B;d, Bgd represent the parameters of the production function.
If the firm maximizes profits, it sets the marginal product of
each factor equal to the real factor price. Using these marginal pro-
ductivity conditions, we can eliminate the producer's price variable
and express capital, energy, and transportation in terms of labor.
By substituting the resulting expression into the production function

and solving for employment we obtain the following expression (note

that we omit the industry and regional subscripts for notational

simplicity):
B +B,+8,-1
1y 1-B.-B-B, P1TP2"P37 g g g, -8
L= (A1) (e M) (—L 23 (2) 2 () 3
By By By
B +B,+B-1 -B -B
L R O B (6.2)

where w,r,f, and t respectively represent the factor prices of labor,

capital, energy, and transportation.

g/The basic analytical framework is quite similar to the one utilized
in the national interindustry model. In that case, however, we dealt
with prices and translog approximations of the underlying technology,
while in this case we deal with physical quantities and a specific
functional characterization of technology.



-184-

If naticnal employment in that industry is also determined by
similar considerations, we obtain a similar expression for national
employment. If we, furthermore, assume that technology does not differ
among regions, we can express regional employment as a proportion of

national employment by the following expression:

LA e (E_)Br1 £ )82 (E_)B3
Lu A;] e—kut W, fu tu
(6.3)
(%)1-31-32-33 8‘ )
u u

where the subscript "u" refers to the national variable.

Equation (6.3) thus relates the regional share of employment in
a given industry to regional differences in factor prices, output
levels, and technological change.

While data on regional output as measured by gross regional
product exist, they are seriously flawed; not only because they are
derived from data series in labor income, but also because they are
measured in terms of current do]]ars.éf Consequently, we have elected
to eliminate the output variable by substitution. We thus postulate
that the proportion of total output produced in any given region
depends upon relative factor costs and the levels of personal income

and write:

é'/The fact that they are derived from series as labor income creats
substantial problems of simultaneous equation bias; the fact that they
are expressed in money terms requires that they be deflated by an
appropriate price index. Unfortunately, however, data on producers’
prices do not exist, and use of a proxy could create substantial
measurement errors.
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T Gy

0 ™ o) (6.4)

ol
u u
While the specific form of this equation is not uniquely related to
cost-minimization under specific assumptions, the choice of the
explanatory variables is intended to reflect the factors that are
relevant in the locational decision. In eq. (6.4), w,f,t and r
respectively represent the costs of labor, energy, transportation, and
capital, with the subscripts again reflecting the national variables.
Thus, ay, 0,, ag, and o, are expected to be negative since an increase
in the cost of any factor relative to its national average should cause
a movement away from that region. Similarly, ag should be positive
since an increase in regional income relative to that of the nation
should increase employment in that region.
Substituting eq. (6-4) into eq. (6.3) collecting terms, and taking

logs yields the following estimating equation:
ln(L/Lu) =py t Tt ln(w/wu) + Uy Rn(f/fu) (6.5)
* 1, zn(t/tu) tug Qn(r/ru) * g Rn(Y/Yu)

where T represents a time trend and the coefficients are defined as

follows:
Hy = W a, + RnAu - 2nA
Wy = ku - A
My = By *ooy-l
H3 = Byt oy
W3 = B3+ oag
Mg = 1-81-Bp-Bgtoy

h=
w
f

= o
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The expected sign of Mo is not known a priori. The sign of ¥
will be positive or negative, depending upon whether neéutral tech-
nological change in the region is less than or greater than that of
the nation as a whole. The sign of My should be negative since both
the factor substitution effect (B]-l) and the location effect (a])
should be negative. The expected signs of H3s s and Mg are indeter-
minate and depend upon whether the negative location effects (az, ags
and a4) dominate the positive factor-substitution effects
(82, 83, and 1-81-62-83). The sign of Hg is expected to be positive
since it reflects the positive location effect.

Equation (6.5) thus relates the share of employment of a given
industry to the level of regional factor costs relative to that of
the nation and the level of regional income relative to that of the
nation. Consequently, by estimating these equtions, it should be
possible to quantify the impact of changes in regional transportation

rates upon regional levels of employment in the export industries.

2. Transportation

As explained in Chapter Two, above, it is possible to derive
factor demand equations from the transportation estimated cost functions
Consequently, by using the regional cost functions derived for each
mode, we can derive regional employment functions for each mode. By
summing the implied labor demands we can thus obtain estimates of the

employment in the regulated transportation industries in each region.

3. Home Industries

In our analysis, we have combined all of the remaining industries

into a category which we have called "other". This includes the service
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trade, construction and related industries, as well as the non-regulated
transportation industries. Since these industries are oriented to the
local market, it is unlikely that regional differentials in factor
prices will have much bearing on their output or employment levels.
Again, we assume that we can characterize production of the home
industries by the following constant-returns-to-scale, Cobb-Douglas

production function:

Mgt 800 e ghd 1-ghd ghd.ghd
Qhd “Phd® Lhd Ehd Thd Knd (6.6)

where the subscripts h and d respectively refer to the home industry
and the relevant region. If we assume cost minimization, we can

utilize the marginal productivity conditions and solve for Lhd to

derjve an expression that is identical in form to eq. (6.2). Unfortun-
ately, however, this contains the variable th, which represents the
real value of output in the home industries and for which we have no
data series. Nevertheless, by using personal income as a proxy for this
variable and taking logs, we can utilize the following equation to
estimate the employment in the home industries, which we represent

by the "other" category:
anhd =Y, t Yy T + Y, zn(wd/rd) * Y3 ln(wd/fd)

(6.7)
* Y, Qn(wd/td) + Yg £n Yd

where T represents a time trend; s represents a linear combination of
the production coefficients, M represents a measure of neutral techni-

cal change, y, = BytBotB3=Ts Y3 = =Bps Y4 = B3 and yg = 1.

g
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Thus, using eqs. (6.5) and (6.7) we can estimate regicnal
employment in the export and home industries (exclusive of the regulated
transportation industries). By utilizing the factor demand equations
derived in conjunction with the modal cost functions, we can also
estimate regional employment in the regulated transportation industries
and thus obtain measures of total employment by broad industry aggregate

and by region.

B. Wage and Income Relationships

Although specific'data on hourly wages exist for the manufacturing
industries, they do not exist for the other sectors. Hence, it js more
convenient to utilize the BEA's data on personal income, which gives
wage and salary income by sector. We can thus define aggregate wage
in sector i in region d by:

d_

WS,i =

d,.d
szi/Ei

where sz? represents earned labor income in sector i in region d;

E? represents employment in industry i in region d; and ws? represents

the average labor payments in sector i in region d. We thus postulate
that average wage and salary payments are related to their national
counterparts, the change in regional employment, and the ratio of the

regional CPI to the national CPI and thus specify:

ws? - ws?[wsg, AE?, cp19/cp1Yy (6.8)

where ws? and wsg respectively represent average wages and salaries

in industry i in region d and in the nation as a whole; AE? represents

d

the change of employment in region d and industry i; and CPI” and cp1Y
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respectively represent the regional and national CPI.
Since total labor income represents the product of employment and
average wage and salary payments, we can simply derive total regional

labor income as:

yd = Z(ws?)(s‘ij) (6.9)
1

where i ranges over the export, transportation, and home industries.

Total personal income is the sum of labor income,'proprietor's
~income, property income, and transfers less contributions for social
insurance. Equation.(6.9) gives the labor component of this total,
but neglects the other categories. At this point, it is not clear
whether it is necessary to estimate a separate equation for each
category or whether it is acceptable to estimate an equation for
non-labor personal income. Since transportation does not affect non-
labor personal income, little seems to be gained by disaggregating
it into its components. Hence, it seems reasonable to estimate a
simple relationship for non-labor personal income and relate this
Qariab]e to its national counterpart.

As indicated above, gross regional product by sector is derived
from wage and salary income by sector according to a standard formu]a.i/
Consequently, there 1is no real linkage flowing from gross regional
product to employment by definition. Therefore, although it might
prove desirable to include estimates of gross regional product for
the sake of completeness, such estimates add little information that

{s not already contained in the estimates of total labor income.

4/This is described in detail in Friedlaender, Treyz, and Tresch (1975).



-190-

We row turn to questions of price determination. In so far as
transportation rates may affect consumer prices, it is useful to
introduce prices explicitly into the analysis. We thus postulate
that the regional CPI depends upon regional transportation rates,
the level of personal income relative in the region relative to that

of the nation, and the regional unemployment rate and thus write:

d d d

cp1d = cp1d(errY, t9, vdvY, o9y (6.10)

d

where CPI® and cpIY respectively represent the regional and national

CPI, td represents the regional structure of transportation rates, Yd
and YY respectively represent regional and national personal income,
and ud represents the regional unemployment rate.

To close the model we need to estimate relationships for the
regional unemployment rate. The most theoretiéaTIy sound approach
to this problem involves specifying a labor supply equation and
then estimating unemployment as a residual between labor demanded and
supplied. However, this would require the specification of a 1arge
number of equations having to do with population growth, migration,
etc., and would extend the analysis in a direction that is probably
unnecessary for the problem at hand. Hence, it is probably a reason-
able alternative to explain the regional unemployment rate directly,

relating it to the national rate and the rate of growth of regional

personal income and write:

o = A, ad) (6.11)

d

where u® and UY represent regional and national unemployment rates

and AYd represents the growth in regional income.
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We have now specified the foundations of the following three
models: a regional transportation model; a national interindustry
model; and a regional income model. In each case, we have specified
the relationships in the sub-model in terms of its own relevant
variables and in terms of those that feed in from the other sub-models,
with the exception of a number of national macroeconomic variables
having to do with income, factor prices, consumer price and so forth.
Hence, to close the system we must develop a national macroeccnomic

model and specify the missing variables.

B. Macroeconometric Model

A number of variables are required to close the various sub-models.
The national interindustry model needs data on final demand by sector
and the price of capital and labor, while the regional model needs data
on national personal income, consumer prices, and the unemployment rate.
Since these variables are all interrelated, we must develop a small-
scale macroeconometric model to specify these interrelationships and
to estimate equations for these variables.

As indicated above, the art of macroeconometric model building is
well advanced, and there are a large number of existing models that
range in size from the small-scale Fair model (1971) to the enormous
FMP model (1968). Since questions associated with fiscal and monetary
policy are not particularly relevant to the problem at hand, it
probably makes sense to deal with fairly aggregative models that do not
consider in great detail the channels through which monetary or fiscal

policy work. Thus it may be reasonable to adapt the Fair model (1971)
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to our analysis. As an alternative, we could also adapt the model
developed by Hudson and Jorgenson (1974) in their analysis of energy
policy.

Since we have not fully explored the structure of the existing
small-scale macroeconometric models, little would be gained from
making a.specification of such a model de novo. Clearly such a
model would require the determination of gross national product by
broad sector and its components: consumption, investment, government,
and net exports. It would similarly require the determination of
sectoral wages, consumer prices, the interest rate and the unemployment
rate. These are the traditional elements of a full Keynsian model,
and their analysis and estimation is well grounded in macroeconomic
thebry and its applications in the existing macroeconometric models.
Thus, although we have not yet developed the specification of the
macroeconometric model needed to close the system, this is a straight-

forward task that we will undertake at the appropriate time.
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Chapter Seven

Summary and Extensions

This volume has described our first year's work in developing a
number of integrated models that can be used to evaluate a wide range
of federal transportation policies affecting the surface freight industries.

By simulating the response of the system to changes in federal
transportation policies, these models are specifically aimed at
evaluating the impact of a wide range of transportation policies upon
the following kinds of variables: traffic allocations, rates, profi-
tability, costs, employment by transportation industries; outputs,
employment, prices, and factor prices by industries for the nation as
a whole; employment, income, and wage by industry and by region.

This analysis will provide a vehicle for quantifying the impact of
transportation policy upon a wide range of fairly aggregative economic
variables that not only provide measures of economic efficiency, but
also provide measures of the gainers and losers of a given change in
transportation policy by industry (both within transportation and
elsewhere), by region, and by factor.

To this end, this volume contained the general specifications

of the following four models:

a model of the regional transportation markets;

an interindustry model;

a model of regional incomes and employment;

a national small-scale macroeconometric model.
Before we can fully evaluate the impact of policy, we must

calibrate these models. Thus, the bulk of our effort in the second



-194-

year of this project will go toward data gathering and calibration

of these models. At the moment, we have concentrated onn the estima-
tion of demand and cost functions for the trucking and rail industries
in the Official Territory, and Chapter Four contained a report on

our preliminary analysis of trucking costs. In terms of methodology,
probably the most striking finding is the need to take quality of
output into account in estimating cost functions as well as demand
functions. Unless the relevant quality variables are taken into account
in the estimated cost functions, serious misspecifications and biases
may result, leading to incorrect policy conclusions. ODuring the coming
year, we plan to extend this analysis to all the regions in the country
and, if resources permit, to the water and pipeline modes.

We have also made a preliminary analysis of interindustry relation-
ships, which was discussed in Chapter Five. This indicates that instead
of estimating the interindustry coefficients endogenously, they will
have to be determined exogenously. Thus, considerabie effort must
be spent determining how changes in the relevant modal cost functions,
demand functions, and market equilibria can be translated into changes
in the interindustry coefficients.

We have just begun the implementation of the regional and national
macroeconometric models. Reports on our progress in these areas will
be made during the coming year.

Since these models are being developed for policy analysis, we
hope to be able to perform some policy simulations during the coming
year. Thus a major effort will be devoted to the area of scenario

development and the determination of a number of alternative policies
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that can be evaluated in the context of our models. A large number

of these will be based on the legislation currently pending and recently
passed concerning deregulation of the air, trucking, and rail industries.
We will not limit ourselves to regulatory proposals, however, but will
also consider the implications of removing some of the current incon-
sistencies of federal transportation policy with respect to the various
modes. For example, we can analyze the implications of treating all
modes equally with respect to user charges or the provision of infra-
structure. In addition, we plan to assess the impact of the establish-
ment of rate bands in the rail and trucking industries, subsidies for
light density service, rail consolidation, trucking merger policies, etc.

Since this phase of the research is aimed at specific policy
analysis, we hope to work closely with members of government during
this time to ensure that we are analyzing the most relevant transpor-
tation policies.

Obviously, the development of these models for all modes and
regions is an enormous task, and their integration into an integrated
simulation model is an even bigger one. Nevertheless, preliminary
analysis already indicates that new and important insights into the
impacts of policy can be obtained from these models. Thus, it is hoped
that these models can be used for actual policy evaluation in the

coming year.
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