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Mark Will{iam Eaton
Decays of Js¥ (3100) to Baryon Final States

ABSTRACT

He present results for the decays of ¥(3100) into baryon and
hyperon finul states. The sample studied here consists of 1.3
million produced ¥ decays. The decays into nonstrange baryons
agree well With currently established results, but with better
statistics. In addition, significant resonance formation in
multibody final states is observed. The decay ¥ - Fpr, the first
direct photon decay of the ¥ involving baryons in the final state,
is presented and the theoretical implications of the decays are

briefly explored.

Several new decays of the ¥ involving strange baryons are
explored, including the “irst observations of three body {inal
states involving hyperons. The I-spin symmetry of the strong decay
¥ -+ baryons has clearly been observed. The reduced matrix elements
for ¥ -+ BE are presented for final states of different SU(3}
content. The BgBy results are in exceilent agreement with the ¥
being an SU(3) singlet as are the results for ¥ < ByoByo. He
present the first evidence for the SU(3) violating decays of the
type v = BgB1p + c.€.. Angular distributions for ¥ =+ BgBy are
presented and compared with theoretical Apredictions. Statistics
are Timited, but the data tends to prefer other than a 1 + Cos?®

distribution.
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Chapter 1

THEQORETICAL CONSIDERATIOGNS

1.1 AN DVERVIEY OF CHARM
1.1.1 History

With the simultaneous discovery!+2 of the J/¥(3100) (hereafter
called V), the high energy physics community was never again to
languish smugly in its established beliefs. For these pioneers of
the new physics would in just eight years completely revolutionize
high energy physics so that the #lavor SU(3) theory so dearly held
in the 60’s is now regarded as a low energy artifact of the "true®
theory of strong interactions, coltor SU(3). Color SU(3) has
achieved such a status that it has been dubbed QC# (Quantum Chromo-
gynamics), in direct analogy with the extremely well verified
theory of electromagnetic interactions, QED,

1f the ¥ is actually a charmonjum state {i.e. a bound state of a
charmed quark and antiquark), then it should be produced in e’e-
annihilations via an intermediate virtual photon. This need not be
the case, for example, if the ¥ couples directly to leptons. By
carefully measuring® the cross section for leptons at center of
mass energies in the vicinity of the ¥, one clearly sees lhe inter-
ference betuween the timelike diagrams for direct production of lep-

tons via an intermediate virtual photon and the ¥ decay into lepton
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pairs. This is sufficient to not only establish that the ¥ does
not couple directly to leptons, but establishes the quantun numbers
of thz v as those of the photon, JFC = 1=,

The interpretation of the ¥ as the lowest radial excitation 135,
bound state of a charmed quark and antiquark was left to little
serious question with the discovery" of the B® and its isodoublet
partner5 the D*. Two main points suppert® the interpratation of
these states as charmed mesons:

1. Both the D? and the D* are produced in final states centain-
ing both a D meson and an anti-D meson, as one wouid expect
for particles with a ouantum numLer conserved by the elec~
tromagnetic interaction.

2. The weak decays of these particles are observed as they must
be if th2y carry a quantum number conserved by the strong or
electromagrictic interaction.

tharm was firmly estshliched, opening the deor for new spectroscopy

of charmed states uhich abounds in journals today.

1.1.2 JIhe gh.rmonium system

The discovery of the v createuv a flurry of activity, both theo-
retical and experimental. Theoreticians began nith tha simplest
model one can think of for ths charmonium system, the nonrelativis-
tic guark model. The nronrelativistic quark model is certainly
nothing new; it is simplv the bound state of two heavy fermions by

ar instantaneous smooth central potentizl.? Examples zre common iu



Charm
Threshold

\ —— X2(3555)
1 / —= —X,(3510)

++
O xo(3415)

== J/¥ (3095)
./
0"} # 7 (2980)

3 i 3
9 81 \’C) ssl F>| Fi) 181417
Figure 1: Charmonium level diagram. Established levels are solid
lines, predicted are dashed.

Solid arrous indicate El1 transitions,
dashed arrows indicate allowed M1 transitions, and dot-dashed

arrows indicate hindered H1 transitions.

physics; the pusitronium system being a well knc'in one.

The liter-
ature abounds® ' uith models for the QCD potential; the amazing
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feature is that they all it gross features of the charmonium tand
for that matter, bottomonium) spectroscopy fairly sell.

Gnce we are convinced a simple potential model recreates the
gross features of the charmonium model, the most general analysis
includes spin interactions of the charmed constituents of the ¥.
This problem is well knoun'® and has four terms in the potential
corresponding to Thomas, spin-orbit, tensor, and spin-spin forces.
Hard predictions aside, the nonrelativistic quark model then imme-
diately predicts the level structure for the charmeniun system,
shown in figure 1. It is a tribute to the experimentalists hard
work that there exists a viable candidate for every charmonium
state in figure 1 except the 1'P, state,'® while it is remarkable
hou well the simple potential model agrees with the observed spec-

tra, even up to the splitting of the % states.
1.1.3 Hadronic decays

g y
—( T Lk
g g

Lo, (9) (b)

37C3alo

Figure 2: Lowest order diagrams for ¥ - ggg and ¥ @ 7gg.

whereas the level structure of the charmonium system is aptly

described by the simpie nonrelativistic quark model, the dynamical
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behavior of the ¥ is a substantially more difficult problem. One
can imagine that the charmonium level structure has probed only a
small range of the strong interaction potential corresponding to
the Bohr radius of the quarks in the charmonium states., while the
hadronic decays pose a more formidable problem due to the inher-
ently nonperturbative hadronization process of the gluons from the
v decay.

The decay ¥ - hadrons must be a strong decay as it conserves the
quantum numbers strangeness and I-spin. 1t is an 0ZI-violat-
ing17-2% decay, however, since the charm content of the ¥ does not
shou up in the hadronic final state, as the iightest charmed meson
has a mass mere than half the v mass. Presumably, then, the vy must
decay into gluons, the mediators of the strong interaction. This
accounte for the narrow (63 Kev) width of the ¥, The decay into
one gluon is forbidden22 by color conservation, wmhiie the decay to
tuo gluons is Yorbidden by angular momentum conservation. i1t fol~
lous immediately that the minimum number of gluons alloued in the
decay of a heavy quarkonia state is three.

Figure 2a) shows the lowest order allowed Feynman diagram for
the decay v = hadrons. One can calculate the hadronic width of the
v, but it depends on the imperfectly known quark state wave func-
tion at the origin. Houever, the leptonic width of the v suffers
from ‘the same provler, so the ratio of the two is independent of
the wave function. ile quote?d the ratio of the hadronic width to

the leptonic width for the ¥.



Ity -+ gogg) 5(w2=-9)a,?
= . €1}
Ty = 2*R°) 18na2

where ag is the strong coupling constant evaluated at a Q2 roughly
corresponding to the ¥ mass and &« is the QED coupling constant
(= 12137N).

Equation (1) is for all hadronic final states. The much harder
dynamical question is the rate to any exclusive final hadronic
final state. Unfortunately, figure 2 shows our ignorance about the
hadronization process of gluons; periurbative QCD cannot be a good
description of the creation cf hadvons as tﬁe strong coupling con=-
stant is near unity for the momeatum transfer which is characteris~
tic of the hadronization process. Since the theoretical unde--
standing of nonperturbative ' processes is poor, 50 is the
understanding of the final state dynamics in this problem.

Ironically, the most informative content on exclusive {inal
states may come from the flavor SU(3) content of the V. Very sim-
ply, if the ¥ is a charmonium state, one uould expect negligible
mixing of the ¥ with other ordinary mesons due to the large mass
difference between them. Consequentiy, the ¥ should be an almost
pure flavor SU{3) singlet, and its decay rates into Laryon-antibar-
yon final states of the same SU(3) structure should ba the equal teo
each other, except for phase space considerations, regardless of
the quark content of ihe finai state. This result is very nontri-
vial in that it says that the v decay matrix element is "blind" to
the flavor content of the final state, unlike many perturbative QCD

situations.



1.1.4 Direct photon decayg

3-82 Y

a12a1

Figure 3: Radiative three gluon decay.

An interesting wrinkle in the hadronic decays of the v comes
when one replaces one of the gluon lines in figure 2a) with a pho-
ton line, shoun in figure 2b). This vislates neither angular
momentum conservation nor the color singlet nature of hadrons.
Again, the rate for the ¥ into a direct photon plus hadrons is not
difficult to evaluateZ“r25 but involves the quark state wave func-
tion. The ratio of the direct photon width to the hadronic width
obviates this problem

T(v » rgg) 16a

—_— = (2)

I'(v » ggg) Sag
The surprising feature is that for a reasonable value of ag. say
.2, the rate is suppressed by only about an order of magnitude rel-
ative to the hadronic width. Direct photon events should be visi-
ble as fully reconstructed hadronic events with a single real pho-
ton.

The astute reader will have recognized that there is another way

to get direct photons opposite a hadronic final state; this is sim-
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ply the case where the photon is a bremsstrahlung of a final state
quark line and the hadronic final state is due to the three gluon
decay of the ¥, shown in figure 3., There are tuwo points which sup-
port the interpretation.of these events as direct photon events.

The first point is that O0Z] suppression uorks at the v. In
order to get a three gluon final state one pays the price of ag for
the additional gluon vertex over the decay into tuwo gluons. One
can get a feeling for uhat this suppression is relative to the pho-
ton plus two gluon decay by simpiy plugging in ag evalvated at the
¥ (=2 .2), which would indicate that the suppression is about a fac-
tor of 25. This wou.d be competitive with the tuwo gluon plus pho-
ton decay mode. In fact, this is probably not a very good estimate
in that it predicts very little 02ZI suppression at the #(1.020),
whereas in fact it is of order26-2% 10-2,

A better estimate of the suppression may be gotten by looking at
the ratio of what the ¥ width would be if it were an B8ZI-allowed
decay; this ratio is roughly 10°%, Attributing (very roughly!)
equal suppression fectors to each of the three gluon lines gives a
suppression of roughly 300. Thi; is to be ccmpared with roughly a
suppression of 10 from the tuo gluon plus photon decay. Thus, we
have good experimental evidence that diagrams of the type in figure
3 should be negligible in direct photon production. Higher order
QCD corrections?? to the tuo gluon plus photon diagram, however,

may not be.
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The second point is that the x spectrum of photons from the
bremsstrahlung of a final state quark line should be radically dif-
ferent than that predicted by the first order QCD prediction, i.e.
the spectrum sheuld decrease instead of increase with x. Further~
more, the bremsstrahlung spectrum should be much softer than that
from direct photon production. A hard photon spectrum from these
decays is another way to establish the two gluon plus photon decay

over the radiative three gluon decay ot the ¥.



Chapter 11

HARDHARE

2.1 THE MKIT DETECTOR AT SPEAR

2.1.1 Introduction

The MKII detector is shoun schematically in figure 4 (looking
along beam line), and in figure 5 (isometric view). The MKII is a
multi-purpose magnetic detector, designed for gcod charged and neu-
tral particle reconstruction over a large #fraction of the solid
angle. Figures 4 and 5 illustrate many features of the MKII which
are relevant to event reconstructian. In the following sections,
ue will outline those features which are important to the measure-

ments in this thesis.

- 10 ~
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vacyum Chamber

Pipe Counter {2 layers,
scintillotion counters)

Orift Chamber
{16 layers)

Time of Flight Counters
(48 total)

Solenoid Coil

Liquid Argon Shoaer
Counter (Bbarrel modules;

V/ / %WZ/Z////; /;;/////!4:/ ’/”j._ Iron Flyx Return

J /_[]/ (PP AL LAy P T ]‘> Muon Proportiongl
BRRARIARNENNI NN FESTL T, 2 Z Tubes

ere IM 359241

Figure 4: MKI1 detector (beamline view)
A) Beam pipe
B) Pipe counter
C} bDrift chamber
D) Time of flight (TOF) counters
E} Magnet coil
F) Lead-liquid argon (LA) calorimeter modules
G) Bottom: Flux return; Side: Hadron absorber
H) Muon proportional tubes
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Figure 5: MKI! detector (isometric view).

2.1.2 Pipe counter

Surrounding the beam pipe are tuo concentric cylinders of sein-
tillator, each split into two hemicylinders. The light from each
of the four hemicylinders 1is passed out along the beam pipe via a

Jucite light pipe until it is out of the magnet and viewed by a
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photomul tiplier. Each adjacent pair of hemicylinders is placed in

coincidence for use in the primary trigger (see section 2.1.7).

2.1.2 prift chamber

Radially outward from the pipe counter is a 15cm air gqap fol~-
Towed by a lexan smindow. This #indow is the inner gas seal for the
heart of the MKII, %the drift chamber.

The drift chamber3® is a large, single gas-volume cylinder,
which provides a spatial reselution uithin the drift cells of
¢ 220um, and tracking over ¢ 85% of 4msr. The transverse momentum
resolution of the drift chamber Sprsp is = 1% at 1 Gevsc at our
operating magnetic field. Sense wires are strung in sixteen con-
centric cylindrical layers, six of which are axial (along the beam
and magnetic field axis), and ten are “stereo”™ layers, orijented at
*3° relative to the beam axis. These stereo layers provide infor-
mation regarding the dip of the track. Field wires are oriented to
define the drift cell boundaries as well as the electric field gra-
dient within the cell.

The sense wires are connecied to 500 coaxial cable and sent to
preamplifiers. The output from the preamplifier is then sent to a
TAC3! (Time to Amplitude Conversion) module, digitized, then read
out. In addition, hit wires are provided via shift registers to
the secondary trigger logic, and an OR of the shift register is
used in the primary trigger logic (see section 2.1.7). The wire to

wire alignment of each drift cell is done by simultaneously pulsing
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the field wires through the high voltage network, wuhich then
couples capacitively to the sense wires, and the wires are read
out. This isochronous start allous @ system wide resolution of
# insec (HUHM).

The advantage of a single gas volume for the drift chamber is
that it provides less than .01 radiation length (Xg) for multiple
scattering. The MKII drift chamber geometry allows reconstruction
of a vertex to # .5mm in the radial direction and = S5mm in the
axial direction. Knowledge of the beam-beam intecraction point (for

example from Bhabha events) decreases 6ps/p to = .5% at 1 Gevsc.

2.1.4 TLime of flight (JOF) system

Immediately outside the aluminum outer can of the drift chamber
are mounted 48 scintillators compased of <the compound PILOT F.
Each scintillator is 343cm X 20.3cm X 2.5cm, viewed on each end by
an Amperex XP2230 photomultiplier. The scintillator light is
passed out to the photomuitipliers by lucite light rods.

The photomultiplier output is split 20% into an ADC (Ampiitude
to Digital Conversion) module, and 80%Z +to a TDC (Time to Digital
Conversion) module and latch. The latches are supplied at a fixed
time relative to beam crossing, and are employed in the primary and
secondary trigger (see section 2.1.7). The ADC is used to compen-
sate for time sleuing introduced by variations in the photomulti-

plier pulse height.
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calibration is done via a nitrogen (N2) flash lamp which is
pulsed to provide an isochronous signal to each scintillator via an
optical fiber connected at the center of the each ccintillstor,
This aligns each counter with respect to each other to = 100psec.
Further calibration is done offline by taking a sample of Bhabha
and p pair eﬁents and minimizing the variation of the predicted and
reconstructed times. This results in a systemuide TOF resolution
in this data sample of = 300psec. For those occasions when more
than one track hits a given counter, one time is usually recovered,

with a degraded resolution of = 480psec.

2.9.5 Magnet coil and flux return

Immediately outside of the TOF counters is the solenoidal magnet
coil. 1t is 1.36%y thick. which uas operated at SPEAR to provide a
4.16kG uniform axial field. The magnetic flux is returned via the
two upper and louer steel slabs shown in figure 4, These slabs
were designed primarily for muon identification as opposed to their
flux handling capabilitieé. The magnetic field is found to be con-
stant to within = 1,4% of its me;n value. These small variations
have been incorporated into the offline tracking programs via a
polynomial fit to the actual field map, whose scaie is monitored by
an nuclear magnetic resonance (NMR) probe within the solenpoid vol-

ume.



2.1.6 lead-liguid argon ()A) shouer counterg

Just beyond the magnet coil are eight lead-liquid argon calorim-
eter modules. Thece "barrel™ modules share a common vacuum jacketi
and cover 69% of 4asr. The barrel modules are a 14X, deep sandwich
of 2mm thick lead and 3mm thick liquid argon gaps. The lead strips
are 3.7cm wuide for those in the 8 direction, Scm wide in  the ¢
direction, and 7.4 cm wide in the "U" direction, where the U direc-
tion is 45°% with respect to both the ® and the # directions. The U
direction is employed to resolve shower ambigtities.

In order to reduce the number of channels in the LA system %o a
tractable number €2 360 per module), the 18 layers are grouped
internally in depth and width. The charge collected on the strips
is then preamplified and integrated via 2 %Sample and Hold Analog
Maodule (SHAM). These analog signais are then digitized =ad read
out. Strip by strip calibration is achieved by depositing a known
amount of charge on the detector strips and then reading out the
strips. The overall stack energy scaie is <2t by using non-radia-
tive Bhabha events and scaling the stack energy to be the drift
chamber measured momentum, plus corrections for Teakage out the
back of the module , energy loss in the coil, and the entrance

angle at the LA module.
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2.1.7 Iriqger logic
The MKII employs a tuo stage harduare trigger which otfers good
suppression of unwanted events «hile being highly efficient for
beam-beam avents. It has the disadvantage ot having no z informa-
tion available to it. The first stage, the primary trigger, is the
coincidence between the pipe couater hemicylinders (PIPE), the beam
crossing signal (BEAMX), and a drift chamber majority (DCM). The
pipe counter wuas discussed in section 2.1.2. BEAMX is5 a signal
from a pickup upstream ot the interaction =z2¥1.t on the e~ sige.
This signal is compensated tor varying beam currents and is in
coincidence with an RF signal in order to eliminate confusion from
the e* bunch. peM is an OR of selected drift chamber layers which
have been hit. The entire decision making process takes
~ 600nsec., allouing = 200nsec. to clear the harduare before the
next beam crossing.
1f the primary trigger is satistied, all resets and clears are
aborted, and the secondary trigger logic begins. The secondary
trigger logic then finds track candidates in the drift chamber.
There are two major parts:
1. 24 "curvature” modulesd? yhich search in the xy plane for
drift chamber hits within its "road" (mask of curvature).
2. A track counter module which collates the harduare tracks
from the curvature modules into subgroups depending on the

masks which have been satisfied.
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Both the curvature modules and the track counter are programma-
ble, enabling a uwide variety of secondary trigger requirements.
Typical definitions are an "AY track (four of six hits in a road).
and a *B™ track (three of five hits in a road, in the inner five
layers). We use the mnemonic ™13 particle trigger™ for the secon-
dary trigger logic requirement of one A track and one 8 track. The
trigger efficiency for the 1} particle trigger is found?? +to be >

99.74.



Chapter II1

EVENT RECONSTRUCTION

3.1 NT £T10

Reconstructing the physics quantities from the detector informa-
tion is a long and very complex process. In this chapter, ue will
detail houw the production analysis program, called PASS2, takes the
detector information and uses this informatioun to produce useful
physics quantities. In addition, we will present other algorithms

for data analysis which are pertinent to this thesis.

3.2 CHARGED TRACK RECONSTRUCTION

3.2.1 Filtering

Due to the large amount of rauw information derived from the
drift chamber, we use a two stage charged particle reconstruction
algorithm. This has the advantage that the second stage oif identi-
fication using the program TRAKR can use very sophisticated and
time consuming analysis techniques as it is employed on less3' than
273 of the total input data sample. This filtering process removes

essentially no useful beam-beam events.

- 19 -
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3.2.2 TLTRKR

TLTRKR is the fast track association program. The information
from the drift chamber arrives in TLYRKR as a list of hit wires and
drift times, ordered by azimuth and layer. In the future we will
refer to the drift times of these hit wires as drift chamber azi-
muths (DAZMs).

Before the input data is used, the DAZM list is searched for
groups of > 11 adjacent cells in a given layer. These groups are
flagged and eliminated from further analysis. These groups of
"bad” DAZMs may arise from harduware problems, showers in the drift
chamber, or grazing tracks. DAZMs with drift times outside
expected limits are also removed. These techniques are invaluable
in reducing the combinations TLTRKR must search for tracks.

TLTRKR first tries to reconstruct the harduare tracks by attach-
ing hit wires in the six axial layers. The drift time is converted
to a distance from the cell anode using the apprnximation of a con-
stant drift velocity. The angle of incidence within the cell is
estimated from the curvature and layer radius, hence the distance
of closest approach to the sense wire (DCA) 1is determined. Note
that there 1is a left-right ambiguity remaining in that we cannot
mezsure on which side of the anode in the drift ceil the track
passed. Simple circle fits to these DCAs are usually sufficient to
resolve these left-right ambiguities. The TLTRKR algorithm most
notably has problems wuith closely spaced tracks, low momentum

tracks, and steeply dipped tracks.
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3.2.3 JRAKR

The program TRAKR is used to fully utilize the efficiency and
precision of the drift chamber. TRAKR performs 3 functions:

1. It fits TLTRKR candidates, making a cut on the %2 of the

fit.

2. From the pool of unused DAZMs, it assoéiates tracks and

attempts ambiguity resolution.

3. 1t fits collections of DAZMs where most of the ambiguities

are resolved.

The fit procedure ARCS?S does a three-dimensional linear teast-
squares fit to a helical orbit of the charged track parameters ¢, k
(= 1spCosA, A the dip angle), s (= TandA), x, y, and z. Only the
five of these six parameters a, are independent due vo helical con-
straint. For each layer, the measured DCA d™; is calculated using
the measured drift time and a sophisticated knouledge of the drift

time-to-distance relationship.?® ARCS then minimizes the function

N [d®;=d;lay))}?
xt = Z —————1 (3
istl o

Wwith respect to the ay. The relationship between the d; and the ay
is described in detail in reference 35. on the last iteration, an
error matrix £ is calculated, given by
dZx2
Tl = —. (4
22a,20y

contributions for multiple scattering are included, but other con-

tributionz are left out until the final vertexing is done. This
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allows for tracks not originating from the primary vertex which are
decay products of weakly decaying neutral particles (VEEs).

The final pass at track finding is also found in TRAKR. Adja-
cent stereo and axial layers are paired separately to loc% for
peaks in curvature, which are tinen combined to form track candi-
dates. These procedures tend to be slow because of the large num-
ber of combinations from a given pool of unused DAZMs. They can
only be successful in the 1Timit of high TLTRKR efficiency and a

quiet data sample,

3.2.4  The I0F svstem

For the momentum range we are interested in, the TOF system will
turn out to be an excellent method of particle identification for
hadrons, namely n’s, K’s and p’s. We have previously mentioned in
section 3.2.3 how ue reconstruct the helical path of the particle.
1f we can associate the track uith a hit in the TOF counter, we can
then determine the path length of the particle f-om the DCA to the
TOF radius. The TOF counter gives us a measurement of the flight
time of the particle for the reco;structed path length. From this
we can calculate the m? (mass?) of the particle from the path
length, the reconstructed momentum, and the TOF.

Figure 6 shows the mZ vs. momentum distribution for all parti-
cles in the data sample was used in this thesis. One clearly sees
vertical bands centered on mp2, mg2, and mpZ. These bands natu-

rally widen with increasing momentum due to the ever-increasing
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Figure 6: Scatterplot of m? vs. momentum. The cutoff near
m2 = .5 (GeVrsc2)? is due to a loose proton weight cut on the data
sample. This is looser than any other cut on the data samples used
in this thesis. The horizontal band structure is discussed in the
text.

velocity of the particle and the fixed time resolution of the TOF

system. Nevertheless, good separation betusen protons and kaons is
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obtained for momenta ¢ 1.3 GeV/e. HNHote that all particles from
baryon decays of the ¥ have momentum in this range. The horizon-
ta! band at p = 1.2 GeV/c is from the decay ¥ » pp, wmhile the band
at p = 1.54 Ge¥/c is due to the decay ¥ » £*'2°, uhere the leptons
are not unambiguously identified by the TOF system.

The problem is to compute the true flight time from the availa-
ble input data. We have the TpC, the flight time measured at a
given discriminator threshold for each photomultiplier, the ADC,
the integral of the puise height over the TDC time scale for each
photomultiplier, and the 2 along the counter from the reconstruc-
tion of a drift chamber track. For each tube, we subtract a con-
stant time due to the online alignment of the counters from the rau
TDC, correct for pulse height slewing. and correct for the distance
2 atong the counter. The measured TOF t, is then a weighted aver-
age of the tuo corrected times. The weighting intrinsically pre-
fers the photomultiplier closest to the track entrance in the scin-
tillator as its closer proximity to the source of the scintillation
light guarantees better photostatistics, hence better time resolu-
tion.

In the analysis of the TOF information, wue distinguish betueen
the n-K-p hypotheses in the following way. The flight time resolu-
tion is knoun (see section 2.1.4), therefore we calculate a prob-
ability P(M) for a given mass hypothesis M

1 [(ta-tplm))?
P(M) = ~exp{———— 1, (5)

N 202
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where ¢ is the TOF resolution, p the particle’s momentum, t, is the

measured flight time, L the path length, M is the mass hypothesis,

Jpzanz
te = L ’ €3}
pec
and
N=3PtMy) "4 = ® Ko p. n
i

P(M;) is the normalized TOF weight.

For the purposes of this analysis, we Will use the following
conventions: p and K will be selected by having the highest nor-
malized weight of the three hypotheses. In the case of bad or no
TOF information, the assignment defaults to m. This is eminently
reasonable due to the large fraction of ®’s in the data sample.
Given our TOF resolution, particle identification for this thesis

is relatively unambiguous.

3.2.5 [Eneray loss corrections

All charged particles are corrected for energy loss in the vari-
ous materials between the interaction point and drift chamber layer
6. This correction is done for a 2.29 gms/cm? (carbon equivalent)
absorber:

dp  .D44

for B > .93, (8)
dx Cosx

and

dp  .044(Bg)}2-¢5
_—= for B ¢ .93. (9)
dx Cosald
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This correction is good to within 1% for e and pn above 175 MeVsc, K
above 350 MeVs/c and p above 650 Mevsc.

Below these momenta, the fit does not work well and we use a

more correct algorithm which explicitly integrates the range-momen-

tum tables?® as the particle traversed the media.

3.2.6 tharged particle fiducial guts

Even with the great care taken in the track reconstruction pro-
gram, tracks are still found which are not suitable for the analy-
sis. These may simply be accidentals due to beam-vas events in the
beam pipe and cosmic rays, or may be tracks which simply are not
well reconstructed from the DAZMs. In general, one must take some
care in selecting tracks involved in the analysis.

This analysis 1is notably free from such problems for tuo rea-

sons:

1. The enormous cross section of the ¥ means that a large frac-
tion of the raw data sample is actval beam-beam events.
This is untrue at any other energy range except the narrow
charmonium resonances.

2. MWe require some sort of geometric constraint on the origin
of virtually all tracks used in this analysis. In the case
of the non-strange decays, this requirement is that ail
charged tracks eminate from a common origin, the beam-beam
interaction point (see section 3.4.3). for the strange

decays, this is clearly inappropriate, so we require that
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the two particles eminate from a common point in space, con-
sistent with a VEE decay (see section 3.4.2).

3. In general, wWe allow events to have tracks not constrained
to a vertex due te accidentals and § annihilations in the LA
or TOF systems which then reenter the drift chamber volume.

In the non-strange case, We in addition make requirements on the

DCA of each track to the measured beam-beam interaction point:
rxy £ 1.5cm, (8113}
and
121 < 3cm. Qa1
For the strange decays, cuts (10) and (11) are far too tight, and
We make the very loose?? cuts of
rxy ¢ 15em, (12>
and
Izl ¢ 15¢cm, (13
with essentially all the geometrical cuts coming in the vertexing.
The measured beam-beam interaction point is determined by a pre-
vious pass over the data sample, called PASSI!. The reader becomes
cognizant of the mnemonics at this point. In this PASS1, Bhabha
pairs are identified and tracked to a common point. This point is
assumed to be the beam-beam interaction point. This position is
kept track of on a run-by-run basis as, indeed, it wanders by sev-
eral millimeters in the course of this data sample. The error in
this beam position is convoluted with the knoun size of the beam

from the beam position monitors, and is used when making fiducial
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cuts. It is also of use in the beam constrained fit to make full
use of the precision of the drift chamber and vertexing (see sec-

tion 3.4.3).

3.3 PHOTON RECONSTRUCTION
3.3.1 Introduction

Between the drift chamber and the lead-liquid argon shower
counters lies 1.36 radiation lengths of preradiator in the form of
the coil. As a result, to maximi2e the low energy efficiency for
photons, shouers with deposited energies comparable to the detector
noise must be detected. This immediately creates the problem of
spurious or "fake" photons found by the service program LADRV33®
due to detector noise, The optimal solution is thus a compromise

between high efficiency and an acceptable fake rate.

3.3.2 LADRV3

Initially, a loose cut of 20, uhere o is the RMS detector noise.
is applied to each strip read out. Then, for any spatial coinci-
dence of strips in a layer, a more stringent cut on the deposited
energy (typically ¢ 10 MeV) is made. Most uncorrelated noise fluc-
tuations will fail this cut. At this level, four different algor-
ithms are employed to determine spatial coincidences using the
redundancy afforded by seven readout layers. The use of four sepa-
rate algorithms maximizes the detection efficiency independent of

the lateral shower development within the module. Use of all four
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algorithms finds = 67% more photons below 200 MeV than the single

most successful algorithm.

3.3.3 Fiducial cuts

From section 3.3.2, it is clear that photon "tracks™ must be
thoroughly "massaged” in order to be useful in the data analysis.
We mentioned in section 3.3.2 how uncorrelated detector noise could
be used by the service program to form spurious photons. The prob-
lem becomes much more acute in the case of correlated detector
noise. Such noise could arise from RF pickup on the detector ele-
ments or high voltage (HV) breakdoun of the detector elements.
Such events are easily recognized in software as having a large
number ny of reconstructed photons in a single shower module. Con-
sequently, ue require

ny per module ¢ 5. (14)

In order to guarantee that photons are wel) contained by the shower
counter, we require that the centroid of the reconstructed photon
be more than tuo detector strips (roughly 10cm) from the edge of
the module. )

There is another mechanism which can create fake photons. Uhen
a charged particle, even minimum ionizing. enters the liquid argon,
it depasits a certain amount of energy. LADRV3 can then combine
some of this real energy with detector noise to form a fake photon.
Consequently, we require

ry > 30cm, Qs
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uhere ry is the distance betuween the photon and any charged parti-
cle at the entrance to the liquid argon system. Antiprotons often
annihilate in the c¢oil or liquid argon and deposit & large splash
of energy. Therefore, we require

ry > 45cm for antiprotons. (16)

Determining the incident energy of a photon from its deposited
energy is a very complex process. For the purposes of this thesis,
we use only the well defined reconstructed centroid of the photon
in the 1liquid argon and not its reconstructed energy, except as
input for a kinematic fit (with large errors which essentially

allow the photon energy to be free).

3.4 VERTEXING
3.4.1 Introduction

As mentioned in section 3.2.6, the use of a vertex constraint is
important to the analyses in this thesis. The use of a veriex con-
straint increases the transverse momentum resolution of c¢charged
tracks by roughly a factor of two and significantly reduces the
contribution accidentals and beam-gas events 1in the data sample.
We will discuss tuo types of vertex constraints which are used in

this analysis.
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3.4.2 Secondary vertex constraint

RUN 1403 REC i111 £= 3.10 0 PRONG_HADRON 5-3)
MARK II - SPEAR

Figure 7: A ¥ = AA event. Both A’s travel several cm in the
detector before decaying. Track 1 is the proton, track 2 is the
antiproton, track 3 is the m°, and track 4 is the n~.
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Figure 8: Biagram illustrating the ¢ and T variables.

All of the strange decays of the ¥ involve weakly decaying par-
tiecles. These particles consequently have relatively long life-
times and may travel several centimeters in the detector before
decaying, as shoun in figure 7. constraining these charged secon-
daries to the primary vertex is clearly inappropriate. Therefore,
‘e wish to constrain these tracks to a secondary vertex spatially
displaced from the primary vertex.

The service proaram VFINDP3? i5 employed to do this.  VFINDP
does the secondary vertexing in the follouwing way. At the first
level, information from the one-track fits is used for pairs of

tracks. These helices are circtes in the xy plane. The intersec-
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Figure 9: m(pn ) before and after secondary vertex cuts.
a) without VFINDP
b) with VFINDP

The reduction in background under the A peak is obvious.

tions of these tuwo circles are then examined for the geometrical

crossing points of the two tracks. The cuts are as follous:

1.

For maximum generality, we do not require the secondary ver-

tex (VEE) to be significantly displaced from the primary

vertex, as many VEEs do not travel significantly far from

the primary vertex before decaying.
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He make a cut on the z difference of the tuwo tracks at the

crossing point

1azi < 8cm. Qa7)

Define a variable (see figure 8) § such that

1P xyXF xyl
s e—— Q138)
1Pyl
and require that
£ < 1.5em. a9)

The physical significance of this is the folleowing: A real
VEE will have iils momentum and decay length vectors colli-
near. We thus require that the component of the VEE’s decay
length perpendicular te its momentum be small,

Define a variable {see figure 8) T such that

Pxy Fxy
T ———r! (20)
1Pyl
and require that
T > -5em. zn

Note that T is a signed quantity unlike §. Physically, T is
the component of the decay length parallel to the momentum
of the VEE. This requirement is simply that the VEE decayed
along its momentum vector, wWithin errors. The effect of
these cuts is to define a rectangular region about the
beam-beam interaction point with the VEEs momentum vector,

wherein the crossing point of the VEE secondaries must lie.
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Figure 9b) shous the resultant mass distribution for @ = 0 pairs
ot pw tracks which satisfy the secondary vertex cuts at this point.
For comparison, figure 9a) shous the uncut distribution. These
cuts provide very clean A identification with minimal signal tess.
At this point, the second stage of secondary vertexing begins.
A lJoose mass cut
1.90 ¢ mp ¢ 1.13 GeVrse2, 22}
is made. The VEE secondaries are then swum to @ common vertex
using a true three dimensional swim, and constrained at the ver-
tex. This procedure is very similar to that for the rrimary vertex
(see seclion 3.4.3). A cut is made on the vertex x?
%2(secondary vertex) ¢ 16, (23
and a tight mass cut
1.110 € mp € 1.122 {eVre?, (24>
are applied. For future analysis, the VEE mass is set to the knoun
A mass (1.1156 GeVsc?) and the VEE energy is recalculated. This is

very similar to performing & 1C (one constraint} fit to the A mass.

3.4.3 Primary vertex constreint

In order to use the beam position information determined by the
PASS! analysis method mentioned in section 3.2.6, an attempt is
made to constrain all charged tracks with r ¢ 15¢m to a common ori-
gin near the beam-beam interaction point, minimizing the transverse
and longitudinal differences ¥from this point. For low momentum

tracks, multiple scattering becomes an effect which can signifi-
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cantly deviate the reconstructed track #rom its actual origin.
consequently, @& wueight is applied to 1lou momentum tracks in the
fit. Tracks are cuccessively removed from the fit if they contrib-
ute more than 3100 to the xZ of the fit, then the it is repeated.
For all of the nonstrange decay analysis, ue uill require all

charged particles to originate from this vertex.



Chapter IV

SYSTEMATICS

4.1 CHARGED PARTICLE RECONSTRUCTION

4.1.1 Drift chamber performance
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A good measure of how well the Monte Carlo simulation program
"fakes"™ the actual raw data is to take a clean, well understood
data sample and compare it in detail with the predictions from the
Monte Carlo. For these purposes, we take the decay ¥ = ppn*n-. As
discussed in section 5.8.2, this decay has the advantage of having
a large branching ratio with a reasonable efficiency for a four
charged particie decay. 1t has the disadvantage of having the
dr v + AR as a contaminant. These events are explicitly removed

a. .ationed in section 5.8.1. We are left with a data sample
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wherein almost all the events are unambiguously identified as orig-
inating from ¥ decays.

For this analysis, We then reanalyze the sample with no other
cuts on the data other than the TOF cuts and the kinematic con-
straint on that the four charged tracks reconstruct to the ¥ mass.
This foosening of the event selection does not introduce much back-
ground as the requirement of both a proton and antiproton identi-

fied by the TOF system iz =a very pouwerful tool for eliminating
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Figure 13: DCA in 2 direction for each track in v = Ppn*n~ events.

beam-pipe and beam-gas events. We are left with a sample which
allous us to check the systematics of the Monte Carlo simulation
for charged tracks. In figures 10-i4, wuwe plot respectively the
number of charged tracks found in the primary vertex (prongs), the
x2/degree of freedom (DF) from the one track fits for each track in
the event, the number of DAZMs used for each track during tracking,
the DCA for each track in 2 direction, and the DCA for each track
in the xy direction.

Several comments are in order:
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Figure 1*: DCA in Xy direction for each track in ¥ =+ ppn’n-

events.

In figure 10, the data shows a smattering of 0 and 1 prong
events, where a prong is defined here to be a track which
reconstructs to the beam-beam interaction point, while the
Monte Carlo has none, This may be due to a small residual
contamination of AA events, or 2 small contamination of
non-v events. Otheruwise, the prong distribution agrees
quite well. The large fraction of 3 prong events in both

samples is doubtlessly due to low momentum tracks which mul-
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tiple scatter and are not constrained to the primary vertex
(see section 3.4.3). We attribute a 3.1 : 1.3% systematic
error to the four prong requirement. Two prong events are
free of this problem in that almost all two prongs with
rein ¢ 1.5cm will be tracked to a common vertex (the primary
vertex).

In figure 11, the x%2/DF plot falls off more rapidly for the
Monte Carlo than for the data, probably due to nuances of
drift chamber performance sueh as 6 rays, drift cell ineffi-
ciencies, Landau fluctuations in ionization, etc., not being
completely accounted for in the Monte tarlo. The surprising
feature is that the distribution peaks at a higher value for
the Monte Carlo sample than for the data. This is of
unknoun origin. Qualitatively, the agreement is still good
betueen the tuwo curves.

In figure 12, the distributions for the number of DAZMs used
by the tracking program in reconstruction is in excellent
agreement, except that the data shous an inefficiency for 16
DAZM tracks relative to the Monte Carlo. This may be
related to the subtle problems mentioned in the previous
‘point, or due to a lack of a detailed understanding of the
drift cell inefficiency.

In figure 13, the 2zaip distributions agree qualitatively
quite well, with slightly different shapes. The data aiso

shows the significant offset of the beam-beam interaction
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point from the physical origin of the MKII detector. As
mentioned in gsection 3.2.6, this is corrected for in calcu-
Jating the BOCA of the track. Our cut of Izgip!l ¢ 8cm is
well in the tails of the distribution. He attribute a
.1 * 6% systematic error to this cut.

In figure 14, the two distributions again agree qualita-
tively quite well, with the Monte Carlo distribution falling
somewhat more rapidly. There is no evidence in either dis-
tribution for an excess of tracks near rajn of &m, which
corresponds to the mean radius of the vacuum chamber (see
section 2.1.2). This adds confidence that we are truly see-
ing tracks originating from the beam-beam interaction point.
Our cut of rpin ¢ 1.5cm looks deceptively tight on the log
scale, but is uell reproduced by the Honte Carlo distribu-
tion. We attribute a 2.3 * .62 systematic error to this

cut.

In conclusion, the Monte Carlo agrees qualitatively and in most

cases quantitatively with the actual data distributions.

4.2

4.2.

1

ACCURACY OF TOF SIMULATION IN THE MONTE CARLD

single hit counters

We have checked the accuracy of the TOF Monte Carlo in events of

the topology ¥ = pp. Candidate events were selected using the fol-

lowing criteria:

1.

We require two collinear prongs in the primary vertex.
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Figure 15: P(p) vs.. p(P) for 2 prong collinear events.
One protan is required to be identified by YOF.

2. Eacth track must have ICosB! for each track ¢ .7.

3. Qgne track must be identified as a proton.
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4. In Figure iS5, the momentum of one track is plotted versus

the momentum of the other track. V¥ =+ Pp events are seen to
cluster in a circlie about the nomial momentum of 1.23
GeVse. We further require events to lie within a circle of
radius 025 GeV/c adout this nominal momentum.

Figure 15 shous this yields a very clean sample of events.

We then 1look at the other prong to see wuwhether or not it was
identified as a proton by the TOF system. For 111 events, only one
prong was identified, uhile 694 had both identified. In order to
estimate the (small) background contamination in the sample, wue
looked along the 1line 1F4) = Ifz]1 well beyuond the nominal beam
momentum in an unphysical*? region. The residual events in this
region are presumably collinear cosmics with one ?ood TOF which
corresponds to a proton time. These events uill filter into the
sample used for the TOF efficiency. Our nonphysical region yielded
13 events. Based on the ratio of areas, We expect 4.0 * 1.1 back-
ground events in the signal region. On the assumption these are
cosmics, none of these evenis can have both times as protons., so we
must subtract these from the sum of events which had only one pro-
ton identified. Defining Nz as the number of events with both
identified, and Ny as the number of events with one identified. the
efficiency for the TOF is defined as

2N;
€ S ——, (25)
2N; + Ny
For the data, we get

e(data) = .926 & .044. (2€)
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The Monte Carlo simulation had 620 events had one identified

proton, and 4343 events had both identified as protons. This
results in an efficiency

€(Monte Carle) = ,933 = .019. 27)

Comparing (26) and (277, we attribute a systematic error of

.7 * 2.6% for this data sample due to TOF system performance.

4.3 SECOMDARY VERTEX SYSTEMATICS

4.3.1 Event selection

In order for us to determine the systematiecs due to secondary
vertex constraints, we select ¥ + AX events in the same manner as
in section €.10.1, without using secondary vertex constraints.
Figure 66 shous a clear ¥ + AR signal. We then compare the Monte
Carlo distribution with the data distributions, as in section

4.1.1, for various VEE quantities.

4.3.2 VEE systematics

Figure 16 shouws the radial decay distance ryxy of the VEE away
from the beam-beam interaction point. Statistics are poor for the
data in all of the comparisons in this section, but there is good
qualitative agreement between the two distributions. We attribute
a 3.7 & 4.2% systematic error to the cut ryy > 3mm, used only in
the ¥ > AR analysis.

Figure 17 shous the mismatch in z betuween the two tracks due to

tracking resolution. There is good quantitative agreement betueen
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Figure 16: 1y for VEEs in ¥ =+ AR events.

the tuo distributions.

to the cut 18zl < 8cm.

MWe mttribute a 1.8 ¢ 4.0% systematic error

Figure 13 shous the signed ¢ variable (see section 3.4.2) dis-
tribution. The Monte Carlo distribution is mush wider than the
data distribution and alse has a peculiar double humn to it. This

is of unknouwn origin.
tion appears baussian as one might have expected.
and upaffected by

cut of & ¢ 1.5cem is quite Yeose

problems in this variable. u

error in this variable.

1% is also peculiar that the data distribu-
fortunately, our
the systematic

attribute a .6 % 4.2% systematic
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Figure 17: Az for VEE tracks in ¥ = AR events.

Figure 19 shous the T variable (see section 3.4.2) distribution.
The data distribution is in excelient agreement with the Monte

carlo. We attribute a .6 * 4.2% systematic error to the cut

T » Sem.
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signed' transverse decay length for VEEs
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Figure 18: ¢ for all VEEs in ¥ - AR events.
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4.4 LUMINOSITY
4.4.1  Introductien

1t is essential to this thesis to knou houw many ¥ uwere proguced
in our data sample. This is the normalization we use to derive any
branching {fraction. This is typically done using a luminasity mon-
itor, wusually a small angle device which measures the Bhabha cross
section where it is large. Systematics are a large problem, typi-
cally 10% without undue effort to understand the system. However,

charmonium is kind to us in that it not only provides us with the



51
¥, but its first radial excitation, the 2P, ¥(3684) (hereafter
called ¥/). In addition, the decay

¥ o> v z®)
is roughly 30Z of the total width of the ¥/ and will prove to be

useful for a luminosity measurement.

4.4.2 Luminosity calculation

The technique is simple; it relies on the fact that the ¥ from
decays of the topology (23) is essentially at rest:

1. Tag events of the topology (28) by finding the two pions

from the ¥’ decay which satisfy the trigger requirement.

2. Eliminate these two pions in softxicre from the event.

3. Reanalyze the events and group them into event codes as nas

done for the data sample at the ¥.

4, Calculate an "efficiency™ for 2ach event code, which is the

trigger efficiency for ¥ decays into that event code.

§. We can nou return to the ¥ data sample and {from the number

of events in each event code, find the number of produced v
from the number of events in each event code.

The analysis is done for different groups of event codes as a
cross check on the method. 1t turns out there is about a 5% sys-
tematic variation for different event codes, uhich is added into
quadrature for all branching fractions. This may be due to the
tacit assumption that the ¥ motion in the lab rest system is negli-

gible, or from other considerations.
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Table 1 summarizes the number of produced W by run cycle for
this thesis. These numbers are someuhat ad hoc since we have no

preference for the resuits of any one set of event codes over the

other.
TABLE 1
Summary of produced ¥ by run cycle
Run cycles 1 and 2 6.57x10%
Run cycle 3 (no LA system) 6.64x105
ALL 1.32x106

4.5 SUMMARY OF SYSTEMATIC ERRORS

4.5.1 Event summary

Below we summarize the various systematic errors which ue attri-
bute to the measurements in this thesis. These errors retlect the
systematic studies done in this chapter to determine systematic
differences between the Monte Carlo simulation and the actual data.
Note that the deviations of the Monte Carlo from the data are in
almost al) cases small with respect to the statistics available for
the systematis study, hence we do not explicitly correct the esti-
mated Monte Carlo efficiencies for the systematic deviations
between the simulation and the actual data sample. Rather, we sim-

ply quote the error on these studies as a measure of the systematic
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between the simulation and the actual data sample.
reflect model dependent parameters (e.g. non-uniform
populations or resonances) which are estiméted on a

basis for each decay channel.

Systematic errors for various event topologies

TABLE 2

Event topology Systematic error
2 prong non-strange and 3 body strange decays 3.74
4 prong non-strange decayg 4.5%
2 prong strange decays (AA only) 8.4%

Other strange decays 7.4%




Chapter v

BARYDN OECAYS OF ¥(3.095)

5.1 THE DECAY ¥ = Bp
5.1.1 Data reduction

inclusive pp mass distribution
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Figure 20: pp mass for all pairs.
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Candidate evants are required to have exactly two oppositely

charged.protons in the primary vertex. The invariant mass distri-

bution of the Pp system for these events is shown in figure 20.

There is a clear signal of events centered near 3.1 Gevs/c?, which
we attribute to the decay

¥ -+ pp. (29)

Both tracks must have {Cos8l ¢ .7 so that events are well contained

in the c¢entral detector. We define the signal region as

3.02 < m(Pp) < 3.17 GeVse?, therefore eliminating events far in the

tails of the mass distribution.

5.1.2 Angular distribution of Bp pairs

There are

1420 t 37 events, (30)

which satisfy these criteria. Ffor these cvcnts, we plot dN/d(Cos6)
of the pair in Figure 21, wuwhere Co0sf is now the angle between the
proton direction and the positron beam direction. From the phase
space Monte Carlo an efficiency is estimated for the pairs as a
function of the polar angle Cos8. This efficiency is found not tu
vary in the region 1[Cos8i ¢ .7, therefore we may determine the
angular distribution of pp pairs directly from the detected distri-
bution.

A {it is done using the program MINUIT®' to the detected distri-
bution of the form

dN

= Nol1 + aCosB) (31)
d(CosP)
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Figure 21: Angular distribution of §p pairs from the ¥.

where No is an overall normalization and @ is a measure of the
deviation of the production distribution from flat. The results of
such a fit give

a = .61 + ,23 - .22 (32)

where the %2 of lhe fit is 12.6 for 12 degrees of freedom (DF).
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§.1.3 [Efficiency calculation and branching fraction
In our simulation, we assumcd that the distribution of pp pairs
was flat in the polar angle. As ue have just shown, such is not
the case. In order to determine the b-anching fraction for v =+ pp,
we must coarrect our efficiency estimate for the observed angular
distribution of pairs.
In the case of a flat angular distribution, we estimate an effi-
ciency of
€(flat angular distribution) = ,544. . (33)
He now must fold in the non-flat angular distribution of pairs.
Since the acceptance is flat over 1Cos81 ¢ .7, the Monte Carlo has
overestimated the acceptance by

' .7
Jd(COSB)XI(1 + auC0s28)d(Cos8}
0 o

= .914, (34
1 7
J(l + u,Cosze)d(COSB)XJd(Cosﬂl
° [
where ap is the measured angular distribution. This gives for the
geometrically corrected acceptance
€ = .497. (35
Our result is then
BR(Y = pp) = (2.16 ¢ .07 * _15)x1P-3, (36)

where in this and all following cases the first error is statisti-
cal and the second systematic. MKe have included a systematic error

of .07x10°% due to the measured angular distribution (32) of pp

pairs.
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5.2  IHE DECAY ¥ = Ppy
5.2.1 Introduction
pDirect phaton decays of heavy onia states have been the subject
of much discussion recently.2Y,25,%2-53 ot all of the total
direct photon contribution has been accounted for by exclusive
decays of the ¥, such as yn®, 7n, ya’, ¥f¥C127D), and the recently
discoveredS"Y 2¢(1420) andS5 v0(1640). He present evidence for the
first observation of an exclusive final state invelving baryons

opposite the direct photon.

5.2.2 Bata reduction

candidate events are selected using the following criteria:

1. We require exactly two oppositely charged tracks coming from
the primary vertex, both of uhich must be identified pro-
tons.

2. We cut on the final state kinematics of the proton anti-
proton pair to eliminate multi-pion final states. We use
the variable U S Emiss - PmissCr and reguire that

-.87 ¢ U ¢ .06 GeV. (37)
Note that U is refated to mm2 by the simple relation. nip
mm? = Ely4iss - Plaissc?
= (Emiss + Pmissc)V. (38)
The effect of this cut is illustrated in figure 22. There
is a distinct band rouchly centered about U = 0, which cor-

responds to the missing 7(r®) hypothesis. The advantage of
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Figure 22: Scatter plot of Pp mass versus U, all fp pairs., The
band in the vicinity of U = .3 is due to the decay v = ppn.

the variable U is that the error in the quantity U is to
first order insensitive to the energy of the missing ¥(n%),

whereas the error in mmZ is proportional te the energy of
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the missing 7(w°%). This cut essentially removes all multi-
pion final states opposite the proton antiproton pair, while
losing very little of the single 7(n:) signal.
it is impossible to discern between the reactions

¥ > Bp7, (39
and

¥ > ppr®, (C1))
in the MKII detector without photon detection, as our reso-
luticn in.rnmz is not good enough. In the conurse of the data
taking at SPEAR during the spring of 1978, the liquid argon
shower system was discovered to have an impurity in it which
destroyed its sampling capability for electromagnetic shou-
ers. The system uas consequently inoperable for a feu weeks
until the impurity could be removed by replacing the liquid
arcon supply. This time unfortunately corresponded to the
cycle 3 data sample at the ¥, so the data sample for this
analysis is correspondingly restricted to run cycles 1 and 2
data when the liquid argon system was functional.
iz allow more than 1 photon per event. Additional photons
frequently occur due to noise hits in the LA.
LA storm events (see section 3.3.3) are used in the analy-
sis, but are so few in number as to not significantly alter
the analysis.

tvents are hand scanned for other problems.
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7. Events with m{Bp) > 2.97 are eliminated to remove ¥ =+ pp
events which couple wWith noise photons to form spurious
events. Note that no real events will be eliminated as the
efficiency due to the 1.36 radiation 1length coil is near

zero betou 100 Mev.

5.2.3 g of observed photon

q® of observed photon in pp events

events per .001 (GeV/c)"

0 0.005 0.01 0.015 0.02 0.025
q" of photon relative to missing momentum

Figure 23: q? of observed photons. Solid histogram is expected
contribution from sum of w° and r decays, discussed in text. Dot-
dashed histogram is direct photon contribution only.
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The qZ of the photon relative to the missing momentum paigs is
defined as
[}
q2 = 4p2g;iaesini-, 40
2

uhere 8 is the angle between the observed photon direction and the
direction of the missing momentum. 1t is important to note that
the observed energy of the photon in ihe )liquid a&rgon is pot ﬁsed,
only the reconstructed location of the photon in the liquid argon.
The q2 of the observed photon is plotted in figure 23. The reac-
tions under study exhibit markedly different characteristics5® for
the decays under study. The ¢q2 distribution of direct photon
events is very strongly peaked, with = 80% of the events having
q? ¢ .001 (Ge¥sc)2, wuhile the q2 distribution of % events is much
more gently peaked. There is a significant excess ot evenis with
q2 ¢ .00) (GeVs/c)?, which we attribute to the decay v = pp7. Ini-
tial state radiation, which in principle could contaminate the sam-

ple with the reaction
ete” > ete”y > BpY, 42)
where the radiation of the photon occurs in the initial state, can
be shown not to contribute due to the very small form factor for
e*e” » pp off resonancz.®” The region g2 ¢ .001 (SeVsc?) will sub-

sequently be referred to as the direct photon signal region.
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5.2.4 Moise photong, n° subtraction and branching fraction

Since we do not explicitly use the photon energy, the possibil-
ity of @ real ¥ + fpn® event coupling with a noise photon to fake a
direct photon event must be investigated. The kinematics for the
event provide strong constraints on this background. The cobserved
missing momentum spectrum averages to = .45 GeVs/c. The requirement
that the 92 of the photon relative to tﬁe missing momentum of the
PP system be ¢ .001 (GeVsc)2 means that the average (A48)2 of the
photon relative to the missing momentum is = 5x10-2, The fraction
of the total! liquid argon solid angle subtended by a cone of this
(48)2% is = 7x1B-". From figure 22 we deduce that there are = 400
ppr® events in run cycles 1 and 2 which have missing momentum that
points into the liquid argon fiducial volume. Assuming the fake
distribution in the 1liquid argon is uncorrelated with the missing
momentum of the 5p system, we expect the total number of fake
events to be = .3x(fake occupancy per event). Based on a hand scan
of v » pp events, the mean fake occupancy, weighted by luminosity,
is ¢ 1 per event over all eight modules (including storm events),
so the number of expected fake events 1is ¢ .5 out of a sample of
49, insignificant retative to the statistical error.

The remaining background in the signal region comes from highly
asymmetric decays of n°’s from the decay ¥ - ppn®. The subtraction
of this background may be ascertained from taking a control region
.083 ¢ q2 ¢ .01 (GeY¥sc)Z, where the direct photon contribution is

negligible. Monte Carlo evenis of the topology ¥ - ppn?® are gener-
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ated using the full EGS358 shower simulation code, according to a
phase space distribution. The q2 distribution is calculated for
these events. This distribution is renormalized to the number of
events in the control region. The renormalized distribution is
then subtracted from the data. We obtain an excess of
49 & 9 events, (43)
for q2 ¢ .001 (GeVsc)?, which we ascribe to *he decay ¥ =+ ppr (29).
A phase space Monte Carlo is used to renormalize the q? distri-
bution to the number of signal events in the bin qZ ¢ .001
(Gevsc)?, shown as a dot-dashed histogram in figure 23. This dis-
tribution is then added to the renormalized n° Monte Carlo distri-
bution to produce the solid histogram in figure 23. The data
agrees uwell with the Monte Carlo. Using all eight barrels, we
estimate an efficiency of
€ = .204, ‘ (44)
for the direct photon decay, and
e = .176, (45)
using only seven of eight modules, corresponding to the death of
module 8 during run cycle 1 data taking, and a correction of ,99
due to "dead" modules in storm events (ny > 4). From this, we
deduce a luminosity weighted efficiency of
€ = .195, 146)
where in all cases ke have folded in the photon energy spectrum.
gur result is

BR(Y = Ppr) = (.38 2 .07 & .07)x10°3, €473
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where we have folded in another factor of 5% systematically in
quadrature allowing for uncorrelated errors betueen the w0 and the
7 simulations with a 15% model dependent error due to our uncer-
tainty regarding acceptance variations over the available phase

space.

5.2.5 pppr® branching fractien

As a byproduct on what e have done, uwe can determine the
branching fraction for ¥ - ppn® using the 92 distribution. Our
control region is essentially free from all other backgrounds, and
we have

69 t 8 events, 438)
for uhich we estimate an efficiency of
€ = ,074, (49}
including module 8 correction.

Thus,

BR(¥ =» Ppw®) = (1.42 + .16 & .25)x10°3, (50)
where we have included a 15% model dependent systematic uncertainty
as above.

Finatly, note that this number uill (see section 5.4.2) ve
improved by not v ‘quiring pholon detection for the branching frac-

tion.
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5.2.6 x spectrum of direct photons
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Figure 24: Ry distribution, expected w°® component subtracted.
Solid histogram is first order QLD prediction,

The spectrum aof direct photons from heavy onia is also of inter-
est'? since it may be calculated to first order in QCD. Now that
the background is understood in the signal region, we may extract
the direct photon spectrum from the observed xy specirum, where

Pmiss

Xy = . (512
Ebeam
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First of a1, we must subtract out the expected background from

®° contamination. This is done bin by bin as for the q2 distribu-
tion. Finally, the xy spectrum is corrected bin by bin for detec-
tion efficiency to produce the gamma spectrum shown in Figure 24.
The first order QCUD prediction, 2" assuming massless gluons, essen-
tially reproduces phase space for x ¢ .85, This prediction is modi-
fied by the substantial phase space occupied by the Pp pair and is
shoun as @& solid histogram in figure 24. This modification
explains the cutoff beyond %y of .7 in the data due to the limited

phase space available to the photon.

5.2.7 Bp mass spectrum

gne may also derivec the mass spectrum of proton antiproton pairs
opposite the direct photon by inverting the x4 spectrum and sub-
tracting out the expected centribution from the decay ¥ > ppn®. If
the direct photon decay proceeds via ¥ » gg¥, where the final state
hadrons result from the fragmentation of the two gluons, the possi-
bility of a tuwo gluon bound state exists.?5,%? The subtracted Pp
mass spectrum is shoun in figure 25. There is a tantalizing
enhancement just above threshold, but with limited statistics we

can draw no definitive conclusions.
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pp mass opposite direct photon
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rigure 25: Mass of §p pairs opposite direct photons, w% background
unsubtracted. The rise near 2.9 GeV/c? is probably due to ¥ = pp
events coupling with noise photons, as the q? cut is not very
stringent for low momentum photons.

5.3 THE DECAYS ¥ = pn'n + c.c.
5.3.1 Bata reduction

tandidate events are required to have exactly two oppositely
charged tracks in the primary vertex, one identified as a proton,
the other a pion. There must be no VEEs in the event, to eliminate
photon conversions and A’s. Each track must have p ¢ 1.4 GeV/c, to

eliminate radiative Bhabha pairs {from the sample. For these
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events, we plot the mm2 opposite the pm system in figure 26, dJor
each charge mode separately as uell as the sum. There exists a
clear peak of events centered about mm® = (8% (GeV/c?)?, which we
attribute to the decays

¥ =+ puh, (52)
and

¥ = pn*n. (53)
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5.3.2  Branching frastiop
A phase space Monte Carlo was used to estimate our efficiencies
e{y » pu i) = .432, (54)
and
e{v » pr*n) = .467. (55)
The lower efficiency of (53) relative to (52) 1is due to nuclear
interactions within the material between the interaction point and
drift chamber layer 6.

The mm? spectrum of each charge mode is then separately fit to
the hypothesis of a Gaussian plus a quadratic background. For
v = pn-h, the #it {x2 = 28.4 » 19 degrees of freedom) gives us

1288 * 47 events, (56)
while for V¥ = pu*n, the #it (x2 = 18.5 / 19 degrees of freedom)
gives us

1191 2 47 events. (57
The relatively poor guality of the fits is indicative that the mm?
spectrum is not exactly Gaussian. This is reproduced by the Monte
tarlo simuiation.

We then obtain the results

BR(Y = py-A) = {2.02 = .07 & .16)X10°9, (58)
and

BR(Y = pu*n) = (1,93 £ .07 £ .[16)%10"3, (59)
where we have estimated the systematic model dependence uncertainty
to be 5%, due to the good wuniformity of our acceptance over the

palitz plot, visible in figures 28 and 29.
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5.3.3 Balitz plot
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Figure 2%: Dalitz plot for v = fn*n + c.c..

These events are then fit to the hypotheses V¥ - pn"n and

¥ = pr*n using the kinematica) fitting program SQUAM. For success-
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ful fits (event probability > .14), we then form the Dalitz plot
{or the events, shown in figure 27, in order to look for possible
resonance structure. The Dalitz plot exhibits a number of very

distinct features:
1. The depopulation at high m¥(nm) is due to low momentum pro-
tons. As noted in figure 6, we see very few protons with

momenta belou about .275 GevVsc.



events per .0B (Gev/c")*

73

¥ - prn + c.c; n missing

T T T l T T T | T T T 7 | T TT T

[+]
(=]

o g
gt e T

S o
© ©

[P T

++++’+

n
=}

it [}
l" ot HNTH

bt

¢

LYY
t

©
1

]

=]
o

’r‘hl‘[mrlunr ’.nlunlnnlunlun .|||||Hl||l|||nll|lll

[=]

o
—-—
o
~

\

#
tt, ’4’1”'

>
[=]

KL +++++
b Pty
TR + bt

o
(=]

4-

a4
t

4

4.
e
e
>~
-
o
2} Ll_u_x_l.n_(.uL_n_u'n il

0
150

100

n
[=]

s L L PR ! L L s e P PO

(=}

-
n
W
S

m?*(am) (GeV/c?*)*

Figure 29: Dalitz projections for ¥ - pr*n + c.c..
a) An~ projection
b) nu* projection
¢) both modes added

Solid histogram is phase space prediction normalized to same number

of events.

The depopulation at 1low m2(pn) is similarly due to 1lou
momentum pions. Figure 6 shous very little population belou
about .090 Gevsc.

There is clear evidence for resonance formation in the nm

system.
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4. The "droop™ of the resonance band in the nw system near 2.2

(GeVsc2)? could possibly be due to the interference of two
similar ¥ decay amplitudes, both of which decay to the same
final state, and have the same relative phase relationship
as they move through their resonances. In this case, the
interference Will be constructive along a line of
m2(nw) = m2(pw), and destructive otherwise. This would pro-
duce and enhancement along the diagonal of the palitz plot.
as observed.

In an attempt to make this more quantitative, uwe plot the Dalitz
projections for the pw and nw axes, in figures 28 and 29. The pw
projection 1is notably featureless, with the exception of a large
dip near 2.55 (GeV/c2)2, This could either be a dip between tuo
resonances or an interference affect, but these interpretations are
speculative.

on the other hand, the nw projection 1in figure 29 shous the
aforementioned significant resonant formation. There is a clear
peak centered near 2.25 (Gevse2)Z, This We tentatively®? identify
as the P’44 nucleon state knoun as N*(1470). The peak has a full
width of = 148 Me¥/c2, certainly not inconsistent uith the range of
widths obtained by partial wave analysis experiments. Doing the
simplest kind of analysis possible, we handfit the background and
estimate that there are '

209 * 31 events, (60)
which we attribute to the decay

¥ =+ PN**(1470) + c¢c.c. (charge conjugate). 61
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Thus.

BR{V » PN**(1470) + c.c.) = (.83 & .13 = _22)x10-2, (62)
where ue have used the fact that N*(1470) decays to Hw = 60% of the
time and that by a Clebsch-Gordan decompesition, 2/3 of the time
the Nm state will be nm*. We have attributed an overall 25% sys-
tematic error, due to barkground subtraction and resonance consid-
erations.

There is a second, les«s significant enhancement in the nmw pro-
jection, centered near 2.8 (GeV/c2)2, Its width is the same,
¢ 150 MeVsc?. Again, there are three states in the vicinity of the
mass peak. These are a $”494 state N*(1650), a D’4,5 state N®(1670),
and a F’y5 stzte N*(1688), all of which have large (= 50%) branch-
ing fractions into Nw. We tentatively identify the mass peak as
K*(1670), though again it could be an admixture. The results are
not sensitive to this fact.

Doing @ crude background subtraction, we obtain

85 * 24 events, 63)
which ue attribute to the decay
v = PN**(1670) + c.c.. (64)
Thus,
BR(Y =+ BN**(1670) + c.c.) = (.43 = .10 ¢ .11)x10-3, (65)

with a 25% systematic error as above.
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5.4 IHE DECAY ¥ = Bpy®
5.4.1 Daia reduction
tandidate events are required to have the following criteria:
exactly tuwo oppositely charged tracks in the primary vertex, both
identified as protons. Events with m{(pp) > 2.97 GeVsc? are elimi-
nated to remove events from the ¥ tail. This cut should remove no
real ¥ + ppn? events. For all events which satisfy the above cuts,
we plot the invariant mass of the pair versus the variable
UE Eniss ~ PeisnsC a5 shown in figure 22. Events with a missing w°
or ¥ (not required to be detected) show up as a band roughly cen-

tered about U = 0. events.

5.4.2 Backqround and direct ¥ subtraction, Branching Fraction
To extract the number of ¥ -+ Ppn® events, we then take the U
projection of figure 22, shown in figure 30. The bins around U = 0
are then fit to a Gaussian plus a guadratic background,®€® shoun as
the solid tine of figure 30. The results of the fit
(x2 = 19.9 7 24 degrees of freedom) give us a total of
90t * 41 events. 1(66)
Figure 31 shows the mass spectrum of pp pairs for those events
consistent with either a missing u°® or 7. The striking feature
about figure 31 is that it exhibits a clear threshold enhancement
for Pp mass belou 2 GeV/c?. Note that the events in figure 31 are
predominantly from ¥ =+ ppu® (50), but that this threshold enhance-

ment also shows up in figure 25, which is knoun to be predami-
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pp inclusive at ¥
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Figure 30: The quantity U for all two prong Pp pairs.

nantly direct photon events. This tends to suggest that this
enhancement is associated with the decay v = ppr (39).

There is another argument which supports the interpretation of
this enhancement as associated with a photon. It it were associ-
ated with a 7%, then the isoscalar nature of the v demands that it
be an I = 1 state. It must therefore also show up as an enhance-
ment in the I-spin conjugate reactions ¥ » pu*n (53) and ¥ = pu"h
(52). The Dalitz plot in figure 2B shous no such enhancement at
1ok mass as one would expect for an I = 1 state, but at this stage

it is difficult to make a conclusive assignment.
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As uas mentioned in section 5.2.1, we cannot separate out events

of ¥+ fpy from ¥ = ppu® without' photon detection.
quence, wue must remove the

this sample.
We have already determined in Section 5.2.4
BR(¥ = Fpy) = (.38 * (07 & .07)Xx10°2,

by observing the photon from the ¥ decay. From the
Monte Carlo, ue estimate a detection efficiency of
ey » ppr) = .430,

where the photon is not required to be detected.

As a conse-

knouwn contribution from ¥ -~ Hpy from

(47)

phase space

67
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Consequently, we expect a feed doun from ¥ =+ Fpr of
216 * 38 events, (68)
from which we deduce an excess of
685 = 56 events, 69)
which we attribute to the decay ¥ - ppmn®.
From the phase space Monte Carlo, wue estimate a detection effi-
ciency of
e(¥ =+ fpn%) = ,458, $70)
where the 1° is not required to be detected. Our result is
BR(Y = pp1°) = (1.13 2 .09 2 .09)x10°3, (70
uhere we have added contributions due to the direct photon branch-
ing fraction of 3.2%10°% and an estimated 5% model dependent uncer-
tainty from acceptance variations over the Da” "2 plot systemati-

cally in quadrature.

5.4.3 Dalilz plot

These events are then fit to the event hypoihesis ¥ =+ ppn?. For
successful Fits (event probability > .1), we form the Dalitz plot
of the events, shown as figure 32, in order to investigate possible
resonance formation. The depoputations at high m2(pn) are due to
soft protons. Statistics are limited, but there does appear to be
some evidence for an enhancement near m2 = 2.2 (GeV/c232,

In an attempt to be more quantitative, we plot the projections
onto the pw axes of the Dalitz plot in figure 33. Phase space is

clearly a poor description of the aackground, possibly due to in
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Figure 32: Dalitz plot for ¥ » Fpuno.

part the large contamination of ppy events in the sample, but there
is good evidence for a resonance centered near 2.16 (GeVrsc?)2, We
tentatively identify this bump as the P’44 nucleon state N*{1470)

AY) arguments mentioned .n section 5.3.3 regarding this state in

the reaction ¥ = pn*n + c.c. apply here also.
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Figure 33: pn® + c.c. projection ¢f ¥ = Ppn® Dalitz plot.
Solid histogram is phase space normalized to same number of events.

Paralleling the logic of section 5.3.3, ue estimate there are
10D & 25 evenis, (72}
which we attribute to the decay
¥ » BN"Y(1470) + c.c.. [¥k3)
Thus,
BR(Y - PNX*(1470) + c.c.) = (.84 % .21 & .21)x30"3, (74)
where we have used the fact that the Nn f.nal stzie decays 1/3 of

the time into pn?, and the usual 25% systematic error.
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5.5 THE DECAY ¥ = Bpn
5.5.1 pata reduction

pp inclusive at ¥
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Figure 34: mm? apainst tuo prong Pp pairs at v.

tandidate events are selected using the following criteria: We
knou that » 70% of the decays of the m involve just neutrals, con-
sequently We may improve our signal to noise by requiring exactly
tuo oppositely charged prongs comi g from the primary vertex, both
identified as protons. Unlike the uP° case mentioned in section

5.4.1, mm? is a more useful variable due to the significant mass
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difference betueen the » and the w°. For these events, we plot the
mm2 opposite the pp pair in figure 34. There is a clear enhance-
ment centered about mm? = .3 (Ge¥/c2)2?, which we attribute to the
decay

¥ > Bpa. (75)

5.5.2 Branching fraction
To extract the number of Fpn events, a fit is done to the mm?
distribution to the hypothesis of a Gaussian plus 2 quadratic back-
ground. From the fit (%% = 11.7 # 14 DF), we obtain
826 & 52 events, (76)
uhich satisfy the event hypothesis.

A phase space Monte Carlo is used to determine our efficiency,
where the 7 is allowed to decay to various final states according
to its known branching fractions. From this, we estimate an effi-
ciency of

€ = .309. 7N

This yields the result
BRIV = Bpm) = (2.03 & .13 & ,16)%10"3, (78)
which includes a 5% systematic model wuncertainty due to the good
uniformity of our acceptance over the Dalitz plot, visible in fig-

ure 36.
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Figure 35: Dalitz plot for ¥ = ppan.

These events are then fit (roughly 30 to 40% background) to the

event hypothesis ¥ = ppn. For the 1181 events (signal plus back-
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Figure 36: p#m + c.c projection of ¥ -» ppn Dalitz plot.
Solid histogram is phase space normalized to same number of events.

ground) wWhich have successful fits (event probability > .1), wue
.
form the Dalitz plot of the events, shoun in figure 35, The depo-~
pulations at high m2(pn) are due te scft protons. The Dalitz plot
exhibits nonuniform population, poorly described by phase space.
This may be seen by plotting the p» projections in figure 36. The
projections tend to peak at « 2.52 (GeV/c2)2, but resonant forma-~
tion is not clear. There is a S”4¢ nucleon state N*(1535) with a

substantial branching fraction (¢ 55%) into Mw, and we may be see-~
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ing the influence of this resonance, but further conclusions ere

difficult.

5.6 THE DECAY ¥ - Bpw

5.6.1 Branching fraction
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Figure 37: Missing mass against inclusive pp pairs at the y.

candidate events are required to have both an identified proton
and antiproton in the event. For these events, we plot the mm

against the dibaryon pair, shown in figure 37. Thare is a clear
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enhancement centered near .78 GeV/c?, which we attribute to the
decay

¥ =+ Ppu. 79
To ascertmin the number of events in the peak, wue fit the miss-
ing mass spectrum to the hypothesis of a Caussian with a quadratic
background. The results of the fit (x% = 13.9/9 DF) yield an
excess of
468 * 73 events, (30>
attributable to reaction (79).
Our efficiency is determined by a phase space Monte Carlo. The
w is allowed to decay with its known branching fractions. Simi-
larly, all the @ decay products (e.g. charged pions) are allowed to
decay. Final state particle correlations, houever, between the w
decay products are ignored. From this, ue estimate an efficiency
€ = .323, [€2))
for the decay (79). <Combining (30) and (81), We obtain
BR(Y = ppw) = (1.10 = .17 ¢ 18183, (82)
khich includes a 154 model uncertainty from rrsonant considera-

tions.

5.7 IHE DECAY ¥ = Bpn’
5.7.1 Data Reduction
The »’ has two principal decay modes:
1. 65.6% of the time the »’ decays in to wnm, and

2. 29.8% cf the time the n’ decays into p%.
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Figure 38: Scatterplot of the quantity U vs. m(Ppntu-).
one might hope to reconstruct the =’ decay by observing both pions

from the n’ decay opposite the 7 as well as both protons. but this

fails for the follouwing reasons:
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The 7’ decay into anw has a very small Q value. The maximum
momentum either pion may have in the »” center of momentum
frame is 231 MeVsc. The average momentum will be substan-
tially less. consequently, there will be very few times
when the 7’ decavs so that both of the pions are detectable.
We also lose via isospin arguments. Both the n and the n/
are isoscalar particles. 1t immediately follous that the
tuo pion system must be in an I = D state. Doiny a simple

Clebsch-Gordan decomposition, it follous that the two pions
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are charged in only tae thirds of the 7%’ decays. We of
course have a reasonable detection efficiency only for the
charged pion decays.

1t is then clear that We must detect the »’ via its p%r decay mode.
We Tose in the branching fraction of the %/ to pl7, but we gain
since the p® decays essentially 100% of the time into n*n~.%' ue
could never hope +to observe the soft photon from the B’ decay as
the maximum momentum available to the photon in the »’ center of
mass is oniy 164 Mevsc.
tandidate events are required to have exactly four charged
tracks in the primary vertex, two oppositely charged tracks identi-
fied as protons, the other oppositely charged pair consistent with
being pions. Ffor these events, we plot the quantity U (see section
§.2.1) wvs. the m;ss of the ppa‘n- system, shown in figure 38.
There is & clear band of events centered near U = 0, which are con-
sistent with the decays
v = ppntuy, (83)
and
¥ =+ pprtu-n® (34)
As mentioned in section 5.2.1, ue cannot distinguish betueen
(83) and (84) without photon detection. We therefore hope to con-
strain the events and possibly see a signal above the w9 back-
ground. For events which fall in this band, we perform a 1C fit to
the event hypothesis (83}, for events which pass this fit (event

probabitity > .15), we plot the n*n"> mass, shown in figure (83).
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There is a small but narrow enhancement centered at « .95 GeVsc2,
which we attribute to the decay
¥ = Fpn’. (85)
our tesk is noW to determine the branching fraction. Fitting
the peak is futile as there mre but two bins in the peak and three
independent parameters in a Gaussian peak. Statistics prohibit
finer binning of the data. Consequently. we trust our eyesight and
simply do an handfit subtraction of the background. Taking as the
signa! region the tuwo high bins centered at .945 and .955, uhere
there are a total (signal plus background) of
29 ¢ 3 eventis. (86)
The results of our handfit background yield
10 £ 3 events. 37
Combining (86) and (87), we obtain a total of
19 ¢ 6 events, 38
which we attribute to the decay (85). The significance of this
peak may be ascertained by calculating the Poisson probability that
one gets 29 events when one expects 10:
Py0(29) = 5.1x10°7. (89)
From (89), it is clear this bump is not a fluctuation.

In order to determine our efficiency, events of the topology
(85) are generated according to a phase space distribution. The %/
is allowed to decay according to its knoun branching fractions, as
are its decay products. Correlations betueen the final state par-
ticles (e.g. the n*w~ in the p°® decay) are ignored. From this, we

estimate an efficiency of
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€ = ,021. (90)
Combining (88) and (90), we find
BRC(Y » ppn°) = (.68 * .23 & .17)x10°3, (91
where ke attributed an overall 25% systematic error due to model

dependent uncertainty and background subtraction,

5.8.1 Data reduction

four prong ppm'nm’ events at ¥, AA subtracted
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tandidate events are required to have exactly 4 prongs eminating
from the primary vertex, uhere the total vertzx charge is zerc.
There must be one each of a proton, antiproton, w*, and w~. Even
with the vertex constraint, there is still a substantial contamina-
tion from the decay ¥ » AR, wuhere neither A traveled far encugh
before decaying to be tracked to a secondary vertex. e remove
these events by requiring that all further events lie outside a
circlie of radius 10 MeVs/cZ about the nominal AR point in the Gol-
dhaber plot (see section 5.8.3), For these events, ue then plot
the mass of the ppn®n- system, as shoun in figure 4C. There is a
clear excess of events csntered at the center of mass energy, which
se attribute to the decay
¥ - ppr'n . (92)
We further require that 3.05 ¢ m(Bpn*n~) < 3.14 Gev/c?, so that

events are well within the mass pezk.

5.8.2 Branching fraciion
In the signal region, We have
1435 & 38 events. (93>
From the phase space Monte Carlo, we estimate an etficiency of
€ = .168. (94)
Combining (93) and (94), we get
BR(¥ » Bpn*n) = (6.46 ¢ .17 2 .43Ix10°?, €95)
which incudes a 5% model dependent systematic uncertainty from

resonance and acceptance considerations.



5.8.3 Goldhaber plots

¥ - ppn'nmT, AA subtracted
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Figure 41: Goldhaber plot of m(pr) vs. m(Pn*).
In order to invesiigate possible resonance formatior in this

final state, we form the Goldhaber, or triangle plot, of the decay
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¥ - ppm'm, AA subtracted
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Figure 41

gain
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Solid line is
Monte Carlo prediction, normalized to same number of
events.

mipn~ + ¢.c.) in ¥ =+ ppn’n- events.

fue to our good momentum resolution for charged tracks,

much information from constraining the events,

are unconstrained Goldhabe: plots.
shous the Goldhaber plot

for neutral pm pairs. No

resonance behavior is observed, mith the exception of a small resi-

dual AR contamination,

compare this

summed projections

visible in the lower left hand corner. He

channel directly with the HMonte Carlo by plotting the

for the neutral pm combinations, as shoun in
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¥ - ppm'm., AA subtracted
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Figure 43: Goldhaber plot of m{pu*) vs. m(pn-).
signal region.

figure 42. Each event enters tuice inte the plot.

is seen to be in superb agreement with the data.

Box is A**A"-

The Monte Carlo
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¥ > ppn'n’, AA subtracted
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Figure 44: m(pn* + c.c.) for ¥ » ppn*n~ events. Sclid histogram
is phase space distribution normalized to same number of events.

At this point, we might be tempted to drop this analysis, confi-
dent that the phase space Monte Carlo is an accurate description of
the reaction. This would be a mistake, as shoun in fiéure 43. The
Goldhaber plot for doubly charged pw combinations exhibits strong
enhancements centered near 1.2 Ge¥/c?, This is readily interpreted

f
as the P’35 state, the 84**. In an attempt to be more quantitative,
ue plot the summed doubly charged mass projections, shoun in figure

44, The distinctive line shape characteristic of the A** is
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¥ -» pprn'n”, AR and A"A™ subtracted
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Figure 45: Goldhaber plot of m(Fp) vs. m(n*n"). AA and a**3--
cubtracted.

clearly visible. The solid histogram is the Monte Carlo normzlized
to the same number of events as the data. Taking the signal region
as 1.18 ¢ m(pmw) ¢ 1.32, there is a total of

1278 * 36 pairs, (36)
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¥ - ppm'n”, AA and A*A~ subtracted
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Figure 46: m(z*n~) in ¥ » Fpn*r" events. AA and 8**4--
subtracted.

which we attribute to 4** production. 0f course, events from the
decay

v att A
Lipyt Lapn-, 97

will be counted twice in this plot. e define a background region
as m{pn) > 1.4 GeVs/cZ, and renuvrmalize the Monte Carlo to the same
number ot data events in this region. We then estimate a brck-
ground of

500 * 14 pairs, (58)

whence the number of pairs originating from &** decays is



¥ - ppn'n”, AA and A**A™ subtracted
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Figure 47: mpn~), AR and 4**A~" subtracted.

678 & 39 pairs. (39)
Thus, uwe may quote the fraction of times f a doubly charged pm pair
Will be in a A** as
flpn* + ¢.c. as 4**) = .195 * 030 & .049, (100}
uhich inciudes a 25% systematic error.

The problem now becomes hou to cetermine the number of events
due to reaction (97). Returning to figure 43, ue define the a*a--
signal region as the square bounded by 1.18 ¢ m(pn} ¢ 1.32 GeVsc?,
In this region, there are

100 £ 10 events. (1o
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We then scale this number by the relative populations from the
phase space Monte Carlo. This takes into account not enly the non-
uniform phase space inherent in the Goldhaber plot, but also accep~-
tance variations over the plot. Consequently, the expected back-
ground in the signal region is
49 * 9 events. (102)
Thus, we are left with
233 £ 19 events, (103)
which we attribute to the decay (97). Using (94), wue may easily
calculate a branching ratio, as the A4** decays 100% of the time to
pr*. Yhus,
BR{Y = A**A°") = (1.05 % .09 & ,26)%10°3, (194
From (99) and (103}, it is clear that reactien (97) accounts for
much of the 8** production. There is however some residual produc-
tion. We may ascertain this fraction by taking bands bounded by
1.18 < m{pm) < 1.32 GeVsc? and excluding the A**3A"" region as pre-
viously defined. MWe find
700 ¢ 26 events, (1952
uhereas the Monte Carlo uould predict
368 * 42 events. (106)
Thus, there appears to be an excess of
332 + 49 events. a7
which we atiribute to the decay

v+ 8P + c.c.. €108)
Lipyt

Thus,

BR(Y » &**pu” + c.c.) = (1.40 = .19 * ,35)x10°3, (109
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We now explicitly remove the A**3A-~ region from further analy-
sis. Figure 45 shous the Goldhaber plot for the fp system relative
to the n*n- system. No compelling evidence for any reconance for-
mation is seen. In particular, we plot the n*s- projection, shoun

in figure 46, Jooking for the decay

¥ = pep. (18)

No signal! is seen. 1f we make the unlikely assumption that the
small excess of

38 £ 16 events, o

in the region .71 ¢ m(n*n-) ¢ .79 Gevsc?Z is due to (1i0), then we
way place a limit of

BR(Y = ppp) < .31x10-7, 1t2)
at the 90% confidence level.

We now return our attention to the neutral prm system. Shour: in
figure 47, we plot the invariant mass of the neutral pm combina-
tions, after subtracting out the AR and A**3-" regions. There is a
slight excess of

78 £ 22 events, (i

centered near 1.22 GeVs/c?, which we attribute to the neutral P/,;

counterpart of the a**, the 4°, Correcting for the 4**A-" region

subtracted out which reflects into the neutral pmn signal region, wWe

can quote the fraction of the time § that the neutral pn system is
in a A®

f(pr~ + c.c. as A) = .029 * .008 * .007 (114)

Further analysis is difficult.
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5.9 THE DECAY ¥ = Pow'y’y
5.9.1 Daty reduction
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Figure 48: q2 of observed photon.

The next logical place to look for direct photon decays of the ¥
js in the four prong exclusive channel with tuo pions opposite the
dibaryon system. The selection criteria for this channel are com-

pletely analogous to that for the decay

v <+ Bp7, (39)
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presented in section 5§.2.1, with the obvious modification that we
require four charged tracks; one oppositely charged pair identified
as protons; the other pair consistent with pions.

For these events, ue piat the quantity U (defined in section
5.2.1) vs. the mass of the pputw- system, shown in figure 38.
There is & clear band of events centered near U = 0, wnhich is con-
sistent with the decays

v > pentuty, (23
and

Vv -+ ppntnu®. (84)
At this point, ne attempt to distinguish between reactions (83) and
(84) by use of the LA system. Again, this analysis is completely
analogous to that presented in section 5.2.f1. Figure 48 shou the
q2 of the observed photon relative to the missing momentum of the
ppr*n- system. Events with m(ppn*n~) > 2.99 GeV/c? have been elim-
inated to remove 4C events coupling with noise Pphotons to fake
direct photon events. The q2 distribution due to a missing photon
is much more highly peaked at low g% (= 90% of the events have
g% ¢ 2x10-3 Gev2), whereas the q? distribution due to a missing »°,
shoun as a solid histogram in figure 48, is much broader. There is

no evidence for a direct photon opposite the Fprin- system.
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§.9.2 Branching fraction
We may place a limit on reaction (83) from figure 48. From the
statistics, we attribute
¢ 12 events (90% confidence level), (115)
to the direct photon decay, wuhere ue have taken the first data bin
(qZ ¢ 1X10°3) @as the signal region. From the phase space Monte
Carlo, we estimate an efficiency
€ = ,023, (116)
where we have included the module 8 correction (see section 5.2.4).
Thus,
BR{¥ » Ppn’n-y) ¢ .79%x10°3, (7

at the 902 confidence level.

5.10 IHE DECAY y - ppr*n-m®

5.10.1 Data reduction

We proceed in a manner analogous to section 5.4.1, except with
the obvious modification that we require four charged prongs in the
primary vertex; one charged zere pair identified as protons, and
the other pair consistent with pions. for these events, we plot
the guantity U, defined in section 5.2.1, versus the mass of the
ppr'n- system, shoun in figure 38. There is a clear band near
U = 0, which is consistent With the decays

¥ > pprtnY, (83)
and

v+ Bpntr-nl. (34>
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Figure 49: The quantity U for all ppu'n- events. Solid curve is
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We have already placed a limit on‘ (83) in section 5.9.2, and found
a null result, so there is no background subtraction.

To determine the number of events due to reaction (84), we plot
the guantity U for all events with m(Ppw’n-) < 3 GeVsc?, shown in
figure 49, We extract the number of events by fitting the peak to
the hypothesis of a Gaussian plus a8 quadratic background. The
results of the fit (x2 = 16,0714 OF) give us

542 * 66 events. 118>

Included in this number are contributions from
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Figure 50: Missing mass opposite the fip system. Solid curve is
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¥ = ppu, a9
and

¥ -+ Fpa. 75)
Figure 50 shows the missing mass against the pp system for these
events. the contributions from the decays (79) and (75) are
clearly visible. To ascertain the number of events from reaction
(79), we fit the background region plus the signal region to the

hypothesis of a Gaussian plus a quadratic background. The Pen’
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feed through region (one bin) is excluded from the {it. The
results of the Fit (x2 = 17.1/16 DF) gives us a total of

136 * 22 events, (119)
attributable to the decay {79). Our efficiency, determined from
the same Monte Carlo as discussed in section 5.6.1, is

€ = 085, €120)
whence
BR(Y = Fpud = (1.21 & .19 = ,20)x10"2, (12N
including 15% model uncertainty.

The contribution from reaction (75) is more difficult to calcu-
tate due to its small size. We proceed intrepidly and handfit the
backgruund underneath the ppn signal region. Based on the analy-
sis, we estimate

42 * 8 events, 122)
attributable to the decay (75). Bur efficiency, determined from
the same Monte Carlo as in section 5.5.2, is

e = ,017, (123)

whence
BR(Y = ppm) = (1.9 ¢ .4 + _5)x10-9, (124)
with the usuval 25% systematic error overall from background sub-

traction.
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5.10.2 Branching fraction
Having accounted for the two knoun contributions (ue neglect the
small feed through from the Fpn’ decay), ue may proceed to calcu-
tate the remaining nonresonant contribution. Subtracting (122) and
€119} from (118), ue get
364 * 70 svents, (125)
which we attribute to the decay (84). From the phase space simula-
tion, ue estimate an efficiency of
€ = .082. (126)
Combining (125) and (126}, we get
BR(Y - Fputr-n?) = (3.36 & .65 & .28)x10°3, G1z27)
which includes an estimated 5% models uncertainty from acceptance

and resonance considerations.

S.11  SUMMARY
S.11.1 Discussion of non-stranage barvon decays
The MKI®Z has found
BR(VY = Fpy) € .11X710°3, €128y
(+ 15% systematic errors).

The ¥ branching fraction (47) 1is a factor of 3 larger than the
MKI upper limit (128). Consultation with the authors of reference
62 did not resolve the apparent discrepancy. One possible reason
for the discrepancy is the superior performance of the MKII liquid
argon over the MKI shower counters, which would tend to imply that

the MK! shouer counter efficiency may have been overestimated.
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Furthermore, there g@ppears to be a discrepancy in the WMKI paper
between the number of observed evenits, the knoun sample size, and
the quoted detection efficiency.

The possibility has been pointed out that the overall normaliza-
tion of the two Monte Carlo q? spectra in figure 23 might be incor-
rect in this analysis. This was suggested by the fact that the
data point for .001 ¢ q2 ¢ .002 (GeVs/c)? seems to be too low rela-
tive to the Monte Carlo spectra point. If the direct photon q2
distribution is not well reproduced by the Monte Carlo (e.g. the
data has a longer tail than the Monte Carlo), then it is possible
that the normalizations of the tuo Monte Carlo distributions could
be different. This would tend to decrease the amount of the n?®
background. However, since the bin q% < .DD1 (GeV/c)? is predomi-
nantly direct photon events, in order for the Monte Carlo to remain
consistant with the data, the number of direct photon events will
not radically change and is thus relatively insensitive to the n®
subtraction.

Since we have measured the branching ratios for reactions ¥ =+ pp
(29) and ¥ = ppry (39), we may compare the ratio of the tuo branch-
ing fractions (47) and (36) With the first order QCD prediction?"
for the direct photon branching fraction

BR{Y¥ > X) = .08. (129)
We have measured
BR(Y = pp7)

= .18 &= .D4. (1300
BR(Y - Pp)
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1t would seem that the direct photon decay ¥ + ppr (39) occurs more
frequently than one wuould have imagined, suggesting that the tyo
gluon decay to pp is preferential to the three gluon decay. -

The x spectrum >f the direct photon in the decay ¥ =+ EpY has
been calculated and compared with the first order QCD prediction.
No conclusive evidence for a possidble two gluon state opposite the
direct photon is possible with our statistics.

We have presented the constrained Dalitz plot for the decays
¥ 2 pr*n (53) and ¥ @ pw-i (52), and noted resonant contributions.
Evidence for the decay ¥ + N*N at the tevel of 20% to 40% of the
rate of ¥ » pp has been shoun. Further conclusions at this level
of analysis regarding resonance formation are difficult.

Since the ¥ is an isoscalar, uMe can make an absolute prediction
for the ratios uf these tuo decays and the decay ¥ - ppr®, dis-
cussed in section 5.4.2. From simple Clebsch-Gordan arguments, it
follows that the branching fractions ¥ = ppn°®, ¥ - pr'n, and
v + pn-f should be in the ratios 1:2:2. The results of this exper-
iment (58}, (59), and (71) are in excellent agreement with this
prediction.

We have presented the constrained UDalitz plot for the decay
¥ = ppn® (50). Even uwith the large contamination of PpY events N*N
production has been observed. The tuo different values (62) and
(74) for the branching fraction V - pN**(1478) + c.c. agree
remarkably well with each other, despite the crudity of the meas-

urements.
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We have presented the constrained Dalitz plot for the decay
¥ - pfpn (75). The Dalitz plot population is inconsistent with that
expected by a pure phase space distribution. Resonance production
is possible, but difficult at this level of analysis to determine
due to the nonuniform Dalitz plot density.

We have investigated the B0aiitz plast for {p events wuhich are
consistent with the decay ¥ =+ ppe (79). No evidence of resonance
formation was found.

The MKI¢2 has found

BR(¥ = fpn*) = (1.8 % .6)x10-3, 131
(* 15% systematic errors). The two experiments disagree at the 2o
level based on statistical errors alone. In order to check our
results, we investigated the nnm decay mode of the =7’. As men-—
tioned in section 5.7.1, our detection etficiviicy is dramatically
suppressed. Based on the data in the p°r decay mode and our Mante
Carlo simulation, we would expect
= 1 event, (132)
in the an*n- decay mode of the 2°. The data has two events in the
region of the 7/ mass on a background of less than an event. Our
tuo results are certainly consistent. In addition, the MKI result
involves a substantial background subtraction.

Examination of ihe various Goldhaber plots for the reaction
v » ppu*n- (92) yields the following information:

t. The neutral! pm Goldhaber plot shows essentially no structure

in it, apart from a small residual AR contamination. The

phase space Monte Carlo is in good agreement with the data.
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2. The doubly charged pw Goldhaber plot exhibits strong reso-
nance production. Roughly 202 of the doudly charged pw
pairs are consistent with arising from 4°** decays. The tuo
body decay ¥ » 8%**3-- (97} is seen, as well as the three
body decays ¥ - A**px- + c.c. (108).

3. 1he Goldhaber plot of the dipion mass vs. the dibaryvon mass
exhibits no structure. In particular, the three body decay
¥ =+ ppp (110) is strongly suppressed.

4. Reexamination of the neutral pw Goldhaber plot afier explic-
itly removing 4** events show some evidence for 4° produc-
tion. Since the ¥ is en isoscalar, all four of the 1 = 3,2
isospin states should be evenly¢? populated. Consequen-
tially, the fraction of A** pairs should be nine times that
of the 8° pairs., as the 4% decays to pr~ onily one third of
the time. Our measured rates (114) and (100) are in good
agreement with I-spin conservation.

le may use our limit on the decay ¥ = fpn*n~r (117) to gain some

information on the tuo glucn decag to hadrons. MWe have measured
BR{Y > Fprtu-y)
—_— C .12, (133)
BR(Y > Fputn-)

This experiment is not sufficient to establish a preference for

either the two giuon or the three gl.ion decay mode into ppmwtn-.

The MKI®2 has found

BR(Y¥ » Ppn*u-n®) = (1.6 % .6)x10"3, (134)
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(+ 15% systematic errers). The two measurements (134) and (127)
differ by 20. The MKI measurement (134} consists of relatively
larger subtractions from the total number of events due to knoun
resonant contributions ¥ » ppn (75> and ¥ » Pfpw (79) than the MKII
measurement (127). We also knou that the subtracted components in
the MKII measurement have branching fractiens (121) and (124) which

agree well With thece measured previously, (82) and (7%).

5.11.2 Summary of pon-strange decays

In table 3, we summarize all the results presented in the chap-~
ter, including instances where more than one measurement of a given
mode has been made. In table 4, we summarize the results of this
chapter for both this experiment and the MKI experiment. Mhen more
than one measurement has been made from this experiment, wue list
the "best" result, wuhere "best" is defined as the measurement with

the smallest combined error.
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TABLE 3

thapter summary of non-strange decays (units of 10-3)

Decay mode Events € BR for this experiment
v -+ Bp 1420 + 37 .497 2.16 £ .B7 & .15 (36)
Y -+ Bp7r 49 = 9 .195 .38 £ .07 &£ .07 (47)
Vv - Fpn® 69 £ & .074 1.42 = .16 £ .23 (S0)
685 ¢ 56 .458 1.13 &£ .09 * .09 (71)
v -+ pr-i 1288 * 47 .482 2.02 £ .07 £ .16 (5%8)
v -+ Fu*n 1191 * 47 .467 1.93 ¢ 07 ¢ .16 (59)
v =+ FN**(1470?) 209 * 31 .178 .80 % .13 2 22 (62)
+ c.c.
100 * 25 .090 .84 .21 £ .21 (74)
v + pN®*(1670?) 85 * 24 .150 .43 = .10 £ .11 (65)
+ c.c.
v - ppn 826 * 52 .309 2.03 £ .13 ¢ .15 (78}
42 + 8 .017 1.9 ¢ .4 * .5 (124)
¥ + fpw 486 * 73 .323 1.10 = 17 * .18 (32)
136 *+ 22 .085 1.21 ¢ .19 = .20 (12V1)
Y - ppn’ 19 £ 6 .021 .68 ¢ .23 & .17 (91)
¥ > pprin- 1435 * 38 . 168 6.46 * .17 = .43 (95)
L2 27 S 233 ¢ 19 .160 1.05 ¢ .09 & .26 (104)
v -+ A*tpnT 332 ¢ 49 .159 1.40 ¢ .19 * .35 (109)
+ c.c.
¥ = ppp 38 * 16 .158 ¢« .31 (12)
¥ -+ pputny <12 .023 < .79 QRIS
v » ppututa® 369 ¢+ 70 . 082 3.36 & .65 * .28 (127)
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TABLE 4

tomparison of non-strange decays of ¥(3.095) (units of 10-3)

Decay mode This experiment MKI%2
(t 15% sys. errors)

BR(¥ =+ pp) 2.16 £ .07 ¢ .15 2.2 ¢ .2
BR{Y » BN**(14707) + ¢c.c.) .89 ¢ 13+ .22
BR(Y » BN**(16707) + c.c.) 43 10 2 1N
BR(Y » A**3-") 1.85 % .09 ¢ .26
BR(y - pp7) .38 ¢ .07 = .07 «.n
BR(Y » fpn®) 1.13 ¢ .09 ¢ (09 1.00 £ .15
CGincl. BN**(14702) + c.c.)
BR{v¥ - pn~h) 2.02 £ .07 * .16 2.16 *+ .29
tincl. pN*-(14707)

and pN%®-(1670?))
BR(Y -+ Fn*n) 1.93 # .07 = .16 2.04 =+ (27
{incl. PN™*(1470?2)

and BN**(16702))
BR(y - 8**pn- + c.c.) 1.40 # 19 * .35
BR(Y =+ ppn) 2.03 * .13 ¢ .15 2.3 4
BR(Y =+ Ppp) .31
BR{Y = Ppw) 1.10 2 17 + .18 1.6 £ .3
BR(v = ppn’) .68 * .23 & .17 1.8 ¢ .6
BR(v = ppn*n-) 6.46 * (17 * _43 5.5 % .6
Cincl. A**A--

and A**pnt + ¢.c.)
BR{¥ = Bputn-y) <.79
BR(¥ - ppa‘tn-n®) 3.36 * .65 ¢ .28 1.6 & .6




Chapter VI

HYPERON DECAYS OF ¥(3.095)

6.1 THE DECAY ¥ » AR
6.1.1 Data reduction

inclusive momentum spectrum for A or A
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The selection of particles decaying at & secondary vertex has
been discussed in section 3.4.2. For this mensur;ment. we make the
additional requirement that the secondary vertex lie at least &mm
in the transverse direction from the beam-beam interaction point.
Figure 51 shows the inclusive momentum spectrum of A and A at the
¥. There is a clear enhancement centered near p = t1.07 Gevrse,
which corresponds to the decay

¥ -+ AR, (135)

6.1.2 Anqular distribution

For events which have a A or A with 1.05 ¢ p ¢ 1.12 Gevsc, we
form the angular distribution of the A direction with respect to
the positron beam direction. only one VEE per event islalloued to
enter the plot if both are reconstructed.

In order to determine our acceptance. events of the topology
(13%) are generated in the foilowing way:

1. A random number is throun to determine the ¥ decay angle

with respect to the positron direction.

2. A random number is throun to determine the ¥ helicity state

along the positron beam direction 6"

3. Using the knouwn spin rotation matrices,®S the ¥ helicity is

calculated along the ¥ decay angle.

4. The A and A helicities are then determined by the ¥ helicity

state by addition of angular momenta. In the case of the
[1,0> helicity state, a random number is thrown to distin-

guish betueen the tWwo possibilities.
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angular distribution for ¢ -» /A
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Figure 52: Angular distribution for ¥ - AR.
Solid curve is fit describe in text.

The A and R are then decayed according to the (see appendix
A) knoun polarized angular distributions
dhp
—— = 1 £ aCosX, {136)
d¥
where x is the angle between the decay proton and the
hyperon polarization (in this case the A line of flight),
and & is a measured parameter which is the asymmetry of the
hyperon decay, For A decay,

@ = -.622 * .048 Q3N
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The positive sign in (136) corresponds to positive helicity,
and the negative sign to negative helicity. A random number
is then throun, weighted by the polarized decay distribution
(136), which determines the hyperon decay products direction
in the hyperon rest system. #dith this, the event generation
is complete.
An acceptance is then calculated as a function of polar angle Cosh.
We then divide the data distribution by the Monte Carlo distribu-
tion to get the acceptance corrected angular distribution, shown in
figure 52.

Spin-spin correlations were kept in the Monte Carle as a check
on how these correlations might affect the angular acceptance. We
also generated events of the topology (135) according to a phase
space distribution for comparison, as there can be no net polariza-
tion of the A”s from an unpolarized v. The angular acceptance is
found to be insensitive for this measurement to spin-spin correla-
tions. As a result, all subsequent analyses of ¥ decays involving
Ayperons Will use a phase space qante Carlo as it is conceptually
much simpler to understand.

The acceptance corrected distribution is then fit to the
hypothesis (31). The results of the fit (x% = 10.7/12 DF) give us

a = .72 + .38 - .34, 138)
In figure 52, there is a smal)) feed through from events other than
from (135). We have repeated the analysis defining a "A" as a

sideband outside of the true A mass range, adjusting the momentum
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cut such that these fake A’s have the beam energy, and then made
the same Jata plot as in figure 52. Very feuw events survive this
analysis, &and within errors their contribution is consistent with
that of the actual distribution. Thus we are justitied in ignoring
the contamination from events not arising from (135) in the calcu-

lation of (138).

6.1.3 Branching fraction
Having determined the angular distribution of AX pa . 138),
ue may noW calculate the branching {fraction for (135). figure 51
shous the inclusive momentum spectra for both charge modes sepa-
rately, as uel) as the sum of the two charge modes. We individu-
ally fit each of the three plots to a Gaussian with a linear back-
ground, shoun as the solid curves in figure 51. For the A, ue get
(x% = 18,9720 DF)
Nay = 378 % 23 events, (139)
while for the & ue get (x2 = 14.3,20 DF)
Ng = 352 t 22 events, €140)
and for both modes we get (x? = 23,1,20 OF)
NA or A = 734 * 32 events. -41)
Note the excellent agreement betueen the sum of (139 140
with (141).
We are nou ready to calculate the branching fraction. We use
the same Monte Carlo as mentioned in section 6.1.2, with the excep-

tion that we weight the events with the measured production distri-
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bution « given by (138), The acceptances, corrected for the AR
angular distribution, are respectively

€x = . 181, (142)
and
€r = 170, (143)
where We have included a factor of .642 for the A - pn” branching
fraction. We can separately calculate the branching fraction for
€135) from the combination of (139) and (142}
BR(¥ » AR} = (1.58 £ .10 £ .19)x10°9, (144)
and the combination of (140) and (143)
BR(Y + AR) = (1.57 £ .10 * .19)x10-3, €145)
All measurements include a systematic error of .12x10°3 due to the
systematic error in the production angular distribution (138). By
yirtue of the two data samples (139) and (140) being relatively
independent, ®S we may combine the two resuits (144) and (145) to
reduce the statisticai error somewhat, whence

BR(Y » AR) = (1.58 * .08 & ,19)x10-3, (146)

6.2 THE DECAYS ¥ = PK*A AND ¥ = pK-A

6.2.1 Data reduction

for events which have two oppositely charged tracks which sat-
isfy the proton and kaon TOF hypotheses, wue plot the missing mass
opposite the pK system, shoun in figure 53a). There are tuo clear
peaks in the vicinity of 1.15 Gev/c2. The first peak, centered
near 1.115 Gevs/c?, we attribute to the decays

¥ - pK*A, (147)
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¥ - (pK” + X) + c.c.
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Figure 53: Missing mass opposite pK~ and gK' pairs combined.
Solid curves are fits described in text. The same data is plotted
in bath a) and b) to illustrate the different fits.

and

v > pK &, (148)
while the peak centered near 1.19 GeVs/c? we attribute to the decays

v -+ PK*E%, (149)
and

¥+ pK-EO. (150)
These are the first observations of three-body decays the v +to

hyperons in the final state.



124
6.2.2 Branching fraction
Due to the proximity of the A and the I° masses, we simultane-
ously fit the missing mass spectrum of both peaks to Gaussians plus
a flat background. The simultaneous fit properly accounts for the
background under the peaks. The results of the fit
(x? = 24.57/23 OF) give us a total of
307 & 25 events, (151
which we attribute to the decays (147) and (148). From the phase
space Monte Carlo, we estimate an efficiency of
€ = .262, (152)
uhence combining (151) and (152), we get
BR(¥V » BK*A + c.c.) = (.89 ¢ .07 & _14)x10°3, {153)
which includes an estimated 15% model dependent error from reso-
nance and acceptance considerations.
We have investigated the constrained Dalitz piot for these

events, Ha evidence was found for any resonance formation.

6.3 HE DECAYS ¥ = BK*F° AND y -» pK-§°

6.3.1 Branching fraction
bata reduction has been discussed in section 6.2.1. There is
clear evidence for decays (149) and (157) in figure 53a). Ue
determined the number of events from reaction (149) and (150) by a
zimultaneous it to the A and I peaks, discussed in section 6.2.2.
The results of the fit give us a total of
Su £ 19 events. (154)

From the phase space Monte Carlo, uwe estimate an efficiency of

-
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€ = .236. (15%)

The branching fraction is
BR(Y + PK*E° + c.c.) = (.29 ¢ .06 * .05)x10"3, (1562

which includes an estimated 15% model dependent systematic error.

6.4 THE DECAYS ¥ » BK*T*°(1385) AND ¥ = pK"E*0(1385)
6.4.1 Brapching fraction
bata reduction has already been discussed in section 6.2.1. The
missing mass against the pK system is replotted in figure 53b).
There is a broad but vnmistakable peak centered near 1.38 GeVrsc?,
which we attribute to the decays
¥+ PK*E*°(1385), as7n
and
¥ -+ pK-E*0(1385). €158)
In order to estimate the number of events in the peak, wue fit
the spectrum to the hypothesis of an P-wave, non-relativistic
Breit-Wigner on a linear background. The results of the f#it
(x2 = 20.7,/27 DF) give us a total of
115 ¢ 46 events. (159)
From the phase space Monte Carlo, we estimate our detection
efficiency to be
€ = 132, (160)
Combining (159) and (160), our result is
BR{Y + PK*I*0(1385) + c.c.) = (.66 * .26 * .11)X10°3, (161)

which includes the usual 15% model dependent systematic error.
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6.5 IHE DECAYS ¥ - Ap“E* and ¥ » An’E"

6.5.1 Data reduction

recoil against An™ + c.c. events
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Figure 54: Missing mass opposite Am~ + c.c. events.

tandidate events are selected by taking Ar-(An*) events, where
the #° is required to have [zl ¢ &m and r < 1.5cm with respect to
the primary vertex. In addition, the pian is required not to orig-
jnate from another secondary vertex. For these events, ue plot the
missing mass opposite the Am system, shown in figur- 54. There is
a clear enhancement centered near 1.18 GeVsc?, which we attribute

to the decays



¥ > An-E*, €162)
and

¥+ AntE. €163)

6.5.2 Branching fraction
In order to determine the number of events due to reactions
(162) and (163), we must subtract off the background component.
For this analysis, this 1is a very diificult process. Real Am
events must have either another Am or a stable particle like the I
recoiling against it in order to simultaneously conserve charge and
strangeness. An threshold is at about 1.25 GeV/cZ. Therefore, the
background must radically change slope in the vicinity of the
higher edge of the I peak. Consequently, wue use cur theoretical
prejudice and hand subtract the background due to the especially
voiatile nature of the background behavior. This leaves us with
135 £ 15 events, 164)
which we attribute to the reactions (162) and (163). The phase
space Monte Carlo estimates our efficiency to be
€ = .067, (1655
whence
BR(Y » An-E* + c.c.) = (1.53 ¢ .17 * .38)x10°7, (166)
where we have included an estimated 252 overall! systematic error

from iackground and resonance considerations.
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6.5.3 Resonance production

A~ + c.c. mass opposite £ recoil
N S B

3'

Figure 55: Am~ + c.c. mass opposite I recoil. Solid line is fit
described in text.
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He now investigate the Am system for possible resonance forma-
tion, spurred by the hints in sect%cn 6.8.1. As Will be discussed
in seciion 6.8.1, we were worrjed about the feed through from the
decays (162) and (163) into the E*(1385) signal region. He nou
select events which have 1.14 ¢ mmay ¢ 1.24 as An events which have

a & recoiling against them. Figure G55 shous the Am mass opposite
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the tagged E recoil. There is good evidence for the SU(3} violat-
ing decays

¥+ I*"(1385)%%, 167)
and
¥~ E*(1385)1-. (163)
7o ascertain the resonant contribution, wuwe fit the peak to 3
nonrelativistic P-wave Breit-Wigner on a linear background. The
resuits of the fit (%% = 14.6/20 DF) give us a total of
32 * 16 events, (169)
which we attribute to decays (167) and (168). The phase space
Monte Carlo predicts an efficiency of
€ = .067, (170)
whence
BR(Y = X*-(1385)3* + c.c.) = (.36 ¢ .18 + .09)x10"3, «Q71)
which includes-an estimated 25% systematic error from model depen-

dent parameters.

6.6 THE DECAYS ¥ » An*¥- and ¥ =+ Ap-I*

6.6.1 Branching fraction

0Data reduction has already been discussed in section 6.5.1,
where we have made the obvious interchange of the opposite sign
pion associated with the VEE. For these events, we plot the miss-
ing mass opposite the Am system, shouwn in figure 56. While in the
previous section, the Am~ can be the decay of a =-, here no such

decay is present, producing a radically different background shape
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recoil against An* + c.c. events
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figure 56: Missing mass opposite An* + c.c. events.

in figure 56. There is good evidence for an enhancement on top of
a combinatorial background, centered near 1.18 GeV/c?, which ue
attribute to the decays

¥ - AT*IC, (172)

v > RuTEt. 173

Again, we have a difficult background subtraction for the rea-
sons mentioned in section 6.5.2. Conseguenily, we use the preju-
dices of section 6.5.2 and hand subtract the background. This

leaves us with
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118 ¢ 18 events, (174)

uhich we attribute to the reactions (172) and (173). The phase
space Monte Carlo estimates our efficiency io be

€ = .065, (175

whence
BR(Y » An*¥" + c.c.) = (1.38 & .21 & .35)x10°2, (176)
where we have included a 25% overall systematic error.

6.6.2 Resanance production

An* + c.c. mass opposite T recoil
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Figure 57: Am* + c.c. mass opposite I recoil. Solid line is fit
described in text.
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Ke now investigate the Anm system for possible resonance forma-
tion, encouraged by the results in section 6.5.3. We select events
which have 1.14 ¢ mmaqy ¢ 1.24 as An events which have a I recoiling
against them. Figure 57 shows the An mass opposite the tagged ¥
recoil. There is fair evidence for the SU(3) violating decays
¥ - IXH(1385)7°, Q77
and
¥ > E*T(1385)8. 178)
He fit the peak in exactly the same way as in section 6.5.3.
The results of the fit (x? = 17.4/20 DF) give us a total of
27 £ 10 events, 179)
which we attribute io decays (177) and (178). The phase space
Monte Carlo predicts an efficiency of
€ = ,068, (180)
whence
BR(Y = z"(1385)'§' +c.c.) = (.30 2 11 % . 08)%1D°3,  (181)

which includes an estimated 25% systematic error.

6.7 THE DECAY y = Z-E+

6.7.1 Data reduction

For events which have either a A and additional m~ or a A and an
n*, we form the invariant mass of the An system:, shoun in figure
58. There is a clear enhancement, centered near 1.32 GeVsc?, indi-

cating Z-(5*) production. For events uith

1.312 ¢ map € 1.33 Gevrsc?, (182)
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Figure 58: m(An~ + c.c.).

the three body mass is set to the known (1.32132 Gev/c?) Z=- mass,
and the = energy is recalculated. This is very similar to a iC
fit. Figure 59 shows the missing mass opposite the Anm system for
events which satisfy the Z hypothesis. There is a c¢lear enhance-
ment, centered near 1.32 Gevs/c?, which we attribute to the decay

v 28, (133)
Figure 60 shows a beautiful ¥ » Z-E* event.

The events with mmz > 1.5 GeVse2 are due to the decay

¥ » Z-E¢q0, (184)

or possibly the SU(3) violating decays
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¥ > (An” + X) + c.c.
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Figure 59: mm{Z~ + c¢.c.).
¥ > 2-EX4(1530) + c.c.. (185)

stage it is difficult to separate out the two contribu-
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RUN 4397 REC 7831 E= 3.10 ' 2 PR@NG PLUS HADRBN (5-51
MARK II - SPEAR

Figure 60: A spectacular ¥ + Z-E* event. Both A’s decay over 10cm

from the primary vertex, and the Z vertices are visible as neither

of the other two pions seem to come from the primary vertex. Track

1 is an antiproton, track 6 is a proton, tracks 3 and 4 are n*’s,
and tracks 2 and 5 are 7" ’s.
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6.7.2 Anqular distribution

angular distribution for ¢ » Z°=7
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Figure 61: Angular distribution for ¥ - Z-3+,
for events uhich have

1.26 ¢ mmz < 1.36 Gevsc?, (186)

we plot the direction of the Z° with respect to the positron beam
direction, shoun in figure 61. The distribution has been carrected
by acceptance by the phase space Monte Carlo, where spin-spin cor-.
relations have been ignored. A fit is done to the hypothesis

dN

= Nol1 + aCos?8), (187)
d|cosh|



RUN 43897 REC 7831 E= 3.10 2 PRONG PLUS HADRGN (5-5)
MARK 11 - SPEAR

Figure 60: A spectacular ¥ = 2-3* event. Both A’s decay over 10cm
from the primary vertex, and the I vertices are visible as neither
of the other tuo pions seem to come from the primary verte«. Track
1 is an antiproton. track 6 is a proton, tracks 3 and 4 are n'‘’s,

and tracks 2 and 5 are n-’s.
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6.7.2 Anqular distribution
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Figure 61: Angular distribution for v » =-5¢
For events which have
1.26 ¢ mmz ¢ 1.36 Gev/c2, (186)

we plot the direction of the 2 With respect to the positron beam
direction, shoun in figqure 61. The distribution has been corrected
by acceptance by the phase space Monte Carlo, where spin-spin cor-‘
relations have been ignored. A fit is done to the hypothesis

dN

= Nol(1 + aCos?0), 187)
diCos@l
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where we reflected the dilt;ihution about Cos® = 0 due to the
marginal statistics, The results of the fit (%2 = 4.0/6 DF) give us

@ =-.13+ .5 - .51 (188)

Obviocusiy, (188) is not well determined by this experiment.

6.7.3 Branching fraction
From figure 59, we attribute
194 & 14 events, €139
to the decay (133}, Since (183} is very consistent with zero, we
do not correct for the production mechanism. From this, we esti-
mate an efficiency of
€ = ,129. €190)
Combining {189) and (180}, we get
BR{Y = Z-E¢) = (1,14 £ ,08 2 .20)%10°9, 191

uhere we have included a 15% mode]l dependent systematic error.

6.8 THE DFCAY ¥ - F*-{1385)F**(1385)
6.8.1 Data reduction

Selection of A’s has been discussed in section 3.4.2. We select
pions by imposing the additional censtraint that the pion not orig-
inate from any secondary vertex. This cut eliminates pions from Kg
decays.

For these events, we form the An-(Ar*) mass, shown in figure 62.
There is a narrow 2" peak, centered near 1.32 GeV/c?, and a broader
peak centered near 1.3% GeV/c2, which ue attribute to the P’y 1=1

strange baryon resonance, the E*-(1335)(3**(1385)).
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Figure 62: m{An~ + c.c.).

We then plot the missing mass against the 3$*-(1385). shown in
figure 63. There is clear evidence of a peak near 1.38 GeVsc?,
which we attribute to the decay

¥ -+ E*-(1385)E%*(1385). {192)
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Figure 63: mm(E*-(1385) + c.c.).

6.8.2 Branching fraction

Due to the paucity of events from (192) in the data, we use our
personal prejudice and subtract the background underneath the peak
by hand. From this, we estimate

47 £ 10 events, (193)

due to (192). Our efficiency wuas calculated by generating events
of the topolagy (192) according to a phase space distribution,
where the E**(1385) is a 40 MeV wide resonance oi the A and the wu-.
From this, we estimate an efficiency of

€ = ,058, (194}
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where we have included a factor of .88 for the ZI* = Aw branching
fraction. Combining (193) and (194), our result is

BROY = F*-(1385)E**(1385)) = (.80 & .17 & 2001073,  €19%)

where We have included an overall 25% systematic error.

6.9 IHE DECAY ¥ = E**({1385)F*"(1385)

6.9.1 Data reduction

Am* + c.c. inclusive mass spectrum

events per .01 GeV/c'

1.3 1.4 1.5 1.8
mass(An*)

Figure €4: m{Am* + c.c.). Note there is no Z signal in this
charge mode.
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missing mass against £°(1385) + c.c.
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Figure 65: mm(E**(1385) + c.c.).

A identification has been previously discussed in section 3.4.2.
For this measurement, we require that the pion not originating from
the A decay come from the primary vertex. This eliminates pions
which originate from other secondary vertices (primarily other A
decays but also Kg decays). For these events, we plot the invari-
ant mass of the Am*(An-), shoun in figure 64. There 1is a clear
peak centered near 1.38 GeVs/c2?, indicating E**(1385) production on
top of a substantial combinatoric background.

The missing mass for events with

1.36 < m(Am) < 1.41 GeVrsc2, (196)
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is shown in figure 65. There is a peak centered near 1.38 GeVs/c2,
indicating the decay

¥ > FUY1385)E% (1385). (197)

6.9.2 Branching fraction
Do to the rapidly changing background in the vicinity of the
recoil peak and the statistics of the peak, we subtract the back-
ground under the peak by hand. From this, we estimate
80 * 15 events, (1932
associated with reaction (197). Our efficiency was calculated by
generating events of the topology (197) according te a phase space
distribution, the EI**(1385) being a 35 MeV/c? wide resonance of the
An system. From this, we estimate an efficiency of
€ = .067, 199)
uhere ue have included a factor of .88 due to the I*(1385) = An
branching fraction. Our result is
BR(Y¥ = T**(1385)E*-(1385)) = (1.17 & .22 * .29)x10°3, (200)

where ue have inctuded an overall 257% systematic error.

6.10 THE DECAY ¥ -» 3950

6.10.1 Data reduction

The 1° decays essentially 100% of the time into A7. The momen-
tum of either decay product in the I° rest system is only 74 Mevsc.
Consequently, ue have very little possibility of reconstructing the
£° from its decay products. We can, houever, get a handle on this

decay by a slightly more clever technique.
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AR inclusive mass spectrum
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Figure 66: m(AA) for all events.

Figure 66 shows the invariant mass distribution for all events
with a reconstructed A and A. For this measurement, we do not make
any secondary vertex constraints, as the A and & constraints in the
same event limit the available phase space to such an extent as to
essentially eliminate all background events. Figure 66 shows three
distinct features:

1. There is clear evidence for a peak centered near 3.1 Gevsc?

from the decay ¥ = AR (135).
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2. There is @ broader peak centered near 2.9 GeV/cZ, which will
be discussed below.
3. There is a very broad line shape below 2.8 GeVrsc?. In the
MK1¢2 analysis, this was attributed to the decays ¥ -» -3¢
(183), and the isodoublet partner decay
v 2030, t2o0mn
In fact, other decays which have final states of the topol-
ogy AAmm will populate the region below 2.8 GeVsc2. As this
experiment has shoun other decay modes of the ¥ such as
(192) and (197) which have this final state, ue may not use
figure 66 to establish a result for reaction (201).

The isoscalar nature of the ¥ may be used at this point to good
advantage. Dne can easily shouw that essentially all events for the
decay

v+ 030, (202)
have mpf > 2.8 GeVs/c2, Now mai for AAmnm events is ¢ 2.8 GevrscZ,

The only way this helps us is that the decays

¥ > AAT°, (203)

and
¥ > AE® + c.c., 204)
are I-spin forbidden as the final state must be I=1. Also, we

expect the decay (if present at all)
v = ARv, (205)
io be suppressed reltative to (135) by roughly an order of magni-

tude. tonsequently, we feel safe®? in attributing all the events

with
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2.84 ¢ mpg ¢ 2.96 Gevrc? 206)

to the decay (202).

6.10.2 Angular distribution and branching fraction

angular distribution for ¥ - L°T°
020 [~

0.10

0.05

events per .1 (arbitrary units)

000 b e o b
0 0.2 0.4 0.6

dN/d|Cos8|

Figure 67: Z%F° angular distribution.

since we never actually reconstruct the I°, we have to be a lit-
tle careful when measuring the angular distribution. Again, hou-
ever, the kinematics have been good to us. Since the ¥ ia a zero

mass particle and the decay momentum in the E° rest system is only
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74 MeVr/c, the angle between the A and the I° in the lab system is
(see Appendix B) alumays less than 4°, Thus, to a very good approx-
imation, the A direction mimics the Z° direction.

Figure 67 shous the ¥%E° angular distribution, corrected for
acceptance by the phase space Monte Carlo. Both the A and the X°
are allpued to decay according to their knoun kranching fractions.
A fit of the form (187) is done to the angular distribution, from
which we get (x2 = 2.23/5 DF)

e = .68 + 1,2 - .97, (207)
In view of the large error, there is not much information in (207).

The branching fraction is now a simple calculation; we must only
correct for the measured angular distribution in our Monte Carlo
etticiency, whence

€ = .043. (208)
From figure 66, we attribute
90 * 9 events, (209}
to reaction (202). <Combining (209) and (203), our result is
BR(v » ¥93%) = (1.58 ¢ .16 * .25)x10°7, (210)
where we have included a 15% systematic error due to the measured

angular distribution in quadrature.
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6.11  SUMMARY
6.11.1 Discussion pf strange barvon decays
The MKI¢2 has measured
BRCY » AR) = (1.1 ¢ .2)x10°3, 211
(¢ 15% systematic errors). The tuo results (211) and (146) differ
by 20. From experience With the Monte Carlo, the efficiency calcu-
Tation is quite tricky. The pion momentum in the A rest system is
only 100 Mevsc, consequently the resulting pion momentum spectrum
from A’s is very soft. As our reconstruction algorithms (and pre-
sumably those of reference 62) have difficulty below 100 Mevs/c
transverse momentum, and dpsdx corrections become significant at
lou momenta, the apparent discrepancy is not difficult to envision.
In our Monte Carlo HOWL, a detailed simulation of nuclear interac-
tions, dpsdx losses &and the actual drift chamber performance are
used. In addition, (146) uses the measured angular distribution
(138) to correct for the ¥ production mechanism, which is the larg-
est component of the systematic error due to our poor acceptance at
targe [Cos8l. Reference 62 does not explicitly measure this guan-
tity and presumably assumes a 1+Cos?6 distribution for the produc-
tion mechanism. This explanation has the "correct" sign for the
difference of the tuwo results. Even so, the two experiments are in
good agreement when all errors are considered.
We have presented measurements of the I-spin conjugate reactions
v+ I*-(1385)E**(1385), (192) and ¥ - EI**(1385)I%-(1385), <(197).

Since both (192) and (197} have identical I-spin structure, the
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rates must be identical. Our resulis (i95) and (200) are in excel-
lent agreement.

Ke have measured  the I-spin conjugate reactions
¥ » I*°(1385)E* + c.c., (167) and 168); and
¥ > E**(1385)E- + c.c., €177) and (178).  Since ali four have the
same l1-spin structure, their branching fractions (171) and (181)
must be identical. They are in excellent agreement with this pre-

diction.

6.11.2 Summary of strange decays

in table 5, ue summarize the results of this chapter for both
this experiment and the MKI experiment. When more than one meas-
urement has been made from this experiment, we list the "best"
result, uhere "best" is defined as the measurement with the small-
25% combined error.

The only real surprise in table 5 is that the rate for
v » PKYE*0(1385) + c.c. is larger than for v » pPK*IC. This could
be an artifact of the statistics, or some subtie problem in the
background shape, but both modes have roughly the same number of
events and the pKEI channel has a much higher efficiency as phase
space is rapidly running out

Perhaps the most interesting results of this thesis is the large
variety of tuo body hyperon decay modes of the ¥. MWe denote Bg(Bg)
to be any member of the 1/2* baryon(antibaryon) octet, and Byy(Bro)

to be any member of the 3/2* baryonlantibaryon) decuplet. Table 6



TABLE 5
Strange decays of ¥(3.095) (units of 10°7)
Decay mode This experiment MK162
(* 15% sys. errors)
BR{V » AX) 1.58 + .08 * .19 1.1 % .2
BR(V - °F) 1.58 £ .16 * .25 1.3 ¢ .4
BR(Y -+ Z°2*) 1.14 = (08 * .20 1.4 £ .5
BR(Y = E*" (13853 + ¢.c.) .36 * .18 £ .09
BR(Y + E**(1385)~ + ¢.c.) .30 ¢ .11 ¢ .08
BR(Y -+ I*~(1385)E*+(1385)) W80 ¢ (17 % .20
BR(Y + I*+(1385)E*~(1385)) 1.17 & .22 *+ .29
BR(Y = PK*A + c.c.) .80 = 07 = .14
BR{V = PK*I? 4 c¢c.c.) .29 * .06 * .08
BR(V » PK*I*0(1385) + c¢.c.) .66 & .26 % .11
BR(Y » An"E* + c.c.) 1.53 & .17 ¢ .38
(inel. I*~(1385)%I* + c.c.)
BR(V » An*¥- + c.c.) 1.38 ¢ .21 ¢ .35
(incl. E**(1385)E- + c.c¢.)
shous the reduced branching fraction IMI2Z for all decays of the
type
v =+ BgBg 212
where we have divided out the phase space factor of
L
Rz = —, €213)
Vs

corresponding to two body phase space. We have also combined sta-

tistical and systematic errors. This allows a direct comparison of

the matrix elements M for BgBg.
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TABLE 6

Reduced branching fractions for ¥ » ByBy (units of 10-3}

Decay mode Value
My » pp) 12 1.73 ¢ .13
MGy » AR 12 1.45 ¢ .18
Ity » °39)12 1.58 + .30
Mty » =242 1.39 ¢ .26

The reason this is interesting is that the ¥ is presumed to be
an SU{3) singlet. In that case, all the matrix elements for BgBg
should be the same. All four of the measurements in table 6 are
totally consistent with the ¥ being a pure SU(3) singlet.

He may make the same comparison for the decays

¥ > BagBios 214)
shoun in table 7. The three measurements in table 7 are in good
agreement with each other.

For completeness, we present results for

¥ = BgByp + c.c., (215)
shoun in table 8. Only tuwo values are given, but the magnitude of
the SU(3) violating matrix elements seems large when compared with
tables 6 and 7.

The angular distribution of nucleon-antinucleon pairs from heavy

quark decays, especially the ¥ and the ¥/ have recently become of
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TABLE 7

Reduced branching fractions for ¥ « ByeB4o (units of 10-3)

Decay mode value
IMty » a**3--)12 1.07 * .29
IM(¥ = E*-(1385)F**(1385))12 1.13 & .37
IMC(y > E**(1385)E%-(1385))12 1.68 ¢+ .48

TABLE &
Reduced branching fractions for ¥ + BeByp + c.c. (units of
10-%) -

becay mode value
IM(¥ = E*-(1385)E+ + c.c. )12 .46 & .28
IM(¥ = E**(1385)E~ + c.c.)? .37 ¢ 13

theoretical interest.®®-¢% In particular, the authors of reference
68 predict from a hadronic helicity conservation argument of QCD
that

do

x 1 + Cos?@, (216>
d(Cos8)



152
while reference 69 predicts from a calculation involving isospin
violating effects that

» do miy - 4mZg

) - 1+ Cos?6, 217
d(Cos®) m2y + 4dmipg

ior baryon-antibaryon pairs, uhere mp is the mass of the baryen.
Table 9 summarizes the results of this experiment for the angular
distribution of baryon-antibaryon pairs, along with the predictions
of references of Brodsky®® pt al. and Claudson®?® et al.. Refer-
ence 69 appears to be favored over reference 68, but the data does

not allow us to make a clean separation.

TABLE 9

Angular distributions for ¥ + BgBg

a for 1 + aCos28 angular distribution

Decay mode This experiment Reference 68 Reference 69

v =+ Bp .61 + .23 - .22 1 .46
v > AR .72 + .38 - .34 1 .32
v =+ 5030 .68 + 1.2 - .97 1 .31
v - -5+ -.13 + .59 - .51 1 .16




Appendix A

NONLEPTONIC HYPERON DECAYS

For purposes of the Monte Carlo, we?? summarize the theoretical
formalism for nonleptonic hyperon decays. The motivation for this
outline is that weak effects (e.g. A polarizatien) may be observ-
able at the ¥.

The transition matrix M for any hyperon decay may he uritten as

M = s+p(d-3), (218)
where s and p are the parity-conserving and the parity-changing
amplitides respectively, @ is the Pauli spin operator, and § is the
unit vector along the direction oy the decay baryon in the hyperon
rest frame.

Asymmetry parameters may be defined by the following relation-
ships

2Re(s*p)

e = — » (219)
Is) "*lpl2

2Im(s*p)
g =—— (2z2m)
Isl2+Ipl?

and
Isl2~pl2

¥ = —— (221}
Is|2+|pt2

- 153 -



154
With the transition matrix (218), the angular distribution of
the decay baryon in the hyperon rest system is
1 = aBy-d), 222>
where 31 = (YI3IY> is the polarization of the decaying hyperon.
The polarization of the decay baryon is
(a+By - §IG+B (B yxT)+rax (Byxq)

Ba = . 223
1+aBy-q

uhere Pg is defined in the baryon rest system obtained by the Lor-
entz transform along § from the hyperon rest system in which By and
q are defined.

Conventionally., nonieptonic hyperon decays are described in
terms of two independent parameters a, the decay asymmetry, and the

angle ¢, defined by

B = yi-a2sing, (224)
and
v = J1-a2cosé. (225

The two parameters a and ¢ are conventionally gquoted to determine

the decay distributions of the hyperon.



Appendix B

THO BODY DECAY OPENING ANGLES

This is a completely general formalism for any two body decay
@ * bc. the problem is to find the maximum angle between b and the
flight direction of a in the lab system, assuming a has a definite
momentum in the lab.
consider first the a rest system. Define an angle 6 such that
Bl';b
Cos8 5= —, (226)
18af1Pb!
where Py is the momentum vector of a in the lab system and pp is
the momentum vector of b in the a rest system. clearly, Pp = -Pa
in the a rest system. The 4 momentum of b in the a rest system

(dropping the b subscript) is just

p, = pSiné, (227)

Py = RCosS, (228)
and

£ = JpZ + mZ. (229)

We now Lorentz transform into the lab system (denoted as the

coordinate system). The 1ab four momentum of b is

Py’ =Py (2:9)
pa = 7(py *+ BE) (231

and
E/ = v(E + Bpy). (232)

- 155 ~
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where ¥ and 8 are for a in the lab system. The angle botween a and
b in the 1ab system is just

P’

Cosd’ =
p*

y(pCos8 + BE)
= . (233
Vp? + (¥3-1)p"L0s28 + 272BpECosE + ¥IBZEZ

One can in principle use (233} to analytically find the maximum
opening angle, but it is easier to solve (233) numerically for the
allowed values of CosB. It is clear for p much less than E that
CosB8’ is aluways near 1. Intuitively, this is just that the heavier
particle of b and ¢ tends to follow the a direction in the 1:b sys-

tem, regardless of how a decayed in its rest system.
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