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Nodal methods play a special role in reactor physics
calculations. In recent papers the high computational ef-
ficiency of nodal methods has been established [1] and
the development of more efficient algorithms tailored to
the advanced architectures of modern day computers pro-
posed [2-G]. The rapidly changing architectures of today's
computer influence the way codes have to be programmed
so that reasonable speed up and efficiency arc attained.
We have applied these concepts in solving the one-group
neutron diffusion equation in two-dimensional geometry on
parallel computers like the Intel iPSC/2 hypercube and the
Sequent Balance S000. The efficiency of the hypcrcube for
the neutron diffusion equation is highly determined by the
message passing scheme; on the other hand, on a shared
memory processor like the Sequent, it is dependent on the
manipulation of valuables in shared memory. In this pa-
per, we present a scheme on shared memory processors
which produces very high computing efficiencies in agree-
ment with Amdahl's law.

We start with the one-group neutron diffusion equa-
tion in two-dimensional geometry given by

(1J

where D is the diffusion coefficient, a the removal cross
section, S the external source and 4> the neutron flux.

By dividing the problem geometry into a set of closed
rectangular region? of the form [—«,„, +«,„] x [—/>,„, +/'„,),
in = 1,...,M, integrating over the volume of node 711, av-
eraging in the .r- and (/-directions, and proper substitution
of resulting variables, a five-point scheme for the neutron
balance equation is obtained
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<P,n's are the node-averaged fluxes, ^ 1 , , , , <P\m, <j'-m, <i>\.m
are the surface-averaged fluxes.

To obtain the current continuity conditions, inte-
gration is performed over the closed interval [ — '',„,+''i,,j,
across ^-constant surfaces for the y-current equations,
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where node n is vertically adjacent to node in, <!>\m = 4>T-m-
Similarly, if integration is done over [ — H,,,,+iira]

across x-constant surfaces, the j-current. equations be-
come:

(•I)

where node / is horizontally adjacent to node m in the
positive x-dircctiou.

We describe briefly the numerical steps taken in solv-
ing Eqs. (2-4). We start with initial estimates of the uodc-

averaged fluxes (im's. Equations (3-4) then become sys-
tems independent of each other; that, is Eq.(3) only involves
the unknown 4'+vn 4

)I-,,n >uid 4>+n and Eq.(4) the unknowns
-uii 't'+r These two systems can be solved in par-<t>+,n> +

allel. This comprises one iteration. In the next iteration,
Eq.(2) is used to update the node-averaged fluxes. These
newly updated values are substituted in Eqs. (3-4) again
and the parallel systems are solved. Convergence of this
method is determined by examining the relative difference

between the previous and the new iterates of the </'m's. Suc-
cessive ovenvlaxation is also applied 111 between iterations

to the ^m ' s for faster convergence. This algorithm is very
well suited to computers with parallel architectures. In
shared memory systems, cautious programming is needed
in order that the processors do not overwrite memory loca-
tions which are vital in each iteration. This is done through
locking mechanisms.

Following is a description of the implementation of
the iterative method on shared memory processors. We
store the old and new iterates of the node-averaged fluxes,
the current iterates of the surface fluxes, the mesh size
;iiid other physical parameters needed into common mem-
ory. For an 11 x 7; mesh, there will be 2n independent,
processes. The program starts running initially 011 one
processor, which becomes the parent process. The par-
ent process then 'forks' and creates subpiocesses. Each
processor is assigned a subproccss which is the solution of
the tridiagonal current, continuity equations. In order for
the processors to start at the same time, synchronization
calls are performed before and after the solution of the cur-
rent equations. Upon exiting from this step, the processors
have solved the surface-averaged fluxes for given initial val-
ues of the node-averaged fluxes. Then they update specif-
ically assigned values of the node-averaged fluxes with the
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use of successive overtaxation. Each processor J, then
computes the relative difference between the old and new

^,,,'s assigned to it and stores the maximum value into
DIFMX(J). A call to synchronize all processes is done at
i:no point. The check for convergence is assigned to pro-
cessor 0 and is done by comparing all values of DIFMX(J),
J = 1,...,NP (where NP is the number of processes) to a.
given tolerance criterion (this is the only portion of the
code which is not parallelizable). When convergence is at-
tained, all the processes are released.

The above approach to solving the nodal diffusion
equations is totally lock-free. The avoidance of locks is
aclueved by storing the surface fluxes into common mem-
ory. The extra expense in memory is minimal.

We applied the cilgorithm to a test problem and the
measured speedup and efficiency are presented in Fig. 1.
On a 32 x 32 mesh, we aclueved efficiencies of 99.2 for
two processors, 99.1 for four processors and 9S.C for eight
processors on a Sequent Balance 8000 with 10 megabytes
of memory. The important question of load balancing via
dynamic scheduling will be addressed in the full paper.
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Fig. 1. The speedup and efficiency of the lock-free parallel algorithm for the 32 x 32
mesh test problem as a function of the number of participating processors on the
Sequent Balance 8000.


