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INTERSTITIAL PHASE PRECIPITATION IN IRON-BASE ALLOYS: 
A COMPARATIVE STUDY 

by 

Alan R. Pel ton 

ABSTRACT 

Recent developments have elucidated the atomistic mechanisms of 
precipitation of interstitial elements in simple alloy systems. However, 
in the more technologically important iron base alloys, interstitial phase 
precipitation is generally not well understood. The present experimental 
study was therefore designed to test the applicability of these concepts 
to more complex ferrous alloys. Hence, a comparative study was made of 
interstitial phase precipitation in ferritic Fe-Si-C and in austenitic 
phosphorus-containing Fe-Cr-Ni steels. These systems were subjected to 
a variety of quench-age thermal treatments, and the microstructural 
development was subsequently characterized by transmission electron micro­
scopy. 

A pattern emerged from these investigations which demonstrated the 
interrelationships between lattice defects and interstitial atoms in the 
formation of oversize second phases. Specifically, intragranular 
precipitation of disparate phases requires the structural and volume 
accommodation provided by vacancies and dislocations. Two distinct roles 
of vacancies were observed to be operational in these steels: In the 
ferritic alloy, the lattice pertubation associated with a single vacincy 
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is capable of nucleating a carbide. A model is proposed by which the 
carbide nucleus may grow into a bet structure by the successive jumps 
of the vacancy followed by the addition of migrating carbon atoms. In 
the austenitic alloy, the formation of the incipient phosphide phase is 
interpreted in terms of co-precipitation of vacancies and phosphorus 
atoms. The partial collapse of the sheet of vacancies on {100} planes 
provides the necessary accommodation for a layer of phosphorus atoms. 
The resulting stacking fault additionally affords a structure for 
further precipitation. It is suggested that the carbides (M—Cg-type) 
precipitate in the stainless steel by a similar mechanism to that in 
Fe-Si-C. These results confirm the general validity of the concepts 
developed for model systems. Moreover, these findings have important 
implications for sophisticated alloy design. 
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1.0 Introduction 

Interstitial elements, such as hydrogen, carbon, nitrogen and 

oxygen, often play a dominant role in determining the properties of 

metallic alloys. The effects of these elements may be beneficial; 

consider, for example, the well-known strengthening role of carbon and 

nitrogen in steels. Strengthening occurs from interstitials in solid 

solution as well as from precipitation of interstitial phases (carbide 

and nitrides). Examples of material degradation due to interstitials 

include hydrogen embrittlement and oxidation. Unfortunately, the 

precise atomic mechanisms of metal-interstitial interactions have not 

been entirely unveiled. Similarly, the interactions between interstitial 

solute atoms and vacant lattice sites are largely unknown. These vacancy-

interstitial impurity (V-I) interactions are of utmost importance in 

materials subjected to drastic environments, such as in alloys designed 

for use in nuclear fission and fusion reactors [1]. However, similar 

interactions may also occur during routine materials processing; for 

example, in quench-age treatments. Indeed, these fundamental interactions 

between vacancies and interstitial elements may determine the ultimate 

fate of the solute: the kinetics, morphology and crystallography of 

subsequently formed interstitial phases may depend on the initial V-I 

pairing. 

The experimental difficulties encountered in these investigations 

should not be overlooked [2]. Even the most sophisticated high-resolution 

transmission electron microscopes (TEH) are unable to image single 

vacancies or interstitial atoms in close-packed materials. However, 

TEM is a powerful technique for studying groups of vacancies and/or 
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solute atoms. Potentially, field-ion microscopy holds the most promise 

for directly imaging individual atomic species. Although in practice 

this technique has not been employed in many investigations of this 

nature because not all materials may be unambiguously studied [3]. 

Thus, other indirect experimental techniques must be used to infer 

the presence of vacancies and trace quantities of interstitials. For 

example, changes in electrical resistivity have been used to estimate 

the concentration of excess vacancies in various alloys [4]. Positron 

annihilation spectroscopy (PAS) techniques have also been employed to 

"detect" vacancies and. V-I interactions [5], Internal friction methods 

were developed to measure the amount of interstitial atoms retained in 

solid solution in body-centered cubic (bcc) alloys [6]. Unfortunately, 

data interpretation from these experimental methods is not always straight 

forward. Since no single technique is currently able to provide all the 

answers, researchers must collate data from various sources. A realistic 

picture of the fundamental V-I interactions may then be painted. 

This thesis is concerned primarily with the interrelationships 

between interstitial elements and vacancies in iron-base alloys. A 

major goal was to elucidate the role of vacancies in the precipitation 

of interstitial phases. The materials selected for this research are a 

bcc Fe-2Si-0.1C steel and a face-centered cubic (fee) Fe-18Cr-10Ni-0.3P-

Q.01C steel. (All compositions, unless otherwise noted, are in weight 

percent). The precipitation reactions were monitored by TEM, and the 

results compared with data from other experimental methods on similar 

alloys. 



3 

In order to place the present research in proper context, it is 

helpful to review the precipitation reactions in other bcc and fee iron-

base systems. Section 1.1 highlights the pertinent investigations of 

interstitial precipitation in ferritic alloys, while Section 1.2 

discusses precipitation in austenitic steels. Vacancy-interstitial 

solute atom interactions will be emphasized in these introductory reviews. 

1.1 Interstitial Precipitation in Ferritic Steels 

Metastable carbide precipitation in low-carbon ferritic steels has 

been extensively studied by various experimental techniques (e.g. see 

references [7] and [8]). However, many questions regarding the pre­

cipitation of carbon from a-iron remain unanswered. For example, the 

precise characterization of the initial interstitial precipitate phase, 

in terms of crystal structure and chemistry are not yet clear. Also 

lacking is an atomistic model of the nucleation and growth processes. 

This dearth of knowledge is mainly due to the low scattering power and low 

volume fraction of the incipient carbide; thus, X-ray and electron 

diffraction evidence is scarce. Some authors [9,10] identify the structure 

as epsilon carbide, the transitional phase found in high-carbon martensites. 

Others [11,12] suggest a structure isomorphous with Fe, gN 2(a") which 

is the metastable phase found in Fe-N alloys. From early TEM studies, 

the transitional precipitate in binary Fe-C alloys was observed to be 

disc-shaped with {100} habit planes. A summary of these studies follows. 

Leslie [13] investigated the effects of alloying elements on carbon pre­

cipitation in ferrite. With constant C content (iO.01«), the {100} pre­

cipitates were stable up to approximately 150°C for binary Fe-C alloys. 

Additions of 3.25 % Si increased the stability of the carbides up to 600°C, 
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whereas 0.45% Mn suppressed the formation of {100} precipitates. In the 
Mn-containing alloy, only {110} carbides (cementite) were observed even 
at the lowest aging temperature examined (60°C). Subsequent investigations 
(e.g. refs. [14-16]) have used the habit plane criterion to distinguish 
between the initial carbide and cementite. 

Various models of the precipitation mechanisms have been postulated 
to explain the formation of the {100} carbides. Most of the models propose 
an interaction between querched-in vacancies and supersaturated carbon 
atoms. For example, Leslie [13] suggested that metastable carbides origi­
nate at vacant lattice .sites. Based upon a comparison between the density 
of precipitates and the calculated concentration of excess vacancies, he 
estimated that 1 to 10 vacancies participate in the formation of a carbide. 
Hull and Mogford [16] made a comparative study of carbide precipitation 
during neutron irradiation and quench-aging. They proposed that the 
nuclei of the carbides in the irradiated Fe-C alloys consisted of dis­
placement spikes. They estimated that each displacement spike consisted 
of approximately 10 to 100 vacancies surrounded by a much wider region 
containing self-interstitials. The central vacancy-rich region could 
provide a potent sink for carbon atoms. This calculated number of dis­
placement spikes was 2x10 cm" , which is in good agreement with the 

observed number of particles. The density of precipitates in the samples 
13 -3 fast-cooled from 900°C and aged at 100°C was 2x10 cm . Assuming a 

considerable loss of vacancies due to the inefficient quench, the vacancy 
content per particle was estimated to be 100. These authors further 
proposed that the structure of the {100} precipitates consisted of a 
monatomic layer of carbon in the [0,0,1/2] intertices. The arrangement 
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of atoms.around the carbon-rich layer is similar to a closed loop of an 
edge dislocation in the (001) plane. The lattice displacement would be 
about 0.35a, where a is the ferrite lattice parameter. 

In a series of papers, Damask, et at. [17-20] investigated the 
kinetics of carbon precipitation in irradiated iron. Internal friction 
[17] and electrical resistivity [18] measurements indicated that carbon 
is trapped at defects prior to precipitation. Calorometric studies [19] 
suggest a binding energy of 0.41 eV/atom between carbon and the irradia­
tion-produced defects. In quenched-aged samples, the energy released per 
carbon atom to form metastable {100} carbides (obseived via TEM [20]) 
was measured to be 0.27 eV [19]. From these results, the authors concluded 
that in the presence of a sufficient concentration of point defects (absumed 
to be vacancies) the kinetics of carbide formation is retarded. Similar 
conclusions were reached by Takeyama and Takahashi [21] in theirinvestiga-
tion of electron-irradiated Fe-C alloys. 

Further evidence for vacancy-carbon (V-C) interactions have been 
provided from PAS studies [22,23]. In one investigation [22], a 
comparison was made between vacancy concentrations (from positron angular 
correlation measurements) and carbon content in solid solution (from 
internal friction measurements) as a function of temperature in neutron-
irradiated Fe-C binaries. Between 50-100°C there is a decrease in the 
concentration of vacancies which coincides with the decrease in the 
carbon in solution. Positron lifetime measurements were also made on 
several purities of electron-irrar'iated iron [23]. Increasing carbon 
concentrations (5-750 atomic ppm) increases the number of monovacancies 
retained. These authors ascribe this behavior to the capture of migrating 
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vacancies by relatively less mobile carbon atoms resulting in bound C-V 
pair formation. Furthermore, they propose that the carbon atom is located 
off the center of the vacancy; i.e. the pair does not combine into a 
substitutional carbon atom. These results are similar to computer modeling 
studies [24] which propose that the roosi. stable monovacancy-carbon complex 
has a binding energy of 0.42 eV. The configuration for this complex is 
a carbon atom of approximately 0.36a fror the vacancy along <001>. 

As a final example of carbide precipitation of low-carbon ferrite, 
Vyhnal and Radcliffe (VR) [25], showed that the density of transitional 
carbides is dependent Upon the quench rate. They propose a nucleation 
model for the carbides based on the dynamic equilibrium between vacancies, 
carbon atoms, and vacancy-carbon pairs. 

VR propose that as the cooling rate increases, higher concentrations 
of vacancies are retained from the solution temperature. At room tempera­
ture, these vacancies exist as stable V-C pairs, which may serve as 
nucleation site* for subsequent carbide formation. 

The above examples provide strong evidence of vacancy-carbon inter­
actions in quenched-aged and irradiated low-carbon ferritic alloys. While 
metastable carbide precipitation is a common phenomenon in these alloys, 
analogous precipitation from the duplex ferrite-martensite systems has 
received little attention. Since these alloys are currently of great 
interest and importance, a brief summary of the most pertinent investi­
gations of precipitation in quenched and room-temperature aged steels 
follows. 

The first reported observation of carbide precipitation in the 
ferritic phase of dual-phase steels ws by Young [26]. He studied the 
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structure-property relat ionships in AISI 1010 and 1020 steels and 

observed large densi t ies of "un ident i f ied par t i c les" in the f e r r i t e 

matrix and on d is locat ions, w i th prec ip i ta te- f ree zones (PFZ's) near 

grain boundaries ( e . g . , Figure 5 of reference [26 ] ) . Later , O'Nei l l [27] 

found "rods" w i th in the f e r r i t e o f an Fe - 1A1 - 0.06C a l l oy . I t was 

assumed that these par t i c les were AIN precip i tates since the steel was 

a i r -mel ted. However, a subsequent invest igat ion [28] has shown that 

these par t i c les are present in both a i r and vacuam-meltad Fe-Al-C steels. 

I t was suggested [27,28,29] that due to the strengthening o f the f e r r i t e 

by these par t i c les that the tens i le propert ies are independent of the 

volume f rac t ion of martensite. Precipi tates were also observed in Fe -

0.4Si - 1AI - 0.6C al loys [ 2 7 ] ; however, t h i s system appears to fo l low 

the two-phase ru le of mixture. This empirical ru le predicts increasing 

strength with increasing volume f rac t ion of martensite [ 3 0 ] . 

Al loying low-carbon steels wi th Ho or Nb also ptoduced f ine pre­

c ip i ta tes which appear to induce deviations from the law of mixtures [ 31 ] . 

Hoel and Thomas [32] studied the prec ip i ta t ion in these s tee ls , and 

observed prec ip i ta te densit ies o f approximately 7 x 1 0 cm" ; f o r 

equivalent thermal treatments, the density was constant fo r the two systems. 

I t was shown that these plate-shaped prec ip i ta tes have {100} habit planes 

and that the plate diameter ranges from 4 - 2 5 nm. I t was add i t iona l l y 

shown that the par t ic les have dis locat ion- loop contrast which changes 

by reversing the d i f f r ac t i on vector. Moreover, these authors suggest 

that the inside/outside contrast i s consistent wi th vacancy-type s t ra in 

f i e l d s . 
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Similar observations of precipitation in ferrite were made in dual-
phase steels containing Mo and Mb [33] and V [34]. A summary of these 
two investigations is presented in a paper jointly authored by Gau, Koo 
Nakagawa and Thomas [35], They suggested that these carbides (or 
carbom'trides) are formed during the quench due to supersaturations of 
carbon and/or nitrogen. 

Thus, it appears the precipitation in dual phase steels is also a 
general phenomenon. Alloys containing elements which decrease the 
activity of carbon in ferrite {i.e., "carbide formers" - Ho, Kb, V and 
Mn) as well as alloys with substitutional additions which increase the 
activity of carbon in ferrite (i.e., "carbide inhibitors" - Si and Al) 
exhibit extensive carbide precipitation. The precipitation behavior of 
an Fe - 2Si - 0.1C alloy is presented in this thesis. In the original 
study of this alloy [36], no observations of precipitation in the natural-
aged samples were reported. However, a subsequent investigation [37] 
revealed copious carbide precipitation in specimens which had aged at 
room temperature for several years. 

In the next section, interstitial precipitation in austenitic 
stainless steels is reviewed, 

1,2 Interstitial Precipitation in Austenitic Stainless Steels 
Precipitation in austenitic stainless steels was recently reviewed 

by Edmonds and Honeycombe [7]. They discuss the various types of 
interstitial phases (carbides and nitrides) observed in this class of 
alloys. The major precipitating phase <n unmodified austenites is H23C,. 
This chromium-rich carbide has a complex cubic structure (Fm3m, D8.) with 
92 metal atoms per unit cell [38,39]. The lattice parameter is 1.06nm, 



which is approximately three times larger than the austenite un i t ce l l 

(0.36nm) [38,40] . Other subst i tut ional solutes such as Fe, Mo, N i , and W 

can replace Cr on the metal l a t t i c e . 

TEM invest igat ions [40-53] of quenched-aged (500-850°C) austeni t ic 

steels have revelaed that M 2 3C f i precipi tates on grain boundaries, d i s ­

locat ions, and wi th in the matr ix. In general, grain boundary prec ip i ta t ion 

is favored at the higher aging temperatures with intragranular prec ip i ta t ion 

occuring at lower temperatures. Lewis and Hattersley [41] observed 

carbides on grain boundaries, on ex t r ins ic dis locat ions which are on 

coherent twin boundaries, and on non-coherent twin boundaries a f ter aging 

at 750°C fo r 0.5h. Af ter s l i g h t l y longer aging t imes, p rec ip i ta t ion on 

matrix dislocat ions was detected. Becki t t and Clark [42] confirmed these 

resu l t s ; i n add i t ion , these invest igators studied the formation of d i s ­

location-carbide str ingers in long-aged samples. Trace analysis of the 

carbides indicated that the preferredmatr ix-prec lp i ta te interfaces are 

{111} and {110} planes. From electron d i f f r a c t i o n evidence, the 

or ientat ion re lat ionship between the parent ( Y ) and product C^Cg) l s : 

{ lOOly / / {100} H 2 3 C 6 

<001>y//<00]> M 2 3 C g 

Kcgg and Si 1 cock [43,44] studied M 2 3 C 6 p rec ip i ta t ion in Fe-Cr-Ni 

a l loys containing 0.25%C. They observed that the carbides continued 

to nucleate on climbing d is locat ions, and that those dis locat ions with 

large edge components produced uniform planar arrays of precip i tates on 

{110} planes. The climbing dislocat ions produced vacancies able to 

accommodate the ^11% volume expansion associated wi th carbide formation. 
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Matrix precipitation of M, 3Cg is facilitated by three conditions: 

(i) lower aging temperatures 
(ii) irradiation 
(iii) phosphorus additions 

After aging a stainless steel for 15h at 650°C, Singhal and Martin 
[48] observed a homogeneous dispersion of "matrix-dot" precipitates with 
spherical strain fields as well as denuded regions near grain boundaries. 
These authors associated the PFZ's with vacancy depletion, and thus 
concluded that vacancies are essential to the formation of the M-jC, 
carbides. Similar conclusions were reached in other studies [43,49] 

Nickel-ion irradiation of an 18Cr-14Ni stainless steel produced 
copious precipitation of M03C.6 a* irradiation temperatures less than 
600°C [50]. The carbides were between 2-1Onm in diameter, and were 
uniformly distributed throughout the matrix. In the presence of 
carbides, no voids or dislocation loops were observed; these latter 
defects formed at higher irradiation temperatures. The author concluded 
that vacancies determined the nucleation sites for the carbides. Neutron 
irradiation also enhances matrix precipitation of lU-£c over the temperature 
range 525-610°C [40,51]. 

A third condition for producing matrix l 1
2 3Cg precipitates in stain­

less steels is by additions of approximately 0.3ZP. Since the present 
investigation concerns a phosphorus-containing stainless steel, a more 
complete review of the effects of this element on precipitation reactions 
follows. 
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1.3 The Effects of Phosphorus 

The effects of minor additions of phosphorus to austenitic stainless 

steels have been studied for many years. One of the earliest systematic 

investigations was reported in 1954 by Allten, Chow and Simon [56]. They 

found that increasing the phosphorus content from 0.03 to 0.5% in a 

Fe-^lCr-12Ni-0.5C steel resulted in the following: 

(1) Increased hardness 

(2) The times fo r the s t a r t of p rec ip i ta t ion hardening were 

decreased. 

(3) The rates of p rec ip i ta t ion and prec ip i ta t ion hardening were 

increased. 

(4) The degree of dispersion of the prec ip i ta te increased. 

(5) 'the austenite l a t t i c e parameter increased. 

Furthermore, these authors detected only M 2 ,C g prec ip i tates (by X-ray 

d i f f r a c t i o n ) ; no phosphorus compounds were observed. I t was therefore 

concluded that phosphorus was dissolved i n t e r s t i t i a l l y i n the matr ix , 

but did not prec ip i ta te during the aging temperatures. Rather, i t was 

suggested that the ro le of phosphorus was to provide nucleation s i tes 

for the M 23 c6-

Subsequent studies have shown that phosphorus strongly influences 

prec ip i ta t ion behavior and mechanical properties of austeni t ic stainless 

steels . For example, Rundell and Raudebaugh [57] obtained increased 

y ie ld and ult imate tens i le strengths in low-carbon steels wi th addit ions 

of phosphorus. In a study aimed to produce high-strength austeni t ic 

s tee ls , I r v i ne , et a l . [58] found that the best combinations of tens i le 

strength and d u c t i l i t y were obtained when the to ta l content of C,N and 
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P reached 0.4 - 0.5%. In addition, they found that increasing the 
phosphorus content decreased the austenite lattice parameter. Furthermore, 
they observed intragranular precipitates vrith a suggested composition of 
M„ 3 (C,P)g. These authors therefore concluded that phosphorus is a sub­
stitutional element in solid solution, but dissolves interstitially in 
the precipitates. Thomas and Weglein [59] reported that doping 18 Cr -
lONi austenitic steels with 0.27 to 0.35%P increased room and high-
temperature (•veOOT.) yield strengths. Henry, et, al. [52] examined the 
alloys from the previous study by TEK. In the steels exhibiting the 
highest strengths, they observed Bardeen-Herring dislocation loops and 
PFZ's near grain boundaries. They concluded that the increased high-
temperature strength is due to precipitation of M 2,Cg on the varancy-
type dislocation loops. Depletion of vacancies was suggested to be 
responsible for the denuded grain-boundary regions. Stainless steels 
without phosphorus had lower strengths with no decorated dislocation 
loops. 

Banerjee, Dulis and Hauser [53] studied 18 Cr - 9Ni - 4 Hn steels 
with 0.3/SC and between 0.007 and 0.38SP, and they obtained results 
similar to earlier investigations; i.e., increasing phosphorus contents 
promotes finer dispersions of carbides. They interpreted their results 
in terms of carbide nucleation at vacancy-phosphorus (V-P) sites. Oom 
X-ray diffraction lattice parameter measurements, they concluded that 
phosphorus substitutes on the metal atom lattice of the carbide; hence, 
the phase was labeled (M,P)2,Cg. It is interesting to compare these 
results to those from Froes, Wells and Banerjee [54]. These latter 
authors investigated the Lritical temperature for homogeneous precipitation 
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in the same al loys used by Baner.ise, et a l . [ 53 ] . They determined that 

the c r i t i c a l temperature increases with increasing additions of phosphorus, 

and suggested that phosphorus increases the e f fec t ive i n t e r s t i t i a l content 

of the s tee l , which may be due e i ther to phosphorus entering the pre­

c ip i t a te i n t e r s t i t i a l l y as M 2 3 (C,P) 6 - or to increase in the e f fec t ive 

supersaturation of carbon at the aging temperature. This discrepancy in 

the label ing of the carbide as (M,P) 2 , Cc or H 2 3 (C,P)g is puzzeling 

since Banerjee i s common to both publ icat ions; no explanation for th is i s 

o f fered. 

Roweliffe and Nicholson [60] and Roweliffe and Eyre [61] studied 

defect formation and prec ip i ta t ion reactions in low-carbon 18Cr - lONi 

steels with 0.35JP. The steels were quenched from 1100°C in to l i qu i d 

lead at temperatures between 400-750°C. These are t he i r primary resu l t s : 

(1) Needles and laths of Cr,P on {100} habit planes were observed 

when the aging temperature was >700°C. Prec ip i ta t ion occurred 

mainly on grain boundaries and d is locat ions. 

(2) Aging temperatures between 600-700°C produced pure edge 

vacancy loops with £ = a/2 <110> on {110} habit planes. These 

are s imi lar to Henry's et a l . [52] resu l t s , and were described 

as climb-source loops. Precipi tates wi th spherical s t ra in 

f ie lds (probably M C6) were also occasionally observed. 

(3) By lowering the aging temperatures to 500°C, vacancy-type 

loops with Jj = a <100> and {100} habit planes were obtained. 

(4) Voids were formed af ter aging at 400°C. 

(5) Precipi tate- f ree (and loop-free) zones were observed adjacent 

to high angle grain boundaries and dis locat ions. 
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(6) None of these secondary defect structures were observed in the 
phosphorus-free steels of various compositions. 

Kegg, Silcock and West [55] investigated the effects of phosphorus and 
cooling rate on the precipitation of Mp^Cg ™ high-carbon austenitic steels. 
They found that the rate of precipitation was much faster in the presence 
of phosphorus. The acceleration of the rate of nucleation was attributed 
to both a reduction in the interfacial energy and to an increase in the 
number of nucleating sites. It was suggested that these sites could be 
vacancy-phosphorus-chromium-carbon complexes. The growth rate also 
increased with increasing phosphorus content. They postulated that this 
effect may be ascribed to an increase in 'Jiffusivity due to an increase 
in retained vacancy concentration resulting from a high V-P binding energy. 
The solubility of phosphorus in the carbide phase is ^1 at %, with 
phosphorus primarily occupying carbon sites; i.e. M2,(C,P)g. These authors 
found no evidence of voids. 

Phosphorus additionally enhances the nucleation of NbC [62] and Cr,N 
[63] in austenitic stainless steels. In both publications, the authors 
propose that phosphorus prolongs excess vacancy lifetime and provides 
nucleation sites for the interstitial phases. It was further suggested 
that the retained vacancies reduce the nucleation barrier by relieving 
transformation strains. 

In an effort to understand the secondary defects observed in commerical-
luality steels containing phosphorus [52,61,62], Azarian, et. al. [64] 
fabricated high-purity austenitic steels with phosphorus. In addition to 
the previously observed a/2 <110> loops, these authors observed Frank 
loops and stacking fault tetrahedra; no a<100> or vo'ds were found. From 
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PAS experiments, the energy of vacancy formation in the phosphorus steels 
was found to be 1.4 +_ 0.2 eV; without phosphorus, the formation energy is 
1.6 ± 0.2 eV. In a recent publication, Azar'an and Kheloufi [65] found 
convincing evidence from positron angular correlation data that vacancy 
concentrations are increased by additions of phosphorus. Conversely, 
boron additions do not significantly affect vacancy concentrations. 

Similar conclusions on the effects of phosphorus were reached by 
Boulanger [66] by investigating void formation in slowly cooled Fe-18Cr-
14Ni-P steels. He compared the vacancy content in the voids with the 
calculated equilibrium concentrations available at the quench temperature. 
When compared to models predicting various phosphorus-vacancy interactions, 
binding energies of 0.5-0.8eV were calculated. 

From this survey of investigations, it appears that the primary 
role of phosphorus is to increase the excass vacancy concentrations. This 
is due to a strong (0.5 - 0.8 eV) V-P binding energy. In high-carbon 
or high-nitrogen steels, these V-P complexes facilitate nucleation of 
carbides (^03^6 o r ^ a n d nitrides ( M? N' - ^ n e l o c a t ' ' o n of phosphorus 
in the M23C5 Phase is still a subject of controversy, however, it is 
generally accepted that in solid solution, phosphorus is a substitutional 
atom. In low-carbon alloys, V-P complexes form various types of vacancy-
type defects; the {100} loops observed by Rowcliffe, et al. are the 
most novel. The present investigation is concerned with the study of 
these {100} defects, with emphasis on the mechanisms of defect formation 
and the role these defects play in subsequent interstitial phase pre­
cipitation. 
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2.0 Experimental Procedures 
The chemistry of the alloys examined in this research program are 

listed in Table 1, and are categorized according to their solution and 
aging treatments in Table 2. Prior to thermal treatments, the alloys 
were hot rolled and cold rolled to "\-75wm. After rolling, the samples 
were lightly sanded and electropolished to clean the surface. Electro-
polishing was generally performed at room temperature in a 200ml stainless 
steel beaker. The beaker served as the cathode to give a uniform current 
density from the anodic samples. For all alloys, current densities of 

2 
ifl.5 amps per cm produced shiny surfaces with isolated pits. 

The ferritic alloys were electropolished with either 90 v/o acetic 
acid - 10 v/o perchloric acid or with a chromic acetic solution - 75 
grams chromium trioxide dissolved in 10ml distilled water and 400ml acetic 
acid. A solution of 50 v/o orthophosphoric acid, 35 v/o sulphuric acid 
and 15 v/o ethyl alcohol was used for the stainless steel. 

Solution treatments were carried out in vertical tube furnaces with 
separate thermocouples for controlling and for monitoring the temperature. 
Two major parameters in this investigation were the concentration of 
vacancies and the interstitial imourity content; therefore, the quenching 
apparatus was designed to maximize the quench rave while minimizing oxygen 
pick-up. These criteria were optimized by encapsulating the specimens 
in quartz under a static pressure of %5xl0 torr; tantalum foil was added 
to gettar the residual oxygen. The quartz tubes were secured to a stain­
less steel support rod during the solutionizing treatments. These treat­
ments were terminated by propelling the support rod into ice water there­
by breaking the end of the tube and quenching the samples. An additional 

file:///-75wm
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function of the tantalum f o i l was to diminish the flow rate of the i n -

rushing water, which reduces the mechanical deformation of the th in f o i l s . 

Above-ambient aging of the f e r r i t i c steels was done in s i l icone 

o i l baths. The stainless steel samples were re-encapsulated in quartz and 

aged in horizontal tube furnaces. The accuracy of the quoted aging 

temperatures is *_ 5°C. 

The major i ty of samples were heat treated in the above manner, i . e . 

by a quench-age treatment. There were two expections in the stainless 

steel treatments: a furnace-cooled (^3°/min) and a d i rec t l y quenched 

treatment. These l a t t e r samples were quenched from 1150°C into a sa l t 

bath at 500°C without breaking the capsules. 

The heat-treated samples were thinned to electron transparency in 

the above-mentioned solut ions. The f e r r i t i c samples were j e t pol ished. 
2 

in a Fishione unit at %40 volts and Ml.5 amps/cm current density. 
Austenitic specimens were obtained by the "dipping method" at <0°C 

2 using 10 volts and 0.5 amps/cm . 
Various TEM's at different energies were used to view the samples, 

including: Siemens I at 120keV, Philips 301 at lOOkeV, Philips 400 at 
100 or 120 keV and Siemens 102 at lOOkeV. Bright-field (BF) micrographs 
were taken in two-beam conditions with £ positive. Weak-beam dark field 
(WBDF) imaging was done by beam tilting the diffracted beam to the optic 
axis. This procedure illuminates g/3g; the deviation parameter was 
adjusted by tilting the specimen. Traditional selected area diffraction 
(SAD) patterns were taken to record the diffraction conditions. In 
addition, certain experiments necessitated the use of a highly-convergent 
beam; the appendix outlines the convergent beam microdiffraction (CBMD) 
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techniques used in this research program. 
Micrographs were printed with emulsion-sideup, which reproduces 

imaging conditions in the microscope. The vector JJ defines the upward 
specimen norms?, and the diffraction patterns were indexed self-
consistently. Directions in reciprocal space are denoted as <hkl>*, 
and in real space as <hkl>. 
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3.0 Experimental Results from the Fe-Si-C Alloy 
The thermal treatments employed for this system were summarized 

in Table II. Samples of the Fe-Si-C alloy were quenched from the two-
phase (a+y) region resulting in a mixture of ferrite and irurtensite. 
Figure 1 shows the structure of a sample quenched from 850°C and aged 
at room temperature for less than 1 hour. Figure 1(a) is from a ferrite 
region which shows scattered dislocations but no precipitates. The 
martensite in these specimens {a BF image is in Figure 1(b) and a OF 
in Figure 1(c)) was generally micro-twinned which is similar to earlier 
observations [36]. The remaining results concern only carbide precipitation 
in the ferrite phase, and will not address martensitic transformations. 

3.1 Room Temperature Aging 
Quenching from 850°C and aging for 1 week produces the ferritic 

microstructure seen in Figure 2. The beam direction is near [001] with 
$ = [110]*. These precipitates show black/white strain contrast. The 

15 -"* density of precipitates is approximately 7 x 10 cm " and the particles 
are i^nm in diameter. Trace analysis showed that the precipitates have 
{100} habit planes. 

3.2 100°C Aging 
Figures 3-5 show the structure of samples aged at 100°C after a 

850°C quench - 25°C/1 week pre-age treatment. The density of pre­
cipitates is essentially the same as in Figure 2, except near dis­
locations and grain boundaries. However, the size of the particles 
has increased to %35 nm in diameter. This ir.dicates that nucleation 
occurred during the pre-aging treatment and that the precipitates grew 
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at 100°C. Again, these particles have {100} habit planes. Another 
feature of the microstructure is the precipitation on dislocations. In 
general, two variants of the precipitates are associated with each dis­
location. With the diffraction conditions of Figure 3 (£ = [Oil], a. = 
[01T]*, the matrix precipitates show contrast similar to dislocation 
loops, which is expected from inclined, thin plates [67-70]. These 
"loops" show insi'ie/outside contrast behavior when the diffraction vector 
is reversed. For example, in Figure 4 with £ near [Oil], two precipitate 
variants are inclined -\45° to the beam. These loops change imagewidth with 
+ g = [OlT]*, for instance, see the precipitates near the asterisk. 
Unfortunately, due to limited specimen tilt (Siemens I microscope) a 
precise identification of habit planes was not possible. Therefore, the 
nature of the strain fields could not be determined. (At least three 
micrographs are necessary for this determination as explained in a later 
section). 

Precipitate-free zones are observed near grain boundaries as seen in 
Figure 5. These boundaries appear to be small angle grain boundaries, 
although PFZ's are also observed near high angle boundaries. 

Figure 6 shows a Centered Dark Field (COF) micrograph with a, = [OlT]* 
and £ = 0; extreme care was taken to correctly orient the diffraction 
vector on the image. The black-white strain contrast of the carbide 
"loops" is quite evident. Following the convention proposed by Ashby 
and Brown [71,72], a vector 1 is defined as pointing from the black lobe 
to the white lobe. In the CDF image, if ^ is antiparallel to $, the 
defect has an interstitial-type strain field. This procedure is 
tantamount to stating that if g points towards a black lobe, the 
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precipitate has an interstitial strain field. The overwhelming majority 
of precipitates in Figure 6 show interstitial-type strains, which is 
expected from a phase with increased atomic volume. 

Another thermal treatment employed in this study was the 850°C quench-
100°C/lh age - 25"C/2 week age. Typical microstructures of this treat­
ment are shown in Figures 7 and 8. There is a bi-modal distribution of 
precipitate sizes; the larger particles are ^50 nm in diameter while the 

5 -3 smaller ones are ^20 nm. The relative densities are ^10 cm and 
15 -3 M O cm respectively for the large and small particles. Both sizes 

of precipitates have {100} habit planes. In Figure a, these precipitates 
ari imaged near ]J = [001] with [200]* and [TTO]* diffraction vectors in 
BF, and with [110]* for DF. Several observations may be made fror this 
series of micrographs. First, with g = [200]* (Figure 8(a)) only one 
variant of the small defect is visible. These lie on (100) planes and 
show strain contrast. Both the (100) and (010) variants of the larger 
precipitates are visible in this micrograph. With the [ITO]* reflection, 
both si2es of particles have two variants in contrast. The DF image 
in Figure 8(c)) again shows that the precipitates have black/white strain 
contrast. However, the vector 1̂  is not unidirectional in either size of 
precipitate since s^O in this case. Thus, this method could not be used 
to determine the nature of the strain fields. Another observation is that 
there are small, yet well-defined, PFZ's around the larger precipitates. 

3.3. 170°C Aging 
A final thermal treatment used for the Fe-Si-C alloy .vas the R50°C 

quenc-^O'C/Ih age. A BF/WBDF pair of this treatment is shown in Figure 
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9. The beam direction is near [Oil]; $ = [01T]* for the BF and [ O H ] * 
for the WBDF with the JJ/3JJ condition nearly satisfied. The precipitates-
formed after this treatment are MOOnm in diameter. In addition, the 
majority of precipitates have nucleated heterogeneously on dislocations 
and on low angle grain boundaries. The precipitates also have {100} 
habit planes. The fringes seen in the particles are displacement fringes 
which are expected from precipitates of this size and inclination to the 
beam [67-70]. 
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4.0 Experimental Results from Fe-Cr-Ni-P-C Alloy 

The phosphorus-containing stainless steel specimens were subjected 

to various quench-age treatments; these thermal treatments were specified 

in Table II. Three types of quenches were used to terminate the 

solutionizing treatments: 

(1) Furnace cool to room temperature 

(2) Ice-water quench to room temperature 

(3) Direct quench to 500°C 

After quenching, the samples were aged between 500°-700°C for times 

ranging from 1 to 100 hour, and were examined via TEH. The purpose of 

these experiments was to monitor the precipitation sequences in order to 

elucidate the various roles of vacancies. Since the resultant micro-

structures depend upon the thermal histories of the samples, this chapter 

is subdivided according to the type of quench and to the aging temperature/ 

time. 

4.1 Furnace Cool 

The microstructure of a furnace-cooled (^3°/min) sample i s shown 

in Figure 10. The austeni t ic matrix has a low density of dis locat ions and 

no signs of p rec ip i ta t ion . 

4.2 Ice-Hater Quench 

The TEM observations of the microstructures produced after ice-water 

quenching and aging treatments are reported in this section. The as-

quenched structure is shown in Figure 11. In general, the microstructure 

consisted of austenitic grains with a low density of long (^00 nm), 

straight dislocations and helical arrays. No intragranular or dislocation 
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nucleated precipitates were visible in the as-quenched condition. 
Aging this quenched supersaturated structure between 500-700°C 

produced various defects and precipitate phases. Only minor differences 
were observed in the samples aged at 500°C for 1 to lOOh and at 600°C 
for 1 h. Therefore, the results of there thermal treatments will be 
presented together. The microstructures obtained after the other 
temperature/time schedules will be discussed separately. 

4.2.1. Aging at 500°C/l-100h or at 600°C/lh 
Four distinct modes of precipitation occurred upon aging the stain­

less steel samples in this temperature/time regime. They are: 
(A) {100} faulted loops 
(B) Fine matrix precipitates 
(C) Coarse matrix precipitates 
(0) Dislocation-nucleated precipitation 

Grain boundary depleted zones were also observed in these samples and will 
be discussed in Section E. 

A. {100} Faulted Loops 
The microstructures developed after aging at 500°C for 1, 10 and 

lOOh and at 600°C for Ih are shown in Figures 12-15 respectively. The 
beam direction of these micrographs is near £ = [110]. A [002]* 
diffraction vector was used in Figure 12, while <111>* type vectors were 
used to image Figures 13-15. Within this temperature/time regime, high 

1 r o 

densities (̂ 10 cm ) of homogeneously distributed precipitates have 
formed in the matrix. The sizes of these particles range from 10 to 35 
nm and they were approximately 1-2 ran thick. 
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Increasing the aging time at SCO°C or increasing the aging temperature 
to 600°C coarsens the precipitates slightly with a concomitant decrease in 
precipitate density. From trace analysis, these defects were found to 
adopt {100} habit planes. Only one variant of the defects is visible in 
Figure 12 and this is on edge perpendicular to g. In the other micro­
graphs, two variants are inclined M 5 ° to the beam, while the third variant 
is on edge. Figure 13-15 were imaged in both BF and U3DF conditions to 
better illuminate the fringe nature of the {100} loops. In addition, 
Figure 15 shows part of a diffraction contrast series which will be 
discussed in more detail below. The Kikuchi map in Figure 16 serves as a 
reciprocal lattice guide for the many tilting experiments employed in 
this study; consequently, the subsequent micrographs are indexed consistently 
with tlv map. Specifically, the diffraction vectors for the images in 
Figure 15 are marked on Figure 16 according to the approximate positions 
in reciprocal space. 

The crystal structure of these {100} defects could not be determined 
from electron diffraction studies; conventional selected area diffraction 
patterns (SADP) failed to show any extra reflections. Therefore, convergent 
beam microdiffraction (CBMD) techniques were employed, but this also failed 
to reveal precipitate reflections. Figure 17 shows a CBMD pattern which 
was obtained by focussing a ^25 nm electron beam on a single defect. 
Exposure times of 30 sec to 3 min were used to produce these CBMD patterns; 
however, only matrix spots were visible. The sensitivity of this diffraction 
technique is sufficient to resolve second phase diffraction patterns as 
evidence from the crystal structure investigations of small precipitates 
in Ta-C [73] and Pt-C [74]. Therefore, two conclusions may be drawn to 
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explain the lack of precipitate diffraction patterns in the present study: 

Either the precipitate lattice parameters and symmetry are very close to 

those of the matrix resulting in overlapping of the patterns, or the 

scattering power of the phase is insufficient to allow it to be distin­

guished from the background intensity. 

Although direct crystallographic identification of the {100} planar 

precipitates was not obtained, indirect structural information was acquired 

through diffraction contrast experiments. The rationale for using contrast 

analysis stems from the treatment of the precipitates as lattice defects, 

i.e., as dislocation loops. From image contrast theories [67-70], dis­

location images arise from variations in intensities that are due to the 

local bending of the crystal in the vicinity of the lattice defects. Thus, 

by using suitable diffraction conditions, the magnitude and direction of 

the lattice displacement due to the precipitates (dislocation loops) are 

determined. Based on these diffraction contrast studies, models of the 

atomic structure of the precipitate phases may be constructed. 

The diffraction contrast analysis of the lattice defects in Figure 

15 will now be addressed. The two-fold purpose in this series of micro­

graphs was to determine: 

- the direction and magnitude of the lattice displacements 

(i.e., the Burgers and displacement vectors) 

- the nature of the matrix strain field (vacancy-or interstitial-

type) 

Figures 15 (a,b) are a BF/WBDF pair with q = [Til]* and near £ = 

[110]. In these micrographs, the planar defects marked A and B show 

only fringe-type contrast, while defect C was on edge. As noted above, 
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this is consistent with {100} habit planes. With this diffraction vector, 
defect A had stronger contrast than defect B. Subsequent micrographs in 
this series were taken from the outlined area in Figure 15(a). Imaging 
with g - [1T1]* near [110] (Figure 15(c)), resulted in three variants 
being visible. However, the fringe contrast from B was stronger than 
from A. (Discussions of and.further examples of this asymmetry in the 
fault contrast are presented in a later section). Using g - [002]*, 
A and B are out of contrast, while C is still visible, Figure 15(d). 
Defects A and B display dislocation-loop contrast and C is out of 
contrast with g = + [220]* (Figure 15(e,f)). However, with the [220]* 
diffraction vector, loop B has residual contrast, whereas loop A is in 
strong contrast. Using the opposite g-vector, B is strongly diffracting, 
but A is nearly invisible. This behavior is consistent with g-b = +_ 

2/3 with w >. 1.0 [75]. After titling the sample M 5 ° along the [002]* 
Kikuchi band towards £ = [100], defect A rotated to an edge-on 
configuration and defect Bwas face on. Thus, A lies on (010), B is on 
(100) and C lies on (001). With g = [002]* only defect C is visible 
(Figure 15 (g)). Only defect A is in contrast with g = [020]* (Figure 15 
(h)), while both A and C are visible with g = [022]* (Figure 15(i)). 

From the image contrast of thess defects, it is apparent that the 
major displacement vector is along the <100> directions normal to the 
habit planes. Since A and B have fringe contrast with <111>* diffraction 
vectors, it may be additionally deduced that the displacement is a fraction 
of a lattice vector, i.e., JJ = a/x <100>, where a is the lattice parameter 
and x = 2,3, However, the exact magnitude of the displacement can 
not be umabiguously determined from these micrographs. For example, no 
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fringes are visible with jj = ± [220]*, so it could be concluded that x = 

2 and that they are IT faults ($•£ = + [220]* • a/2 <100> = ir ). However, 

since the defects are only 10-35nm in size, they are significantly 

smaller than one extinction distance for <200>*, assuming behavior similar 

to pure nickel or nickel-base superalloys [75]. The <220>* extinction 

distance, €220' is approximately 40 nm, which is in good agreement with 

the values determined from CBMD foil thickness measurements as discussed 

in the appendix. Thus, if these {100} defects have a-fringes, it is 

necessary to reduce £ to reveal them. 

The WBDF technique is an effective method to decrease £ and ther?hy 

increase image resolution [76]. Figure 15 (j) is a WBDF micrograph with 

g = [220]* and a deviation parameter, £, of %0.17nm" (c.f. Figure 15 
pff (e)). Under these conditions, the effective extinction distance, K i n 

is reduced by nearly a factor of ten. Clearly, both fringe contrast and 

dislocation contrast are visible in defects A and B. Thus, with, this 

additional information, JJ = JJ ; w a/3<100>. A summary of image contrast 

of the {100} defects is presented in Table 3. 

The remaining determination to be made is the nature of the defect 

strain field, i.e., whether they are vacancy-or interstitial-type. By 

using the dislocation-loop analogy, it is possible to differentiate 

between a local lattice collapse (vacancy-type) or a local lattice 

expansion (interstitial-type). This is done by employing the inside/outside 

contrast which occurs for dislocation loops when the diffraction vector 

is reversed [67-70,77]. Recently, Dahmen [78] and Dahmen, et. al. [73] 

presented an experimentally simple procedure to interpret inside/outside 

contrast based on Foil and Wilkens [79] concepts. According to Dahmen 
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[78], the foil is tilted until the precipitates are edge on (for example, 
defect A in Figures 15 (g,h)). The foil is then tilted through a large 
angle towards, for example, the [110j pole (Figure 15 (a-e)). By using 
t g = [220]* vectors (Figure 15 (d,e)), loops A and B show inside/outside 
contrast. (In these micrographs, inside constrast has stronger contrast 
than the outside, residual contrast). The direction of positive JJ is 
defined [78] as pointing towards the pole where the loops a"-e edge on. 
Hence, for loop A, positive q is [220]* since it points towards the 
[100] pole (refer to Figure 16). If the loops show inside contrast when 
imaged with positive q, they are vacancy-type, whereas if they show inside 
contrast with negative jj, they are interstitial loops. Since defect A 
has inside contrast (strong contrast) with <j = [220]*, it has a vacancy-
type strain field. Similarly, B shows inside contrast with g = [220]* 
(Figure 15 (e)), which points towards the [010] pole where B is edge on. 
Again, this is consistent with vacancy-type strain fields. 

The above analyses were made by comparing the image contrast of the 
(100} planar precipitates with contrast behavior of conventional partial 
dislocations and stacking faults in isotropic f.c.c. materials. For 
example, the partial dislocations surrounding the (100) faults are 
invisible with <111>* diffraction vectors, in accordance with £.£ = ± 1/3 
invisibility criteria from contrast theory [67-70]. However, at present, 
theory does not predict the reversal of fringe contrast observed in Figure 
15. This asymmetry was also observed in defects when they were imaged 
with + <111>* diffraction vectors. For example, Figure 18 shows a sample 
aged at 500°C for lOh imageiwith [111]*, [ITT]* and [220]* two-beam 
diffraction conditions. The fault fringes from defects marked A are strong 
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with a. = [Til]* (Figure 18 (a)) and weak with g = [ITT]* (Figure 18 (b)); 

defects B have the opposite behavior. Since it was determined that these 

are vacancy defects, the strong contrast of loop B and weak contrast of 

loop A with jQj = [220]* in Figure 18 (c) indicates that A lies on (010) 

with £ = £ a/3 [010] and that B lies on (100) with Jj = JJ a/3 [100]; c.f. 

Figure 15 (f). An additional constraint on the fault contrast reversal 

is that kinematical conditions raust exist, i.e., only one Bragg reflection 

must be strongly diffracting with £>0. Defects imaged in regions of 

ŝ <0 have "anomalous" contrast such as the two defects near the arrow in 

Figure 18 (b)). These.defects have opposite contrast in Figure 18 (a) and 

(c). Hence, under kinematical conditions, strong loop and fault contrast 

results respectively when ($•£) = +2/3 and when ($•£) = + 1/3 (ora= + 

2TT/3). Presently, the above "rules" are only a summary of observations, 

however similar observations have been made previously, and will be 

compared with the present results in the Discussion chapter. 

B. Fine Matrix Precipitates 

Another prominent product of the phase decompositions occurring in 

the quenched/500°-600°C aged stainless steel samples are small (5-10 

nm) matrix precipitates. Upon close inspection, these precipitates are 

observed in nearly all diffraction conditions, although their visibility 

is enhanced by WBDF imaging; for instance, in Figure 15 (j) for a 600°C/ 

lh sample, and Figure 19 for a 500°C/10h sample. The average density of 
if _o 

these precipitates is approximately 10 cm" , which is an order of 

magnitude greater than the density of {100)planar precipitates. 

A sample aged at 600°C for Ih was imaged at higher magnifications 

using multibeam conditions near the [100] pole (see Figure 20). '."he fine 
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precipi tates also appear to be disk-shaped with {100} habit planes. Thus, 

in th is zone, two variants are edge-on, while the face-on variant is 

v i s ib le from residual contrast (marked wi th arrows). Another important 

observation is that there does not appear to be any d i s t i nc t PFZ's around 

the larger pa r t i c l es . This probably implies that the composition of the 

smaller par t ic les is d i f fe ren t than that of the larger ones. 

The CBMD pattern corresponding to th i s micrograph fa i led to reveal 

any prec ip i ta te re f lec t ions as seen in the inset of Figure 20. However, 

by employing a s l i gh t l y slower quench rate followed by aging at 600°C for 

lOh, d i f f r ac t i on from tjie precip i tates was obtained. Figure 21(a) i s a 

multibeam BF image wth |J = [100] which reveals the small prec ip i ta tes. 

With th is thermal treatment, the {100} faul ted defects do not form. 

[100] and [110] SAD patterns from th is area are shown in Figure 21 (b) 

and (c ) . I t is evident that the matrix and prec ip i ta te patterns have 

ident ical symmetry, but d i f f e r in size by a factor of three. Thus, three 

conclusions may be drawn: F i r s t , there is a cube-cube or ientat ion r e l a t i on ­

ship, i . e . , ( 1 0 0 ) Y / / (100)ppt, [ 0 1 0 ] Y / / [010] ppt. Second, the 

l a t t i c e parameter of the prec ip i ta te is approximately three times that 

of the matrix. Th i rd , the symmetry of the prec ip i ta te is probably based 

on the m3m space group. With th is information, the precip i tates may be 

iden t i f i ed as M 2,Cg-type. 

C. Coarse Matrix Precipitates 

Figure 22 is from a sample aged at 500°C fo r lOOh and shows "coarse" 

matrix precipi tates (arrowed) in addit ion to the {100} planar fau l ts and 

f ine matrix prec ip i ta tes. These micrographs are a 8F/WBDF pair taken 

near JJ = [2 lT] with g = [ T l T ] * ; the deviation parameter for the WBDF 
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image is approximately 0.11 nm~ . The size of these par t ic les i s about 

45nm by 30nm (piojected lengths). They exh ib i t f r inge contrast , but are 

unusual since the fr inges appear to be in two d i rect ions. However, i t 

is not possible to extract the habit planes since the image was not 

taken in the z e r a - t i l t condi t ion. 

These precip i tates were observed solely in the 500°C/lh specimens. 

They are qua l i t a t i ve l y s imi lar to ( a l b e i t , smaller than) the precip i tates 

produced by the double-aged thermal treatment (Figure 31), and are 

probably a phosphorus-rich phase. Implications of the prec ip i ta t ion of 

th is phase w i l l be presented in the Discussion chapter. 

D. Dislocation-nucleated prec ip i ta t ion 

Another characterizing feature o f the quenched-age al loys is the 

dislocation-nucleated p rec ip i t a t i on . Examples o f t h i s mode of pre­

c i p i t a t i on are seen in several of the ea r l i e r micrographs, e.g. Figures 

13-15. Although i t was not always possible to determine the d is locat ions ' 

Burgers vectors or the prec ip i ta tes ' habit planes uniquely two types of 

d is locat ion /prec ip i ta te arrays were dist inguished: 

(1) Prec ip i ta t ion on climbing edge or predominantly edge d is ­

locat ions, and 

(2) Prec ip i ta t ion on screw dislocat ions which have climbed into 

hel ices. 

Figures 23-26 provide examples of p rec ip i ta t ion on edge or near-

edge d is locat ion. The series of micrographs shown in Figure 23 is from 

a specimen aged at 500°C fo r lOh. Figures 23 (a,b) are a BF/WBDF pair 

with JJ = [231] and g = [1T1]*. The deviat ion parameter used for the 

WBDF image is 0.13nm . Figure 23 (c) shows the dis locat ion near 
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B = [111]. The Burgers vector of the dislocation is a/2 [OlT] since the 

dislocation is out of contrast with £ = [Til]* and has a double image 

(indicative of g-jj = 2) with g = [022]*. Dislocation segments AB and 

CD are aligned approximately along [220] and are therefore 60° dis­

location segments, whereas segment BC is normal to £, and is thus pure 

edge. Only BC has evidence of precipitation on it with the [231] beam 

direction. In this orientation, the precipitates appear to be needles 

rather than discrete particles, even in the WBDF image. As the sample 

is tilted toward the [111] pole (approximately 35°), the image length 

of the precipitates decreases. This indicates that the climb plane is 

perpendicular to (111), and is probably (OlT). Thus, for the pure edge 

segment, the climb plane is perpendicular to the Burgers vector of the 

dislocation. The 60° segments appear to have climbed on high index planes. 

An example of heterogeneous precipitation on a dislocation of 

mixed character is shown in Figure 24. The average dislocation direction 

is [010] near the foil normal, [100]. With this orientation (j3 = [100]), 

the precipitates are nearly parallel to the beam, except for segments 

near B, see Figure 24 (a,b). As the sample is tilted about the [022]* 

axis toward [21T], the precipitate images enlarge. It is also apparent 

that dislocation segment BC has slipped out of the foil, probably during 

the thinning of the sample. 

From the [TlT]* BF image (Figure 24 (c)) the precipitates appear to 

be discrete particles, which are generally larger near the dislocation. 

The fringe contrast of the precipitates in Figure 24 (d) (WBDF with £ 

•x-0.11 nm ) indicates that the precipitates are inclined to the beam 

direction. These fringes denote the intersection of the precipitates 
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with the foil surface; their direction is approximately 70° from the g = 

[TlT]* direction. With this geometry, a possible habit plane for the pre­

cipitates, and thus, a possible climb plane for the dislocation is (112). 

This plane does not contain the Burgers vector of the dislocation, b = 

a/2 [01T]. 

A variety of dislocation-precipitate configurations are shown in 

Figure 25. These examples illustrate the difficulties in assigning 

unique Burgers vectors and climb planes to the dislocations. For example, 

consider the image contrast of dislocation A. From Figure 25 (a), with 

£ = [341] and £ = [TlT]*, this dislocation has an average line direction 

of a few degrees from [Til]. In projection, the precipitates are nearly 

parallel to [TlT]. With £ = [431] and $ = [Til]* (Figure 25 (b)) the 

dislocation is out of contrast; hence Ĵ  = +_ a/2 [ulT] or +_ a/2 [101]. The 

projected direction of the Burgers vector is marked on Figure 25 (b). 

Since the Burgers vector is nearly perpendicular to the line direction, 

dislocation A has a predominantly edge character. A drastic change in 

image contrast is seen by comparing Figures 25 (c,d). Both micrographs 

were taken with g = [002]* but with a 45° tilt between )3 = [130] and 

I = [210], Figures 25 (c,d) respectively. Near the [130] pole, the 

precipitates are small, discrete dots, whereas near £ = [210], they 

show a more complex contrast behavior. 

A further difference in image contrast is due to the magnitude 

of ŝ  in WBDF conditions, Figure 25 (e,f). Both micrographs were taken 

with ^ = [002]* near \ = [210], but s ̂ 0.09nm"' in Figure 26 (e) and 

approximately O.llnm" in Figure 25 (f). The "zig-zag" contrast seen 



35 

in the g/2g condition {Figure 25 (e)) is similar to the contrast behavior 

of certain grain boundaries and mechanical twins in ferroelectric materials 

such as Pb TiO- [81], and arises when a series of lattice displacements 

are superimposed in the direction of the electron beam. By increasing 

the deviation parameter such that the g/3g conditions are met, the pre­

cipitates appear as elongated white dots. A final difficulty in analyzing 

dislocation A is that the majority of the dislocation has slipped jt of 

the foil. 

The image contrast "anomalies" described for dislocation A also 

plague the interpretation of dislocation B. This latter dislocation 

curves from a pure edge orientation to a mixed orientation. This also 

indicates that there is not a unique climb plane. However, the segment 

parallel to [lTO] has apparently climbed on (001) planes. 

Dislocation C is anexampleof a helical array. The original 

direction of the screw dislocation was parallel to the Burgers vector. 

After climbing into a helix, the array consists of a series of prismatic 

loops on (01T) or (101) planes. Precipitation occurred as the helix 

expanded. 

There are two major conclusions to be drawn from the analysis of the 

dislocations in Figure 25. First, it is obvious that dislocation climb 

nucleated the precipitates since only one variant was observed on each 

dislocation. For example, in Figure 25(b), the dislocations and the 

precipitates are out of contrast with £ = [Til]*. This behavior may be 

compared with heterogeneous precipitation on dislocations where in general 

two variants are observed. Second, it ij apparent that climb was not 

restricted to only one plane. Evidence for this is seen in the change in 
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projected length of the precipitates along dislocation A, for example, 

refer to Figure 25 (a). It appears that the precipitates are on a 

cylinder with the dislocation as the axis: at the top of the ra'crograph, 

the precipitates are nearly parallel to the beam. The precipitates spiral 

in a counter-clockwise direction such that the maximum projection occurs 

near the middle of the micrograph. The projected length of the pre­

cipitates decreases towards the bottom of the micrograph. 

Several of the analysis difficulties mentioned above may be over­

come by stereo imaging; WBDF stereo pairs are especially helpful. For 

example, Figure 26 is a WBDF stereo pair from a sample aged at 600°C 

for 1 hour. The operating reflection is [Til]* with ŝ  %0.11nm for 

both micrographs. There is approximately 13° tilt between JJ = [110] 

(Figure 26 (a)) and JB; ̂ [23T] (Figure 26 (b)). From diffraction contrast 

experiments and stereo imaging, the Burgers vector of dislocations A, B 

and C were determined to be + a/2 [Oil]. Dislocation A has an average 

line direction of [TlO]; thus, it is of mixed character. The climb plane 

was determined to be (Oil). 

The line direction of dislocation B curves from [TlT] (pure edge) 

to [TlO] (mixed). This dislocation appears to have climbed on (Oil) and 

(Hi; planes. 

Dislocation C is a helix with a [Oil] axis parallel to b. The 

processes of climb and glide resulted in the formation of prismatic 

loops on (Oil) planes. As the helix expanded rows of precipitates formed 

principally along [lTl] and [1T0] directions on the loops. 
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E. Grain boundary denuded zones 

Another feature of the quenched / 500-600°C aged samples is the 

occurrence of denuded regions near grain boundaries. For convenience, 

these depleted zones will be referred to as precipitate-free zones 

(PFZ's); this term will also apply to dislocation loop-free zones (LFZ's). 

PFZ's were observed near the majority of the grain boundaries in the 

samples subjected to this quench-age thermal treatments. Exceptions were 

noted however, and these will be dealt with in the concluding paragraphs 

of this section. 

An example of a grain boundary PfZ in a sample aged at 500°C for 

lOh is shown in Figure 27. The zone half-width (the average value from 

both sides of the boundary) for the {100} faulted loops is approximately 

250 nm. The zone width for the fine matrix precipitates is approximately 

100 nm. The different denuded zone widths may be seen more clearly in 

the WB0F micrographs taken from both grains, Figures 27 (b,c). 

The effect of thermal treatment on the width of PFZ's may be seen 

by comparing Figure 27 with Figure 28. This later micrograph is from 

a sample aged at 600°C for lh. WBDF images were not recorded from this 

area, so a comparison of the PFZ's from both types of defects is not 

possible. However, the {100} defect PFZ from grain 1 is about 400nm. The 

effect of the combination of grain boundary and dislocation sinks is 

clearly seen in grain 2: the denuded region is much larger than in 

grain 1. 

Another factor which may influence the width of the PFZ is grain 

boundary energy. The boundary energy is a complicated function of the 

relative misorientation of the grains and of the dislocation substructure 
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of the boundary itself. As mentioned above, occasionally there are 
deviations from the average PFZ width for a given thermal treatment. 
For example, compare the grain boundary in Figure 14 which does not 
exhibit a PFZ with the boundaries in the two preceeding figures. Consider 
also Figure 29: this micrograph shows a triple junction in a 500°C/10h 
aged sample. The PFZ between grains 1-2 and 1-3 are fairly uniform 
K200nm), whereas there is no apparent depleted zone between grains 2-3. 

A thorough discourse on grain boundary energies and geometries is 
beyond the scope of this thesis. The interested reader is referred to 
the series of articles .in Grain Boundary Structure and Kinetics [32] 
and to theses by R. Gronsky [83], J. BriceHo [84], and E. Kamenetzky [85] 
for further details and references. However, to understand the behavior 
of boundary 2-3 in Figure 29, a cursory introduction to grain boundary 
nomenclature is required. For example, the grain boundaries were 
analyzed by determining axis/angle pairs. This classification describes 
a common direction in the two grains, and the angle of rotation about that 
direction. The relationship between the grains may be further classified 
by considering the superlattice of common lattice points called coincident 
site lattices (C.S.L.'s). The fraction of lattice points the grains have 
in common is written as 1/E, where I is an odd integer. 

Experimentally, the axis/angle pair relationships were determined 
via the procedure outlined by Edington [69]. For the grains in Figure 
29, the process involved the following steps: 

(1) Grain 1 was tilted into an exact [103] 2one axis orientation, 
and the diffraction conditions for the three grains were recorded. 

(2) The sample was then tilted such that grain 1 had a [001] 
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or ientat ion (an 18.4° t i l t about the [020]* d i f f r ac t i on vector) . 

The d i f f r a c t i o n patterns from th is or ientat ion were again 

recorded. 

(3) The d i f f r ac t i on patterns were consistent ly indexed and analyzed 

to obtain the precise beam d i rec t ions. These analyses were 

great ly f a c i l i t a t e d by the combined use o f : (a) CBMD to provide 

Kikuchi l ines from re la t i ve l y th in areas, and (b) a small camera 

length (280mm) to allow a large angular view of reciprocal space 

(^0.3 rad). See the appendix fo r fu r ther discussions of CBMD. 

(4) The axis/angle paris corresponding to the beam di rect ion pairs 

were obtained from a computer program courtesy of E. Kamenetzky. 

(5) The axis/angle pairs were then compared with tables of C.S.L. 

relat ionships [ 8 6 ] . 

The d i f f r ac t i on patterns from the grains are shown in Figures 29 

(b-d) . 

The relat ionship between grains 1-2 is [235]/21.09° which is not 

near any £ value, i . e . , i t is a high angle, disordered grain boundary. 

The axis/angle pair for boundary 1-3 is [032]/51.87° which is 3° away 

from a 2>77c boundary, and is thus also disordered. Grain boundary 

2-3 is described as [113]/145.68°, which is one descr ipt ion fo r a E= 

3 incoherent twin boundary ( refer to Table 2 of Mykura's a r t i c l e [86] 

for a complete enumeration of relat ionships for £=3 boundaries). The 

implications of special grain or ientat ions on the width of PFZ's w i l l 

be discussed fur ther in the Discussion chapter. 
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4.2.2. Aging a t 600°C/10h and at 700°C/lh 

Samples aged at 600°C fo r lOh and at 700°C for Ih show dramatical ly 

d i f fe ren t microstructures than the previously discussed thermal t r ea t ­

ments. There were no d is locat ion loops or precipi tates observed in these 

samples; only perfect dislocat ions and dis locat ion tangles were evident 

as seen in Figure 30. The^e scattered dislocat ions did not appear to 

be decorated with prec ip i ta tes. 

4 .2 .3. Aging at 500°C/10h plus 700°C/24h 

The: microstructure o f a double-aged sample (500°C/10h followed by 

700°C/24h) i s shown in Figure 31. This i s a multibeam BF image wi th B = 

[100]. The main products o f the thermal treatment are intragranular 

needles and la ths . The needles l i e in <100> direct ions whi le the laths 

have {100} habit planes wi th <100> d i rec t ions . 

CBMD experiments were performed to determine the crystal structure 

of these prec ip i ta tes . Examples of the CBMD patterns from a la th with a 

(010) habit plane are shown in Figure 32. Figures 32(a), (b) and (c) 

are respectively [010] , [110] and [310] reciprocal l a t t i c e sections of 

the phosphide prec ip i ta te . The [010] pattern shows that there is complete 

ordering in the (010) plane. There is no spot s p l i t t i n g in the [002]* 

d i rec t i on , therefore, the (001) prec ip i ta te planes are coherent with the 

matrix. Along the [200]* d i rec t ion , there is a mismatch of less than 

0.7X; thus, the (100) precip i tate planes are nearly coherent. The pre­

c ip i t a te ref lect ions have a two-fold symmetry in the [010] pattern compared 

to the four - fo ld symmetry of the matrix re f lec t ions . Hence, the highest 

symmetry the prec ip i ta te could have is based on the tetragonal Bravais 

l a t t i c e with a p = b p f c . From the [010] pat tern , a = 2aQ = 0.72 nm 
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and c "v. 3a "v. 1.08 nm wi th a c/a ra t io of V I .5 . In the [110] reciprocal 

l a t t i c e sect ion, the prec ip i ta te re f lect ions have the same symmetry as 

the matrix pattern. Note the streaking perpendicular to the [002]* 

d i rec t ion . The <220>* prec ip i ta te re f lec t ions occupy non-rational 

pos i t ions; i . e . , they are not at + 0.5 [220]* matrix posi t ions, but 

rather , are displaced inwards by approximately 2%. This displacement 

is s i gn i f i can t l y larger than expected from the 0.7X mismatch in the 

[010] pat tern. In the [310] pat tern , the prec ip i ta te re f lect ions 

that are perpendicular to the [002]* d i rec t ion are also in non-rational 

pos i t ions. The streaking has increased in length consistent with a nearly 

edge-on p late. 

While a complete reciprocal l a t t i c e un i t ce l l could not be f u l l y 

determined, these patterns were su f f i c i en t to allow a ten ta t ive 

construction to be made, and th is i s shown in Figure 32(d). To be 

consistent with the incommensurate posit ions o f the prec ip i ta te re f l ec t i ons , 

the [020]* prec ip i ta te repaat distance is correspondingly "-5% smaller than 

the matrix reciprocal distance. As drawn, i t is a body-centered 

orthorhombic uni t ce l l ( in reciprocal space). Addit ional CBMD patterns 

are required for a complete analysis. 

4.3 Direct Quench 

Specimens were d i rec t l y quenched from 1150°C to 500°C and aged fo r 

lOh. Figures 33-35 are examples of the microstructures produced from th is 

thermal treatment. Figure 33 is a d i f f r ac t i on contrast series in which 

£ ^ E l 10] for micrographs a-d , and £ ^[100] fo r e-h. The purpose fo r th is 

series was to determine the habit planes, displacement vectors and the 

nature of the defects. Using a. = [ l T l ] * (Figure 33 ( a ) ) , three variants 
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of the small defects were v i s i b l e , marked A, B and C. These pre­

c ip i ta tes were approximately 12.5nm in diameter and had f r inge-type 

contrast. There are also several larger (^Onm in diameter) defects 

v i s ib le which have complicated geometries and contrast behvaior. With 

the [1T1]* r e f l e c t i o n , loops D, E and F are in strong contrast. In 

Figure 33(b) wi th the [002]* two-beam imaging condi t ion, defects A and 

B are out of contrast , while C is on edge perpendicular to <j. Defects 

D, F, G, and H are also v i s i b l e with the [002]* r e f l ec t i on . A BF/WBDF 

pair using JJ = [ ITT ] * is shown in Figure 33 ( c ,d ) ; fo r the WBDF, £ i s 

s l i g h t l y pos i t ive of 3g, and equals 0.1 nm" . With these imaging 

condi t ions, defects A,B,C,E,G and H are in contrast . The WBDF 

i l l u s t r a t e s the f r inge contrast of A and B, and the absence of f r inges 

in the larger loops. A <5° specimen t i l t about the [002]* axis changes 

the image width o f the defects, for example, compare defect G in Figures 

33(b) and (e ) . Imaging with the [022]* d i f f r ac t i on vector, A and C are 

on edge at 45° to g ,̂ and of the larger loops, only F i s out of contrast 

(Figure 33 ( f ) ) . Within some of the larger loops, there are small 

par t ic les which appear to l i e on {100) planes; fo r example, see loop E 

and H. The two remaining micrographs in th is f igure are a + [020]* pair 

(Figure 33 (g,h)) in which defects A, E, F and G are in contrast. (These 

micrographs are smaller due to a s l i gh t dif ference in imaging area fo r 

Figure 33 (g). Defects F and G are c lear ly v i s i b l e on the negative of 

Figure 25 (h ) , whereas loop H is out of cont rast ) . Defect E has inside 

contrast with £ = [020]* and outside contrast wi th JJ = [020]* . Since 

th is loop is nearly edge-on in Figure 33 (a ) , the [020]* vector is +g 

for loop E usi '• def in i t ions discussed in conjection with Tigure 15. 
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The contrast behavior of these defects are summarized in Table 4. 

Defects A, B and C have {100} habit planes with a/x <100> displacement 

vectors. The value of "x" may be determined from the BF/WBOF [220]* 

pair in Figure 34. The deviat ion parameter of the WBDF micrograph is 

M).21nm , corresponding to a Q,/3^ d i f f r ac t i on condit ion ( for 120keV 

electrons) . In these micrographs the beam di rect ion i s near [110] . Two 

variants of the {100} defects are v i s i b l e , and display dis locat ion and 

f r inge contrast (evident in the WBDF). Thus, these defects are s imi lar 

to those analyzed in Figure 15 with jj> = ^ -W3 <100>. The larger defects 

D-H l i e on {110} habit,planes with perpendicular displacement vectors. 

Since f r inge contrast is not detected in BF or WBDF images, the defects 

are prismatic loops wi th | j = a/Z <110>. From the inside/outside behavior 

of loop £ ( inside contrast with +g j , i t may be concluded that i t has 

a vacancy-type s t ra in f i e l d . ( I t should be noted that the image s h i f t 

of loop E with ± [020]* i s not large since g-b = +1 ) . 

The internal structure associated with the {110} loops apparently 

fol low s imi lar v i s i b i l i t y rules as the loops. However, since these 

par t ic les appear to have {100} habit planes, they could have a/x <100> 

displacements. I t was also observed that loops with ^ = a/2 [110] have 

(010) par t ic les associated with them. For example, the par t ic les w i th in 

loop E (JJ = a/2 [ l T 0 ] ) l i e on (010) planes; loop H (Jj = a/2 [10T])encloses 

(001) par t i c les . I t must be stressed, however, that the overlapping 

s t ra in f i e lds of the loops and par t ic les hampers more exact character izat ion 

of the par t ic les . 

The grain boundary in Figure 33 does not have a well-defined PFZ; 

in addi t ion, loops have formed on the boundary. Other grain boundaries, 



44 

however, show very d i s t i n c t denuded zones, f o r example see Figure 35. 

The PFZ's between grains 1-2 and 1-3 have a uniform width o f approximately 

170nm, while defects have precipi tated on boundary 2-3. This behavior 

is s imi lar to that observed in Figure 29. However, since the axis/angle 

pairs were not determined fo r the grains in Figure 36, correlat ions 

between zone widths and boundary types can not be made. 
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5.0 Discussion 
The main objective of this thesis, as explained in the introduction, 

was to study the precipitation reactions and their relation to lattice 
defects in a bcc Fe-Si-C alloy and in a fee phosphorus-containing stain­
less steel. Of major interest was to determine the extent of vacancy 
involvement in the phase decompositions of these commercial-quality alloys. 
The microstructural responses to thermal treatments were detailed in the 
previous chapters. Thus, the purpose of this chapter is to discuss these 
results, mindful of the comparative nature of this investigation. 

The phase transitions exhibited by these iron-base alloys are 
qualitatively similar to these occurring in many age-hardenable alloys. 
After suitable quench-age treatments, common microstructures observed 
in these systems include: 

- homogeneous dispersions of coherent or semi-coherent plate-
shaped prpcipitates (or pre-precipitates) 

- {100} habit planes with orthogonal displacement vectors 
- precipitate-free zones near dislocations and grain boundaries 
- precipitate densities related to excess vacancy concentrations 

Many investigators have attributed these features to the involvement 
of quenched-in vacancies (see, for example, the articles in reference 87). 
The same conclusion is drawn in the present study. However, since the 
effects of vacancies are manifested in a variety of ways, it is not 
immediately obvious what the total extent of vacancy involvement is. 
Therefore, in order to facilitate the interpretations of the precipitation 
reactions in the two steels under present investigation, it is advantageous 
to review the known effects of non-equilibrium vacancies. 
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5.1 The Roles of Excess Vacancies in Precipitation Processes 
There are four effects of excess vacancies regarding precipitation 

reactions-, three of them deal primarily with the kinetics and thermo­
dynamics of the phase decompositions, while the fourth assumes a 
structural role. One effect of excess vacancies is to increase the rates 
of precipitation from solid solution. Rosenbaum and Turnbull [88] used 
this concept to interpret the rapid kinetics of precipitation in Al-Si 
alloys. A related phenomenon is the role of vacancies in zone formation. 
Federighi and Thomas [89] proposed that the kinetics of G.P. zone 
formation in Al alloyscan be explained on the basis on non-equilibrium 
concentrations of vacancies. The differences in cluster kinetics 
were discussed in terms of the variation in solute-vacancy binding energies. 
Thus, these effects are due to enhanced solute diffusivities: since 
metallic diffusion occurs by vacancy exchange, an increase in vacancy 
concentration creates a concomitant increase in substitutional solute 
migration rates. 

A second vacancy effect is to lower the nucleation barrier for 
homogeneous incoherent precipitation [90,91]. Russell [91] considered 
the driving force for nucleation of a second phase with a large misfit 
in the matrix. The driving force equation he derived included a term to 
account for the number of vacancies required for stress-free transformations, 
and inherently assumes that the vacancies are destroyed to accommodate 
the new phase. This model adequately describes the precipitation behavior 
in several systems [62,91]. 

A third method of vacancy-assisted precipitation assumes that only 
a "few" vacancies are required to nucleate the phase, and the vacancies 
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are not consumed in the reaction. The basic concepts of this method 
were outlined by Vyhnal and Radcliffe [25] for carbide precipitation in 
ferrite, and will be discussed in more detail in the following section. 

The fourth role of vacancies is apparent in a recently developed 
structural model [92,93]. This mechanism was originally proposed by 
Westmacott and Perez [93] to explain the carbide precipitation in quenched 
Pt. The premise of this model is based on a strong V-C binding energy 
and the accommodation of oversized solute. The authors propose that V-C 
complexes form during the quench; once formed, these complexes migrate 
as an entity and condense into planar arrays on {100} planes. From a 
hard sphere model, the proposed lattice displacement of the initial 
collapsed V-C clusters is ^.Ja (where a is the lattice parameter of Pt). 
The open structure of the [100} stacking fault accommodates the oversized 
carbon and provides the correct stacking for subsequent carbide formation. 
This is in good agreement with the diffraction contrast experiments. More 
recently, these ideas have been extended to explain the ob. ervations in 
bcc Ta-C [72, 93] and in fee substitutional solutions [93]. 

Logically, the third model may also be considered to be a structural 
mechanism; however, there are subtle, yet distinct, differences between 
the two which should be appreciated. For instance, in the structural 
model, it is assumed that the vacancies partially collapse to accommodate 
the solute atoms, thereby forming the nucleus of a second phase. Note 
that this is different from Russell's total collapse mechanism as well as 
the mechanism proposed in the third model. Furthermore, for the vacancies 
to be structurally incorporated in the phase, it is obvious that locally 
there must be a sufficiently high vacancy concentration. Once these sheets 
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of vacancies have relaxed, their individual identities are lost; this 
is in contrast to the assumptions of the third model. The similarities 
and differences in the four models will be amplified in the discussions 
of the following sections. 

Since the key to the co-precipitation models is the association of 

vacancies and solute atoms, it is instructive to understand what effects 
solutes have on vacancies. From a theoretical study, Wert [94] concluded 
that solute effects are more pronounced under the following conditions: 

(i) relatively slow quench rates 
(ii) high sink densities 
(iii) high solute concentration 
(iv) high absolute energy of vacancy formation (E„) 
(v) low relative vacancy migration enthalpy (E "/E^} 
(vi) high relative vacancy-solute binding enthalpy (E /E„) 

When these conditions are met, the concentration and lifetime of quenched-
in vacancies are increased. These excess vacancies may then participate 
in the precipitation reactions as described previously. Since available 
data indicate that these conditions are applicable to the alloys in the 
present investigation, it is expected that solute-vacancy interactions 
will be of major importance. Therefore, with these general considerations 
as background, the specific details of the precipitation processes in the 
Fe-Si-C and stainless steel will be presently discussed. 

5.2 Precipitation in the Fe-Si-C Alloy 
In the Fe-Si-C alloy, quenching from the (a+y) region produces a 

supersaturation of carbon in the ferrite as illustrated in Figure 1 (a). 
After aging at room temperature for one week, high densities of small 



49 

precipitates are observed (Figure 2). Based on the previous discussions 
of vacancy-assisted precipitation, an obvious question to ask is: To 
what extent do vacancies participate in the precipitation of carbides? 
To answer this question, it is first necessary to estimate the 
concentration of vacancies at the quench temperature, C V(T). Since it 
has been established that a strong V-C binding energy does exist [19, 
22,23], the Lomer equation [2] will be used to calculate C V(T): 

(1) C V(T) = Aexp {-$-) |l-ZCs + ZC S exp (fjj 

where A is an entropic factor taken equal to one 
Ey is the enthalpy of vacancy formation; 1.5 eV [95] 

E is the vacancy-solute binding energy; 0.4 eV [17] 
Z is the number of interstitial sites near a vacancy (since 

C occupies octahedral sites, Z=6) 
C is the solute concentration 

Without V-C Interactions, the equilibrium concentration of vacancias is 
C°V(T): 

(2) C°(T) = Aexp (-jj|) 
Thus, the bracketed term in equation 1 represents the increase in vacancy 
concentration due to V-C binding. Other useful quantities are the 
concentration of bound V-C pairs, C„, and the ratio of bound to free 
vacancies, C /cj. 

E B -E F 

(3) CB = Cs exp {—^) 

<4> V C V " f f c T e*P <£?> 
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It must be stressed that equations 1-4 are merely estimates. Application 
of the Lomer model to a two-phase, multicomponent system must be justified 
by several assumptions. Firstly, it is assumed that C. in the a-phase is 
independent of C„ in the Y-Phase. Secondly, it is assumed that no gross 
substitutional solute segregation occurs between the two phases. Koo, et 
a7. [96] measured the aluminum concentration across a martensite/ferrite 
boundary in an Fe-lAl-O.lC dual phase steel. They found that Al pre-
ferentialy partitions to the ferrite grains. In contrast, no partitioning 
of Si was observed in the present Fe-Si-C alloy [37]. Additionally, it 
is assumed that during.the two-phase annealing an equilibrium concentration 
of carbon is obtained. (Annealing times of 1 hour were used to assure 
this). Furthermore, it is assumed that the quench is sufficiently rapid 
to prevent massive segregation of carbon fromatOY . Thus, the 
concentration of carbon in ferrite may be approximated from a psuedo-
binary phase diagram, shown in Figure 36. For a quench from 850°C, C 
•\0.015% ("WxlO" atomic fraction). Substituting this value into equation 
1, C„ (850"C) t2.4 x 10" , which corresponds to ̂ 2x10 vacancies per 
cm . The ratio of bound vacancies to free vacancies (Co/C,.) at the quench 
temperature and at room temperature (equation 4) are: 

C C 
— (850°C) = 0.3; ^ | (25°C) = 5.5 x 10 4 

C V C V 

Hence, at 850°C, the increase in the number of vacancies i s neg l ig ib le . 

However, the ra t io of 25°C indicates that nearly a l l of the quenched-in 

vacancies are paired with carbon atoms. Furthermore, these ra t ios 

indicate that due to the pairings there is no s ign i f i can t vacancy loss 

during the quench. 
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The calculated concentration of vacancies, C„, agrees well with the 

density of precipitates after room temperature aging for 1 week ("\-7x10 

cm ). Vyhnal and Radcliffe (VR) [25] also observed that the concentration 

of vacancies is similar to the density of precipitates. They quenched an 

Fe-0.019SX steel from 710°C and aged it at room temperature for approximately 
15 3 lOOOh. This treatment produced a precipitate density of M O cm" . 

The estimated vacancy concentration for their conditions is C„ (710°C) •*< 
-8 15 3 

3.5 x 10 , which corresponds to ^3 x 10 vacancies per cm . Thus, with-

similar E , carbon contents and quench rates, the density of precipitates 

is greater in the Fe-Si-C alloy of the present investigation. It appears 

that the density difference is due to the order of magnitude increase in 

retained vacancies. 

These comparisons lend furtlvr support to the precipitation model 

proposed by VR. They suggest that carbide nucleation occurs because 

the interaction between the strain field of a V-C complex and freely 

migrating interstitial carbon atom results in the formation of a critical 

sized vacancy/carbon cluster. 

The other results obtained for the Fe-Si-C alloy may also be explained 

by the VR nucleation model. For example, pre-aging at room temperature 

allows the maximum number of V-C complexes to nucleate the carbides; 

further growth of the precipitates occurs at 100°C, Figures 3-6. This 

results in a precipitate density comparable to that in Figure 2. An 

indication that nucleation is difficult at 100°C is clearly shown in 
5 3 Figures 7-8; the density of the larger precipitates is only M O cm . 

As the aging temperature is further increased to 170°C, precipitates 

have nucleated primarily on dislocations and grain boundaries, 

file:///-7x10
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Figure 9. These resul ts are in agreement with ea r l i e r studies of Fe-C 

systems [13,25] . From so l i d - so l i d nucleation theory (e .g . reference 

97) these observations indicate that the size of the c r i t i c a l nucleus 

increases with increasing aging temperature. Thus, the nucleation s i tes 

which are responsible fo r the high prec ip i ta te densit ies at room 

temperature are not avai lable at the higher temperatures. 

I t may now be concluded that vacancies are l i k e l y to be involved in 

the nucleation of the carbides. From Wert's [94] c r i t e r i a , i t appears 

that the Fe-Si-C system is able to reta in a large port ion of the high 

temperature vacancies during the quench due to V-C binding. These V-C 

complexes a t t r ac t migrating free carbon atoms to form the c r i t i c a l nucleus 

of a carbide. The C„ estimates indicate that single vacancies are 

associated with the carbide nucleus. Again, i t is stressed that while 

th is is not a true s t ruc tura l mechanism, i t may be considered as an 

extreme case in which the l a t t i c e pertubation associated with the vacancy 

nucleates the new phase. 

This l im i ted degree of vacancy involvement is also consistent with 

the i n t e r s t i t i a l - t y p e s t ra in f i e l d of the precip i tates (Figure 6) . Similar 

observations were made fo r carbides in Ta-C [72 ] , which cast doubts on 

the report of vacancy-type s t ra in f i e l ds in the precipi tates formed in 

the Nb-containing dual-phase steels [32 ] . As noted e a r l i e r , a minimum of 

three micrographs are required to determine the s t ra in f i e l d of a defect 

by inside/outside image s h i f t s . I t is of paramount importance to establ ish 

unambiguously the habit plane of the p-ec ip i ta tes. Consequently, the 

st ra in f ie lds could not be determined for the precipi tates in Figure 4; 

s im i l a r l y , the information provided by Figure 3 in reference 32 is 
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insufficient for such a determination. Conversely.it is likely that they 

are interstitial-type as expected from precipitates of increased atomic 

volume. 

Thus far it has been demonstrated that vacancies could assist in the 

nucleation of the carbides; a more detailed consideration of the pre­

cipitation model suggests that the vacancies could also participate in 

the growth of the precipitate. Earlier it was stated that the vacancies 

are probably not consumed in the nucleation reaction. This is supported 

by PAS experiments which indicate that at higher temperatures (<200°C) 

there is an increase in the free vacancy concentration [22]. These 

observations suggest that the vacancies dissociate from the carbon clusters 

at these higher temperatures. Therefore, it is possible that the vacancies 

aid in the growth of the carbides prior to high temperature dissociations. 

However, as discussed in the Introduction, there is no firm evidence 

in the literature which'uniquely determines the crystal structure of the 

incipient carbide in a-iron. From lowest energy criteria, it is possible 

that the initial carbide structure is closely related to bcc ferrite. 

The diffraction contrast behavior of the precipitates in Figure 8 also 

suggests that the displacements of the smaller particles is different 

than the larger ones. It is proposed that the small carbides exert pure 

orthogonal displacements, while the large precipitates may have an 

additional shear component. 

Computer modelling studies of carbon clustering in a-iron also 

suggest that the initial carbide structure may be bet (isomorphous with 

a") rather than hep (e-carbide) [98]. For these reasons, the growth 

mechanism of an a" precipitate is treated. 

http://Conversely.it
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A process whereby a unit cell of a" could be nucleated by a V-C 
complex can be readily seen by reference to Figure 37. In this figure, 
the open circles represent Fe (or Si) atoms, and the smaller closed 
circles denote carbon and/or nitrogen atoms. The bet unit cell of a" 

is composed of eight slightly distorted unit cells of bec a-iron; the 
c/a ratio for this structure is 1.10 [99]. Let the V-I complex occupy 
the center position of the eight unit cells that subsequently become 
the a" cell. If 4 freely migrating solute atoms (carbon or nitrogen) 
bacome bound to the complex, the atom relaxation around the vacancy can 
lead to a structure closely resembling the bet structure. Its complete 
formation requires that the vacancy undergoes a minimum of 2 nearest 
neighbor jumps to the center position of an adjacent 8 cell bec unil. 
The tensile stress in the surrounding matrix due to the precipitate cell 
expansion will favor this process. The advantage of this model is that 
the process can continuously repeat itself as further mobile solute atoms 
become bound to the vacancy. This mechanism could operate only if the 
vacancies do not become structurally incorporated within the phase. 

To determine whether this proposed carbide growth process is valid, 
it may be mathematically modelled with appropriate values of diffusivities 
and activation energies. In general, diffusion-controlled precipitate 
growth follows a parabolic growth law, i.e., 

(5) r = a(0t)yZ 

where r is the growth distance; here the precipitate diameter 
6 is a function of the supersaturation 
t is the time 
D is the characteristic di f fusivi ty; of the form 
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(6) D = D Q exp (-Q/kT) 

In the present model, both vacancy and solute migrations are necessary 

for precipitate growth. If the rate-controlling step is the vacancy 

migration, then the pre-exponential term (making the simplest assumptions) 

is given by 

(7) D Q = 4/3 a 2v 0 exp (ft) 

where a is the f e r r i t e l a t t i c e parameter (0.2866nm), v i s the jump 
13 1 

frequency (10 sec ) and Sm is the entropy of migrat ion. For these 

ca lcu la t ions, i t is assumed that the entropic term is un i ty . 

The act ivat ion energy, Q, characterizes the vacancy jumps in the 
M n 

local so lu te- r ich environment, and is of the order (Ey + E ). 

Unfortunately, the values of Ej and E are quite controversial f o r the 

Fe-C and Fe-N systems [95 ] . Nevertheless, i f Q is 0.9eV (0.5+0.4), the 

prec ip i ta te diameters predicted a f te r 1G8 and lOOOh aging at room 

temperature are 19 and 47nm respectively. These diameters are in good 

agreement with the observed values (Figure 2 and reference 25). This 

model addi t iona l ly predicts that a f te r lh aging at room temperature the 

precip i tates consist of only 2-3 uni ts ce l l s of a" . The lack of v i s i b l e 

precipi tates in Figure 1(a) can thus be explained. 

Conversely, i f precip i tate growth i s l im i ted by carbon migrat ion, 

the character is t ic d i f f u s i v i t y is [100] : 

(8) D c = 2 x l 0 - 2 exp ( - ° - f f V - ) cm^ec ' 1 

subst i tut ing equation 8 into equation 5 gives 57 and 140nm respectively 

for the 168 and lOOOh aging. While the vacancy-limited model predicts 

more r ea l i s t i c prec ip i ta te diameters, i t is realized that the appl icat ion 
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of these diffusivity equations is near the limits of reliability. However, 
the proposed growth model is a logical extension of VR's [25] nucleation 
mechanism. Additionally, the similarities in the activation energies 
(0.9 compared to 0.86 eV) further suggests that vacancies may play a role 
in equilibrium interstitial diffusion. 

Thus, from the above discussions, it may be concluded that the 
incipient carbide structures form through the aid of vacancies. Due to 
the limited number of vacancies, the most realistic mechanism for vacancy-
assisted precipitation in this system is that proposed by VR [25]. In 
agreement with their model, the concentration of quenched-in vacancies 
corresponds to the volume density of precipitates in the ferrite of the 
dual-phase steel aged at room temperature. It was therefore suggested 
that single vacancies are sufficient to nucleate the new phase. In an 
extension of this model, it was proposed that growth of a bet interstitial 
phase is limited by vacancy migration. 

In the next section, the precipitation reactions in the phosphorus-
containing stainless steel are discussed. It is shown that the above 
model is also consistent with M2,Cg-type precipitation in the austenite, 
whereas a structural mechanism is proposed for the {100} vacancy defects. 

5.3 Precipitation in the Fe-Cr-Ni-P-C Alloy 
The precipitation behavior of the phosphorus-containing stainless 

steel will now be discussed. In the furnace-cooled ('*.3°C/min) samples, 
no precipitation or voids were observed, Figure 10. Stainless steels 
with similar compositions and thermal treatments have shown intergranular 
fracture, which was attributed to an enrichment of P at the grain 
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boundaries [101] . S im i la r l y , slowly cooled Ni-base al loys (Monel 400) 

showed an enrichment of P at grain boundaries by Auger Spectroscopy [102] . 

These examples suggest that the quench rate for the sample in Figure 10 

was slow enough to permit solute and vacancies to migrate to sinks. 

Unfortunately, the thermodynamic and k inet ic properties of phosphorus in 

austeni t ic al loys are not known with cer ta in ty . Guttmann and McLean [101] 

propose that addit ions of Cr and Ni decrease the so l ub i l i t y of P in y-Fe. 

Goldstein, et a l . [103-106] have tabulated data concerning the Fe-Ni-P 

system; in pa r t i cu la r , Doan and Goldstein [103] and Romig and Goldstein 

[106] have determined isothermal sections of the ternary phase diagram 

between 300 and 7100°C. For the present purposes, data fo r the Fe-35Ni-P 

sections were extrapolated from the above references and are presented 

in Figure 38. This composition was :elected since i t remains austeni t ic 

to i400°C, below which the a-phase becomes metastable. This diagram 

i l l u s t r a t e s a terminal sol id solut ion which i s typical of other age-

hardening systems. While i t is recognized that the absolute l i m i t s of 

P so l ub i l i t y may be d i f fe ren t in the 18Cr-10Ni a l l oy , the Y /Y + M,P 

solvus in Figure 38 is in good agreement with the temperature range of 

phosphide prec ip i ta t ion observed in ea r l i e r studies [60,61] . Carbon also 

has l imi ted s o l u b i l i t y in stainless s tee l ; at 800°C the s o l u b i l i t y is 

^0.2% and drops rapid ly with decreasing temperature [ 7 ] . Thus, both 

carbon and phosphorus w i l l be supersaturated in rapid ly quenched samples 

(Figure 11). 

The in t r ins ic - type defects observed in the 500-600°C aged samples 

demonstrate that vacancies are also retained in supersaturated con­

centrations by rapid quenching. 
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Thus, since both yacancies and solute are supersaturated, i t i s 

l i k e l y that they prec ip i ta te together ( i . e . , co-prec ip i ta te) . This 

hypothesis w i l l be examined in the fo l lowing sections. Section A w i l l 

discuss the prec ip i ta t ion of the {100} loops; Section B discusses the 

f ine matrix p rec ip i t a t i on ; Section C presents the discussion o f pre­

c i p i t a t i o n on d is locat ions, the defects produced by the d i rec t quench 

are discussed in Section D; followed by the implications of grain 

boundary denuded zones in Section E and the prec ip i ta t ion of phosphides 

in Section F. 

A. Precip i ta t ion o f {100} Faulted Loops 

From d i f f r ac t i on contrast analysis of the {100) loops ( e . g . , 

Figures 17, 25 and Tables 3, 4) i t was shown that the defects have 

h = Roa/3 <100> and vacancy-type st ra in f i e l d s . This par t icu lar defect 

is unusual in fee materials and has been observed only once previously 

[92 ] . The usual mode of vacancy prec ip i ta t ion is condensation on {111} 

planes. The resul t ing Frank dis locat ion loops change the plane stacking 

from ABCABC to ABABC maintaining a close-packed, low-energy conf igurat ion. 

In contrast , the {100) stacking f a u l t is a high energy arrangement analogous 

to AA stacking. Thus, the formation and s t a b i l i t y of these high-energy 

fau l ts may be rat ional ized i f i t is assumed that they consist of both 

vacancies and solute atoms. In order to develop th is hypothesis fa r ther , 

i t is necessary to demonstrate that the character is t ics of the loops are 

consistent with vacancy-solute co-prec ip i ta t ion. To th is end, a comparison 

may oe made between the theoret ical concentration of vacancies at 1150°C 

and the density of vacancies calculated from the defects. C (T) is 

evaluated from equation 1 using the fol lowing data: 
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E^ = 1.4eV [64] 

Eg = 0.5eV [66] (as a lower limit for V-P binding) 

-3 

•5 

C s = 5.5 x TO 

Thus, C v (1150°C) = 5.5 x 10 . In Figure 15, the density of {100} 
faulted loops Is M O on , the mean loop radius is i-15nm, the dis­
placement vector is ^/3<100> and the area density of the atoms on {100} 

_2 is 15nm . Therefore, the average vacancy concentration per defect is: 
2 -2 4 19 3 

it* (15nm) * 15nm = 1 0 or 10 vacancies per cm. The 
experimentally determined vacancy concentration is: 

3 21 ^ 
, Q19 vacancies * (0.36nm) /unit cell * 10 cm 

cm3 4 atoms/unit cell rim? 
= 2 x 10" . This is in good agreement with the theoretical 

vacancy concentration at the quench temperature. 
The following precipitation scenario may thus be evisioned: During 

the quench, vacancies will be redistributed between solute and solvent 
atoms. From equation 4, 

C C 
— (1150°C) = 4 and — (25°C) = 2 x ?0 7, 
C° C° 
v v 

indicating that at room temperature nearly all the vacancies are 
associated with phosphorus atoms. This is feasible since the ratio of 
solute to vacancies, CJCy U150°C), M 0 0 . Once V-P complexes are 

formed, the migration of the bound vacancy is no longer by random 
movements, but rather is correlated with the phosphorus atom. For the 
vacancy to migrate independently of the solute, the 0.5-0.3eV [66] 
binding energy must be overcome. Thus, these complexes migrate as entities 
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and co-precipitate at grain boundaries, dislocations and "homogeneously" 
within the matrix. The configuration of the a/3 [100]/(100) defects are 
consistent with a collapsed sheet of vacancies stabilizing a layer of 
phosphorus atoms, see Figure 39. 

This interpretation of the precipitation events is analogous to the 
structural model proposed for Pt-C [92]. That the supersaturated 
stainless steel apparently decomposes in a similar manner to the quenched 
Pt demonstrates the general applicability for the co-precipitation 
structural model [93]. However, it is surprising that the initial pre­
cipitates are identical for carbon in Pt and for phosphorus in austenite. 
In the former case, theoretical [24] and experimental [92] studies suggest 
that the carbon atoms are displaced from the vacancy prior to precipitation 
and assume substitutional positions only when the vacancies collapse. 
From X-ray diffraction lattice parameter measurements [53,58], it is 
generally conceded that phosphorus occupies a substitutional position in 
austenite, although others [56] found that their results are consistent 
with interstitial positions. 

The Goldschmidt radius of phosphorus is 0.115nm which is 0.9 of the 
nickel radius. In comparison, the ratio of carbon to nickel is M1.62. 
However, Goldschmidt [39] suggests that phosphorus is a "semi-interstitial" 
element in transition metal alloys, implying that it may act asan interstitial 
and/or a substitutional atom. Furthermore, the Goldschmidt radii are 
valid only at room temperature, which suggests that there may be a tendency 
for substitutional behavior at low temperatures and increasing interstitial 
behavior at higher temperatures. Several characteristics of P support 
this hypothesis: (a) Phosphorus has an unfilled 3d-band (neon core plus 
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3s , 3p ); therefore, it is possible that the atom is more compressible 

than Fe, Cr and Ni which have 5, 6 and 8 electrons in the 3d shell 

respectively. This argument has been previously used to explain the 

accommodation of elements in Ni,X compounds [107]. (b) The diffusivity 

of phosphorus is faster than the other major components of stainless 

steel. The diffusion paremeters for Fe [108], Mi [109] and Cr [109] in 

an Fe-20Cr-25Ni alloy and for Ni [104] and P [104] in a Fe-12.5fli-0.3P 

alloy are given in Table 5. Of particular interest are tiie diffusivities 

at 500°C, P is 1-3 orders of magnitude faster than the other elements 

listed. Again, it is realized that the diffusivity of phosphorus may be 

different in Cr-bearing stainless steels although the values are valid 

for the present comparative purposes, (c) There are indications that P 

may become "gaseous" at high temperatures. Elemental (red) P sublimes 

according to the following reactions [110]. 

P(s) ->• P (g, latm) AHy = 79,778 

P{s) ->• 1/2P2 (g, latm) AHy = 21,328 

P(s) + 1/4P4 (g, latm) AH y = 7,678 

where AH., is the heat of vaporization in cal/mole and the subscripts 

s and g signify solid and gas phases respectively. Additional data [110] 

indicate that the total vapor pressure for these rea-tions increases from 

10" 9 atm at 80°C to 1 atm at 430°C. Moreover, in soljtion, P lowers the 

liquid; and solidus temperatures of Fe-Ni-P alloys [103]. Taking all of 

these factors into consideration, the similarity between the {100} defects 

in Pt-C and the austenitic steel are not unreasonable. Furthermore, it 

is possible that all of the conflicting data on P (i.e., whether it is 

substitutional or interstitial) could be due to the very strong binding 
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to vacancies. Thus, it would be basically interstitial, but would 
increasingly bind to vacancies at lower temperatures and would eventually 
"occupy" the vacancy, i.e., become substitutional. In this way, the {100} 
defects form by the structural model, but the phosphorus atoms may occupy 
the vacancies earlier than carbon in Pt. In audition, since there are 
several structures of phosphorus in the vapor phase, it is likely than 
the solid phase is equally complicated. 

The {100} secondary defects observed in present investigation are 
qualitatively similar to those obtained by P>owcliffe, et al. [60,61] 
with two major exceptions. First, by direct quenching from 1100°C to 
500°C and aging up to 50h, they observed vacancy-type loops on {100} but 
with b ^a<100>. The assignment of this Burgers vector was due to the 
lack of visible fringes inside the loops. However, there are three factors 
which indicate that Rowcliffe's defects may also have jj> = jj ,\-a/3<100>. 

- From earlier discussion; (and the appendix), it was shown that 
the <220>* extinction distance is less than the loop diameter. 
Therefore, fringes may be seen only with aid of WBDF diffraction 
conditions. 

- With <111>* reflections the a/3<100> loops are invisible since 
(<J-bJ = 1/3. However, the fault fringes are visible under these 
conditions since a= -£-. The defects shown in Figu••- ? of reference 
61 appear to be identical to those in this study, i.e., only fringe 
contrast is visible with <111>* vectors. 

- It was originally thought that the discrepancy becween the 
magnitude of the displacement vectors was due to the difference 
in the thermal treatments. However, in the present study, direct 
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quenching also produced a/3<100> loops as .-seen in Figures 33 

and 34. 

Hence, it is likely that Rowcliffe's {100} loops are identical to those 

in this investigation. 

Although it may appear to be an insignificant difference, the 

correct assignment of the lattice displacements is important in unveiling 

the most probable mechanism of precipitation. For instance, it Mas been 

shown that the a/3<100^> configuration is in harmony with the proposed 

sequence of precipitation based on a high V-P binding energy and pre­

cipitation of V-P complexes. Rowcliffe also recognized that a strong 

binding energy exists, but suggested that its main effect would be to 

increase the equilibrium vacancy concentration. Consequently, it was 

proposed that the defects are formed by phosphorus segregation to the loops. 

Alternatively, they suggest that single or groups of phosphorus atoms 

may act as heterogeneous nucleation sites for the precipitation of vacancies. 

It is unlikely that precipitation occurs by these processes due to the 

high-energy AA stacking configuration as noted earlier. 

A second difference between the two studies is the lack of voids in 

the present investigation. The effects of gaseous impurities on cavity 

formation are well known. For example, Haziasz [111,112] investigated 

the precipitation of small voids in Ti-modified austenitic stainless 

steels subjected to neutron irradiation or injected with helium. (Helium, 

in the form of ,He, is a by-product of nuclear fission and fusion 

reactions [113]). His studies yielded the following conclusions: 

• The cavities formed exclusively at TiC interfaces 



64 

• The TiC par t ic les behave as vacancy-baised sinks due to over­

sized volume m i s f i t . 

• There i s a "coupledco-migration" of vacancies and helium atoms 

to the carbides. 

Since phosphorus i s probably a vapor in the solut ioniz ing-aging temperature 

regime, i t might be expected that i t would also promote void formation. 

By t h i s reasoning, Rowcliffe and Nicholson [60] dismissed the influence of 

dissolved gases from the furnace atmosphere to create voids. An expla­

nation fo r th is may l i e in the re la t i ve solute to vacancy r a t i o s ; f o r low 

C /C r a t i o s , voids may form but above a c r i t i c a l r a t i o {100} loops are 

preferred. A l te rna t i ve l y , in the presence of oxygen, the combination of 

vacancies, phosphorus and oxygen may lead to void formation. In th i s 

regard, Westmacott [ i l 4 ] investigated the effects of i n t e r s t i t i a l 

impuri t ies on secondary defect formation in a var ie ty of fee metals and 

a l l oys . He found, fo r example, that quenched-in vacancies prec ip i ta te 

on the usual {111} planes in pure Pt , whereas the introduct ion of carbon 

induces co-prec ip i ta t ion on {100} planes as discussed previously. Quenching 

from an oxygen-containing atmosphere resulted in the replacement of the 

carbide structure with a void st ructure. 

Thus, the lack of voids in the present study may be a t t r ibu ted to the 

high C / C v r a t i o , or that the vacuum quenching eliminates oxygen pick-up. 

I t is probable tha. .^ch conditions prevent void nucleat ion. 

Another topic to be discussed in th is section i s the s t a b i l i t y of 

the {100} defects. As noted previously, these faulted loops are stable up 

to at least lOOh at 500°C and for Ih at 600°C. However, no loops are 

observed a f ter lOh at 600°C or at 700°C. Three poss ib i l i t i es ex is t to 
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explain the disappearance of defects at 600°C. One explanation is that 

the limit of thermal stability for the loops is -\£00°C and that the actual 

aging temperature for the Ih samples was slightly less than 600°C, while 

the lOh aging may have been slightly higher. (The accuracy of the furnace 

is approximately + 5°C; therefore, the respective temperatures could be 

595 and 605°C). A second possibility is that the quench-induced mechanical 

deformation in the 10h sample was greater than the lh sample. Indeed, the 

dislocation density is $.L ;er in Figure 30(a) (lOh) than in Figure 15 (lh). 

However, if this explanation is valid, it is surprising that there are no 

precipitates associated-with the dislocations in Figure 30(a). A third 

possible explanation is that aging for Ih at 600°C is sufficient for the 

loops to nucleate and grow whereas longer aging times dissolve the defects 

prior to the precipitation of more stable phases. It seems unlikely that 

this latter hypothesis is valid since the f100} loops co-exist with the 

phosphide phase at 500°C (refer to Figure 22). It is not known whether 

the defects are precursors to the precipitates or only provide heterogeneous 

nucleation sites. However, it is apparent that the structures are somehow 

related as discussed in section F. 

Furthermore, in quenched-aged Al-Si [93] the initial microstructure 

consists of intrinsic dislocation loops. Aging at 150°C fine precipitates 

were observed to appear as the loops shrank. This illustrates the 

transitory nature of the phases; the shrinking dislocation loops provided 

vacancies for the emerging precipitates. Evidently, a more complicated 

situation exists in the stainless steel at 600°C. 

At 700°C, the {100} defects are clearly not stable as seen in Figure 

30(b). Moreover, nucleation of more stable phases is difficult since there 
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was no evidence of any precipitation. 
Collectively, these observations are in accord with the solubility 

limits suggested by the phase diagram in Figure 38, and with the CBKD 
lattice parameter measurements from the appendix and Figures 43 and 44. 
Within experimental error, the lattice parameter of the 70CC/lh aged 
specimens is the same as the as-quenched structure. This implies that the 
solute is retained in solid solution. The decreasing lattice parameter 
Of the 500-600°C aged structures is consistent with the precipitation of 
increasing amounts of solute. These results are also in agreement with 
classical nucleation and growth theories. At 700°C, the supersaturation 
of vacancies and solute is small; consequently, the driving force for 
precipitation is reduced. Whereas at 500°C, the driving force for 
nucleation is higher resulting in copious homogeneous and heterogeneous 
precipitation. The effect of pre-agi'ng at 500°C on the precipitation 
of stable phases will be discussed in section F. 

The final subject to be addressed in this section is the "anomalous" 
diffraction contrast behavior of the {100} loops as shown in Figures 15 
and 18. To summarize these observations, strong loop and fault contrast 
results respectively with (,!J-£) = +2/3 and with a= +2u/3 under kinematical 
conditions (w>o). It is worthwhile to reiterate that diffraction contrast 
theories are not directiy applicable to the 1100} defects. However, the 
existing theories provided an adequate framework for lattice displacement 
determinations. For instance, since the partial dislocation loops are 
invisible with <111>* reciprocal lattice vectors, it was determined 
that 'g.b) = 1/3 and thus Jj W3<100>. Furthermore, the contrast 
asymmetries observed with ;KZ20>* is in agreement with + 2/3 behavior 
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[75]. The strong/residual contrast from the {100} stacking faults with 
a= + 27r/3 however, is unique for these experimental conditions. Current 
contrast theory predicts that the intensity of a-fringes is independent 
of the sign of the product ($-£)•£• Multi-beam effects have been shown 
to produce contrast asymmetries at high accelerating voltages (650keV), 
and it was further shown how this contrast behavior may be used to determine 
the nature of stacking faults £115]. More recently, Foil, et al. £116] 
investigated the conditions for contrast asymmetries for {111} planar 
defects in diamond cubic and fee materials. In particular, they observed 
significant contrast variations in extrinsic stacking faults imaged with 
+<220>* reflections in BF and especially in WBDF conditions. The change 
in contrast of an intrinsic stacking fault under identical diffraction 
conditions was less pronounced. By considering the finite thickness of 
an extrinsic fault, a theory was developed which explained the majority of 
experimental observations for extrinsic faults ani overlapping planar 
defects. The theory did not account, however for the contrast asymmetries 
in the intrinsic stacking faults. The authors suggested that impurity 
segregation to the faults may further complicate the image contrast of the 
defects. 

The {100} stacking faults in this investigation present an even more 
complicated situation due to the non-close packed habit planes, the small 
size, and the inherent assumption that the defects consist of both vacancies 
and solute atoms. Nevertheless, it is clear that it may be possible to 
use this effect to infer the presence of solute atoms. Obviously, 
computer modeling is necessary to interpret fully these results. 
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The results of the experimental observations of the a/3 <100> loops 

discussed above are consistent with the co-precipitation of vacancies and 

phosphorus atoms. It was suggested that vacancies participate in a 

structural role in accord with the mechanism proposed for precipitation 

in Pt-C [92]. The position of the phosphorus in the fee matrix is quite 

controversial. However, it is likely that these atoms are essentially 

interstitial, but due to the high vacancy-solute binding energy, they 

eventually occupy vacant lattice sites and become substitutional. A 

further conclusion drawn from this study is that the a/3<100> loops may be 

synonymously considered,as secondary defects or semi-coherent pre-pre-

cipitates. 

The other modes of precipitation will be discussed in the following 

sections. 

B. Fine Matrix Precipitates 

The; small size (5-10nm), lack of diffraction spots and seemingly 

ubiquitous visibility makes the study of the fine matrix precipitates 

difficult. The only diffraction evidence from these particles was obtained 

from a s^wer quenched and subsequently aged sample (Figure 21). The 

diffraction patterns identify the particles as M,,Cfi-type. Since the 

{100} faulted loops were not observed after the slower quench, it is 

assumed that phosphorus is associated with the carbides. This is in 

agreement with the results of earlier studies [55]. It is still uncertain 

however if phosphorus enters the carbide on the metal or the carbon 

lattice. In the rapid quench-age specimens, the carbides probably have 

the same structure but with less phosphorus than in the slower-quenched 

samples. The apparent {1001 habit planes for the carbides (Figure 20) 
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is quite interesting. Mo previous study has reported habit planes for 
the initial carbides although the long-age carbides are reported to have 
{111) habit planes [42]. Thus, the {100} particles could be precursors 
to the {111) equilibrium carbides. 

There is evidence that vacancies also participate in the precipitation 
of the carbides. In the estimation of the vacancy concentrations in the 
previous section, the effects of vacancy-carbon binding were neglected. 
However, Beeler [24] proposed a binding energy of 0.3eV for V-C complexes 
in a nickel lattice. While the total vacancy concentration would not be 
significantly increased by this association, it does imply that vacancies 
partition between carbon and phosphorus atoms. Evidence for this is seen 
in the dual-width PFZ's in Figure 27. This observation suggests that 
vacancies participate in the carbide precipitation, but to a lesser degree 
than in the planar loops. It was previously proposed that the carbides 
nucleate at vacancy-phosphorus-chromium-carbon complexes [55]. Therefore, 
M,,C, could precipitate by a similar mechanism to that discussed for Fe-
Si-C where the lattice strain produced by the complexes is sufficient to 
attract migrating carbon atoms. 

The necessity of vacancies for precipitate nucleation and growth is 
further suggested by the discontinuous precipitation at dislocations as 
discussed in the next ,ection. 

C. Dislocation-Nucleated Precipitation 
The third mode of precipitation is on climbing dislocations. As the 

dislocations climb, solute renucleates to form two dimensional precipitate 
arrays. These precipitate-decorated dislocations clearly demonstrate 
that vacancies are required for precipitation. Since the quenched-in 
vacancies are used up in the precipitation of the matrix phases, further 
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precipitation can occur only through the generation of additional 

vacancies. Climbing dislocations and grain boundaries are sources of 

vacancies. For dislocation climb to occur, it is necessary that the 

Burgers vector has an edge component perpendicular to the plane of climb. 

There are thus two {111} planes and five {110} planes of easy climb for 

an a/2 <110> dislocation [117]. The choice of climb plane is also a 

function of the chemical force driving the dislocation to climb [80]. 

Therefore, by considering the geometry of climbing dislocations and the 

chemical driving force, the most efficient climb plane for producing 

vacancies is the one perpendicular to the Burgers vector. Indeed, this 

is the plane most often observed for MC precipitation in austenitic steels 

since vacancies are needed to relieve the stresses generated by the •WOX 

volume misfit [7]. The volume mismatch for M^I'-K ^ s o n ^ % ^ s o t n a t a 

variety of climb planes may be effectively used. Kegg and Silcock [44] 

reported that {111} climb planes are observed in addition to the {110} 

planes perpendicular to Jj for M 2,C, precipitation on dislocations. They 

also state that it is apparently difficult for screw dislocations to 

climb into helices in these stainless steels. 

From the study of dislocation-nucleated precipitation in the present 

investigation (Figures 23-26) it was shown that there are a multitude 

of dislocation-precipitate configurations. Although climb usually occurred 

on {110} planes, especially on the most efficient one, other planes were 

also observed. In contrast to Kegg and Silcock's [44] conclusions, several 

cases of precipitation on helica1 dislocations were also observed, for 

instance, in the WBDF stereo pair shown in Figure 26. 

The identification of the heterogeneously nucleated precipitates 
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was not e x p l i c i t y determined since no d i f f rac t i on evidence was obtained. 

However, several conjectures may be made: from d i f f rac t i on contrast 

experiments, i t is established that the precipi tates are not the a/3 

<100> defects ( fo r example see Figure 25). This is to be expected since 

the {100} loops require such a high concentration of vacancies. For the 

same reasoning, i t i s un l ike ly that the par t ic les have vacancy-type 

s t ra in f i e l d s . The s i m i l a r i t y of these d is locat ion-prec ip i ta te arrays 

with those in high carbon, high phosphorus steels [55] suggests that they 

are phosphorus-rich M23C type, which would explain the m u l t i p l i c i t y of 

climb planes. On the other hand, the observation of matrix phosphide 

precip i tates in the 500°C/100h samples (Figure 22) indicates that the 

dislocation-nucleated precipi tates could be phosphides. Although an 

unambiguous determination is not possible from the present resu l ts , i t 

is l i k e l y that both phosphides and carbides prec ip i ta te on the d is locat ions. 

Before addressing the prec ip i ta te- f ree zones and phosphide p rec ip i t a t i on , 

the defect formation in the d i rect quenched-aged samples w i l l be discussed. 

0. Direct Quench to 500°C 

Figures 35-37 are examples of the microstructure of the d i rec t 

quenched-500°C/10h aged samples. There are two main types of defects 

observed, the (100) loops as discussed in section A and {110} loops. This 

is in contrast to Rowclif fe's results [60,61] , sinceat 500°C they only 

observed (100} loops, whereas aging at 600°C produced the {110} climb 

loops. Evidently, the vacuum quench employed in th i s study allowed a 

su f f i c ien t amount of time at temperatures s l i gh t l y greater than 500°C 

for the {110} climb loops to nucleate while the {100) fau l ts formed at 

500°C. Clearly, vacancies are necessary for the prec ip i ta t ion of both 
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types of defects. The a/2<110> loops are probably Bardeen-Herring climb 

source loops as previously proposed [52,60,61]. The internal structure of 

these loops remains unknown, although they could be solute c lus te rs , and 

appear to be on {100} planes. 

E. Grain Boundary Denuded Zones 

Both the quenched-aged and d i rec t quenched-aged thermal treatments 

produced grain boundary denuded zones as seen in Figures 27-29, 33 and 35. 

The average width of PFZ's increases with increasing aging temperature; 

compare Figures 27 and 28. This observation is analogous to other age-

hardening systems such as the wel l -studied Al-Zn-Mg al loys [118] . I t 

has been previously suggested [60, 119, 120] that PFZ's are formed due 

to the need fo r a c r i t i c a l vacancy-solute ra t i o fo r prec ip i ta t ion 

nucleation. This hypothesis is in accord with the co-prec ip i ta t ion model 

proposed for the prec ip i ta t ion of the defects in th is study. S imi la r l y , 

the dual-width zones are consistent with a higher vacancy requirement for 

prec ip i ta t ion of the {100} defects than for the carbides. 

I t is in terest ing that not a l l high angle boundaries are denuded, 

contrary to the resul ts of many ea r l i e r investigat ions [60, 118, 120]. 

I t has been generally concluded that grain boundaries with greater than ^5° 

misorientat ion are ideal sinks/sources for vacancies. Since not a l l of the 

grain boundaries in t h i s invest igat ion were f u l l y analyzed, a corre lat ion 

between PFZ width and boundary type is not possible at present. However, 

the lack of PFZ's near certain grain boundaries, fo r example in Figure 14 

and boundaries 2-3 in Figures 29 and 35, implies that sink e f f ic iency 

may be reduced at these boundaries. Recently, Ba l l u f f i [121] reviewed 

the ef fects of high angle (>15° misorientation) grain boundaries as sources/ 
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sinks for point defects. He concluded that the sink strength depends upon 
both the structure of the boundary and the chemical potential of the point 
defeats. In general, the sink efficiency decreases as boundaries become 
more special (i.e., more ordered); specifically 1=3 coherent twin boundaries 
have been observed to be poor vacancy sinks in Al [122] and in Au [123]. 

The present observations are therefore similar to these latter 
results: disordered boundaries are potent sinks, while the sink efficiency 
is reduced near coincident boundaries. A possible explanation for these 
phenomena is as follows [121, 124]. 

The atomic mobility along coincident boundaries is significantly 
lower than along disordered ones. Indeed, in certain configurations 
(such as coherent twin boundaries), boundary diffusivity may approach 
matrix diffusivity. Therefore, when vacancy-solute complexes migrate 
to the ordered boundaries they become supersaturated; thus, the driving 
force for diffusion to the boundaries decreases. This is in contrast 
to disordered boundaries where the complexes may rapidly migrate along 
the core to other sinks such as free surfaces. The average grain 
boundary diffusivity of Fe in an Fe-18Cr-10Mi alloy (assuming a thick­
ness of Inm) is [125]: 

n^.SxlO-^expj^Mpsec" 1. 

In comparison, the bulk diffusion of Fe in a similar alloy is (see Table 
5, [108]): 

D^^expj^fMpsec- 1. 
Thus, at 500°C, the train boundary diffusivity is approximately ten orders 
of magnitude higher than matrix diffusion. It is expected that the 
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sinks for point defects. He concluded that the sink strength depends upon 
both the structure of the boundary and the chemical potential of the point 
defects. In general, the sink efficiency decreases as boundaries become 
more special (i.e., more ordered); specifically E=3 coherent twin boundaries 
have been observed to be poor vacancy sinks in Al [122] and in Au [123]. 

The present observations are therefore similar to these latter 
results: disordered boundaries are potent sinks, while the sink efficiency 
is reduced near coincident boundaries. A possible explanation for these 
phenomena is as follows [121, 124]. 

The atomic mobility along coincident boundaries is significantly 
lower than along disordered ones. Indeed, in certain configurations 
(such as coherent twin boundaries), boundary diffusivity may approach 
matrix diffusivity. Therefore, when vacancy-solute complexes migrate 
to the ordered boundaries they become supersaturated; thus, the driving 
force for diffusion to the boundaries decreases. This is in contrast 
to disordered boundaries where the complexes m:Y rapidly migrate along 
the core to other sinks such as free surfaces. The average grain 
boundary diffusivity of Fe in an Fe-18Cr-10Ni alloy (assuming a thick­
ness of Inm) is [125]: 

D^.g^O-Sxpf^Mpsec" 1. J-0.73ev|_ 

In comparison, the bulk diffusion of Fe in a similar alloy is (see Table 
5, [108]): 

D = 1.74exp(^|Ml c m2 s e c-l. {-2.91ev{ 

\-rr-y Thus, at 500°C, the grain boundary diffusivity is approximately ten orders 
of magnitude higher than matrix diffusion. It is expected that the 

file:///-rr-y
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diffusivity of the other elements will follow the same trend. Therefore, 
disordered boundaries will continue to act as sinks as long as the chemical 
potential for complex diffusivity remains high. (Obviously, one must 
consider separately the chemical potentials of vacancies, solute and 
vacancy-solute complexes. However, the aim of the present discussion is 
to show qualitatively that the sink efficiency varies with boundary 
structure in generally-occurring boundaries. Balluffi [121] defines 
generally-occurring boundaries as those boundaries which are generally 
present *n the specimens employed. This is to differentiate between 
studies of boundaries in bicrystals. A more detailed consideration would 
therefore not be realistic and would unnecessarily complicate this 
discussion). According to Balluffi [121], the effective grain boundary 
diffusivity increases with increasing binding energy between the defect 
and the boundary core. Furthermore, Martin and Perraillon [125] propose 
that the binding energy varies with the geometry to the boundary. The 
limited investigations of phosphorus diffusivity to austenitic grain 
boundaries suggests that the binding energy between phosphorus and 
boundaries is high [101, 102]. However, the observations of the {100} 
loops precipitating adjacent to certain boundaries demonstrates that 
the V-P complex binding energy is higher than t!ie binding energy of the 
separate components to those boundaries. As such, it is speculated that 
the complexes retain their identity near these special boundaries allowing 
the co-precipitation mechanism to operate. 

To test the validity of these concepts, it would be necessary to 
fabricate bicrystals of stainless steel with configurations near specific 
C.S.L. disorientations. 
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The nsxt section in this chapter will discuss the precipitation of 
the phosphide phase. 

F. Phosphide Precipitation 
One of the main objectives of the study of the austenitic steel was 

to determine the sequence of events occurring prior to the precipitation 
uf equilibrium phases. From the results of the 500°C/100h aged samples 
(Figure 22), it appears that the {100} phosphorus-rich loops and phosphide 
precipitates co-exist. In the Pt-C system, there is a gradual transition 
from a/3<100>vacancy loops to a/2<100> loops and continuing progressively 
to a<100> defects and beyond [93]. Furthermore, it was recently shown 
[74, 126] that the a/2<100> loops have a bet crystal stru-ture similar to 
G 1 in Al-Cu. Therefore, in this context, the a/3<100> loops in Pt-C are 
analogous to G.P. zones. Ir, the present study, however, there is no 
evidence of other transitional phases prior to the phosphide precipitation. 
As noted earlier, it is not known whether the a/3<100> planar loops are 
true pre-precipitates or if they only act as heterogeneous nucleation sites 
for the precipitates. In either case, there is a strong evidence that the 
homogeneously dispersed precipitates in the double-aged samples (Figure 
31) are due to the precipitation of vacancy-type defects at 500°C. 
Roweliffe and Nicholson [60] also observed this effect and further found 
•-.hat the density of phosphide precipitates increases with lower pre-
fging temperatures. These observations are in line with other "innoculation" 
studies, such as in reference 83. 

The equilibrium precipitate in low-carbon, phosphorus-containing 
austenitic steels is chromium-rich M,P. Roweliffe, et al. [60, 61], as 
well as Azarian, et al. [64], proposed that the stable precipitate in their 
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ffUoys is Cr,P; although neither group provided d i f f r ac t i on evidence for t h i s 

i d e n t i f i c a t i o n . In chromium-free austeni tes, the stable phasp is (Fe, rji)_P 

[103-106]. From the X-ray d i f f r ac t i on card catalogue, K^P structures are 

generally body-centered tetragonal (14") wi th c/a 1-2.0. The CBMD patterns 

shown in Figure 32 are c lear ly not consistent wi th a bet un i t ce l l in real 

space. Rather, the model more closely resembles the reciprocal l a t t i c e of 

a (real space) face-centered tetragonal (F4/ramtn) s t ructure. A l te rna t i ve ly , 

i t i s consistent wi th e i ther a face-centered or base-centered orthorhomic 

ce l l (Fmmm or Cmmm respectively) in real space. A related compound wi th in 

th i s range of structures i s Cr,PN which has a base-centered orthorhombic 

ce l l with a screw diad (Cmcm). The l a t t i c e parameters fo r t h i s prec ip i ta te 

are a = 0.30ren, b = 0.98nm and c = 0.72nm [127] . Obviously, addit ional 

diffraction evidence is required to determine uniquely the crysta l 

structure of the precip i tates in t h i s invest igat ion. This could be done 

most readi ly by chemically extract ing the phase onto TEH gr ids . The 

necessity for high angle t i l t i n g would therefore be reduced since CBMD 

patterns are capable of providing three dimensional symmetries as discussed 

in the appendix. Another ao.antage of using extract ion repl icas is the 

re la t i ve ease of doing chemical analysis by X-ray dispersive techniques 

without the complications of simultaneously analyzing the matr ix. 

Tne f i na l section in th is chapter w i l l address the implications of 

th is study on other related mater ials. 

5.4 Concluding Remarks 

The two al loys studied in th is invest igat ion are widely diverse in 

terms of crystal s t ructure, composition and types of i n t e r s t i t i a l phases 
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that form. These technologically important systems were chosen and the 

experiments designed to test the validity of recently developed concepts 

of phase transformations. This comparative study has advanced the under­

standing of the interrelationships between precipitation processes and 

lattice defects. The observations on both the ferritic and austenitic 

alloy systems clearly demonstrated that the microstructures, and by 

inference, the properties, are sensitively dependent on the type of minor 

alloy additions as well ad the thermal history. Specifically, the 

nucleation and growth of intragranular oversize second phases requires the 

structural and volume accommodation provided by lattice defects. By varying 

the concentration of vacancies or dislocations participating in the 

reaction, quite different structures can arise. This evidence, when 

considered together with early studies on steels and more recent 

investigations which have elucidated the roles of defects in phase trans­

formations in model systems confirms the generality of these concepts. 

This has important implications for many practical aspects of alloy 

design; thus, it seems fruitful to extend these ideas to phase trans­

formations in related alloy systems. For example, the current generation 

of dual-phase steels provides a wide avenue of structure property 

relationships. However, it is not generally appreciated that these 

steels undergo precipitation hardening reactions which can clearly effect 

working operations and in-service properties. The present investigation 

shows that by studying the component alloy phases separately, the 

mechanistics of the reactions can be identified. Furthermore, the two 

distinct roles of vacancies which have been characterized points to the 

potential for sophisticated alloy design through the use of carefully 
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controlled thermo-mechanical treatments. 
The results from the study of the austem'tic steel also demonstrates 

the delicate balance that exists between experimental parameters: Furnace 
atmosphere, quench rate, annealing and aging temperatures and aging time 
all affect the resultant microstructures. Another effect of minor alloying 
additions, that of segregation to grain boundaries or other interfaces, is 
also better understood: The strong vacancy/solute atom binding energies 
show that the partitioning of embrittling elements is inevitable under 
conditions of large vacancy or interstitial fluxes (e.g., in a reactor 
environment) unless the .offending atom can be sequestered in a stable 
precipitate structure. 
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Appendix: Convergent Beam Hicrod i f f rac t ion Techniques 

The purpose o f th i s appendix i s to present a b r ie f review of the 

sa l ient features and uses of convergent beam microdi f f ract ion (CBHD) 

techniques in a TEH. Comprehensive reviews of th is subject ex is t in the 

l i t e r a t u r e ; especial ly noteworthy are the a r t i c l es by Warren [128] , 

Steeds [129] and Carpenter [130] . The present discussion is therefore 

l imi ted to a summary of the appl icat ions and to the speci f ic procedures 

employed in th is invest igat ion. 

CBHD is simply defined as the use of small electron probes (%0.5 to 

50nm in diameter) to form a d i f f r ac t i on pattern from a region of in te res t . 

These patterns are obtained by using the two condenser lenses and the 

upper object ive lens as a t r i p l e condenser system to focus the incident 

beam on the sample. As with conventional selected area d i f f r ac t i on (SAD) 

techniques, the CBHD patterns are formed at the back focal plane of the 

lower object ive lens. (Refer to the ray diagrams in references [128] and 

[129]) . However, since the specimen is i r rad ia ted over a range of angles, 

the Bragg "disk" diameters are larger than in the case of SAD. The terms 

beam divergence and angular reso lu t ion, denoted by a i , re fer to one-half 

the diameter of a Bragg disk in a d i f f r ac t i on pat tern , expressed in 

radians [130] . From Bragg's law, the spacing of d i f f r ac t i on spots is 

20 R ; therefore, i f a i >e B , the disks overlap. The incident probe size 

and divergence angle are control led by the size of the second condenser 

aperature and the exci tat ion of the probe-forming lenses; the probe 

diameter and divergence angle are inversely re la ted. 

In modern TEM's (such as the Phi l ips EM 400), a wide range of 

convergence angles and resultant Bragg disk sizes are possible. Two 
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other advantages inherent in the design of the Ê 34O0 are: (1) an improved 

vacuum system to reduce specimen contamination, and (2) a wide range of 

diffraction pattern magnifications (i.e., camera lengths) which enables 

the viewing of large areas of reciprocal space (low camera length) or 

the fine details within a single Bragg reflection (high camera length). 

The choices of microscope parameters depends upon the desired results. 

The CBMD applications used in this investigation along with the 

experimental methods are described below. 

1. Second-Phase Diffraction 

As discussed in chapter 4.0, several attempts were made to extract 

diffraction information from the a/3 <130> planar defects in the stain­

less steel. Although the results were negative (Figure 17), CBHD patterns 

were obtained from the {100} phosphide phase (Figure 32). Since the 

crystal structure of these precipitates was not known a priori, the CBMD 

patterns were taken at high spatial (small probe diameter) and high 

angular (small second condenser aperture) resolution resulting in a beam 

divergence of •v0.7mrad. Consequently, it was possible to resolve the 

closely spaced Bragg reflections of the precipitates (Figure 32). In 

principle, the procedure for obtaining CBMD information is straight 

forward, although in practice the technique requires much experimental 

manipulation for small particles. For example, the following pi xedures 

were used in the study of the a/3<100> defects in this investigation 

and the a/2<100> defects in Pt-C [74, 131]. It is first necessary to 

align the microscope, obtain the eucentric position and tilt to the 

exact zone axis. Since the small precipitates have <100>-type dis­

placement vectors, a small tilt away from the exact orientation is often 
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required to see the defects in certain zone orientations. While the 

initial tilting may be accomplished at lower magnifications (20,000-

40,OOOx), it is helpful to work at M O C OOOx for che final adjustments. 

At 100,OOOx the •vaOnn particles are M).3cin on the screen which 

necessitates high spatial resolution. Thus, after focussing the sample 

with the objective lens control, the second condenser lens was fully 

excited and the electron probe was centered on the precipita . The 

diffraction conditions may then be checked and any final adjustments 

made. When the diffraction conditions are optimized, a small condenser 

aperature may be selected; since it is difficult to recenter the aperatures 

precisely with a fully excited condenser lens, this alignment step may 

be skipped as long as the fully focussed beam is centered on the pre­

cipitate. If the preceding steps are carried out with an objective 

aperature in, it is wise to remove it and reposition the beam if 

necessary. (This precautionary measure is required if the objective 

aperature is dirty). Finally, the diffraction pe.: ern may be recorded; 

typical exposure times were from 30 seconds to 3 minutes. It should be 

noted that the precipitate reflections were not seen on the screen, 

so several exposures of each condition were necessary. After every 

exposure, the position of the beam with respect to the precipitate was 

rechecked. Specimen and/or beam drift was often a problem with long 

exposure times. To eliminate the possibility of confusion from higher 

order matrix Laue reflections, several exposures were also taken from 

adjoining precipitate-free areas. The optimum camera length for these 

experiments was 450mm. 

If smaller probe diameters are required, three alternatives may be 
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used: (1) Tungsten filaments may be undersaturated slightly to form 

smaller coherent tips. Although the overall intensity on the screen 

decreases, there is sufficient intensity in the focused probe for 

diffraction. (2) The specimen height may be slightly lowered from 

eucentric position to form a finer probe. (3) Higher convergence 

is also posj'-ble by using scanning transmission electron microscopy 

(STEM) configurations. However, it is difficult to image the f Jne 

precipitates in the STEM mode, and therefore more difficult to position 

the probe accurately. 

The above exacting-procedures are necessary to form single crystal 

CBMD patterns from small precipitates. "c-'ever, less rigorous techniques 

may be used for larger and/or more strongly diffracting phases. For 

instance, after the initial experiments, larger probe sizes were used 

for the CBMD patterns in Figure 32. In general, the largest beam 

diameter comensurate with the size of the phase should be used to reduce 

exposure times and to reduce specimen contamination. 

2. Matrix Orientation 

CBMD also facilitates the determination of matrix orientations by 

providing Kikuchi lines in relatively thin areas. Three applications 

in which this was especially helpful in the present investigation were 

for high angle specimen tilts, to select the precise diffraction 

conditions for UBDF imaging, and for axis/angle pair studies as discussed 

in section 4.2.I.E. The origin and advantages of Kikuchi lines for 

these applications are well-known [67-70]. However, not all materials 

provide crisp electron channeling patterns; nor is inelastic scattering 
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always available in thin or highly deformed regions by conventional SAD. 
These limitations may be overcome with CBMD; in this situation, Kikuchi 
patterns arise from the Bragg diffraction of the cone of electrons 
irradiating the sample. Coupled with low camera lengths (e.g., 280mm), 
the resulting patterns are amazingly simple to index; for example, refer 
to the patterns in Figure 29. 

Compared to the procedures in the previous section, the experimental 
constraints are relaxed for these applications of CBMD. For large-grain 
materials, high spatial resolution is often not critical, so that larger 
probe sizes may be used'. Indeed, it was found that the larger beam 
diameters provided the sharpest Kikuchi patterns. However, relatively 
higher angular resolution must be maintained; otherwise, intensity from 
the Bragg disks will overshadow the Kikuchi lines. Hence, the optimal 
condenser aperature must be experimentally determined for the specific 
situation. 

3. Thickness Measurements 
Another widely used application of CBMD patterns is the determination 

of foil thickness; while several methods have been proposed for this 
purpose (e.g., references 132-134) Kelley's, et al. fi32l technique is 
the most readily applicable for use with the EM400 without the necessity 
of extensive calculations. This analytical method makes use of the 
spacing ofintensity oscillations within t'le Bragg disks formed by a 
focused probe of electrons. From dynamical two-beam theory, the intensity 
oscillations are related to the foil thickness, t, by the following 
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equation 

(Al) (s f
2 + V c g

2 ) t 2 = n.2 

where s. is the deviation from the i-th minimum from the exact Bragg 
position, £ is the extinction distance and n^ is an integer. 

Allen [132] found that errors of less than Z% in thickness 
determinations are possible with higher order diffraction vectors using 
this method. For fee materials, it is advisable to use <200>*, <220>* 

or <311>* vectors to avoid multiple beam effects. For maximum accuracy, 
the reflection is set close to the exact Bragg position in an orientation 
to minimize extraneous Kikuchi lines. The probe size depends upon the 
condition of the specimen, e.g., the grain size, and densities of dis­
locations and precipitates. In general, a large second condenser aperature 
(such that a^Qg) and a relatively high camera length (600-900mm) facilitate 
the analysis. 

The analysis procedure will be demonstrated by referring to Figure 
40(a) which is a [220]* two-beam pattern from a stainless steel sample. 
The s• values are determined by measuring the distance 0. from the center 
of the diffracted beam to the successive minima as well as the 2o B distance, 
as shown. These measurements are easily obtained from a magnified print 
using a ruler. The s. values are then obtained from the relationship: 

(A2) s - * ( j | i ) 
where X is the electron wavelength and d is the interplanar spacing. 

Equation (Al) may be rewritten in the general format of a straight 
line, 

( A 3 ) < H T ) Z • "<w> 2 <w:>2 + <i> 2 



85 

? 1 2 
and ( s , / n . ) p lot ted versus ( / n f ) . 

1 2 7 

Thus, the slope of the l i ne is -( / £ g ) and the y- intercept is (1 / t ) . 

The values of n. are found by t r i a l and e r ro r , and only the correct set 

of n. y i e l d a s t ra ight l i ne . Figure 41(b) i l l u s t r a tes the p lo t obtained 

from the experimental pat tern. The y- in tercept corresponds to a thickness 

of 132nm, and the slope gives a <220>* ext inc t ion distance of 40nm. This 

experimentally derived ^oon value agrees well with the uncorrected value 

from pure nickel [67, 75] which was assumed va l id fo r the stainless s tee l . 

Similar analyses have been made in dual-phase steels ( in the f e r r i t e ) 

by Hoel and Thomas [32] and in the course of the present research program. 

4. Lat t ice Parameter Determinations 

A fur ther use of CBMD employed in th is invest igat ion was to assess 

the matrix l a t t i c e parameter var iat ions in the aged stainless s tee l . 

Steeds and his coworkers [129, 136] elegantly demonstrated that the sh i f t s 

of the higher order Laue zone (HOLZ) l ines in <111> CBMD patterns are 

proportional to the change in the l a t t i c e parameter. According to 

kinematical theory, the l i ne sh i f t with l a t t i c e parameter change may ho 

derived from the formula: 

(A4) f.-f 
An example of a [111] CGHD pattern from a s ta i " iess steel specimen 

is shown in Figure 41 and i l l us t ra tes the f ine HOLZ l ines in the central 

disk and the corresponding HOLZ r ing of radius R. Note that the HOLZ 

l ines reveal three-fold symmetry; the prominent " t r iang le " in the central 

disk is formed by the intersect ion of three <55l l>* l ines. The re la t i ve 

size of th is t r iangle may be used to monitor the change in l a t t i c e 

parameters; the accuracy of these dererminations is greater when the 
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measurements are made with respect to a known standard [129]. Figure 42 

is a schematic drawing of a HOLZ t r iang le and the 000 and ZOO Bragg 

disk in a [111] pat tern. I f the height of the t r iang le is X and the 

<200>* distance is Y, then equation (A4) may be rewri t ten as: 

Xref - X 

Yref - Y 

HOLZ radius 

The factor of two is introduced since R is equivalent to 20„ , while the 

factor of 1/3 i s included because the change in l i ne posi t ion i s equal 

to one-third of the change in height of the t r iang le [129] . 

The central disks from [111] zone axis patterns from the quenched-aged 

steels are presented in Figure 43. Several measurements from each of these 

samples were averaged to deduce the change in l a t t i ce parameter with 

respect to the as-quenched samples. The resul t ing values are plot ted on 

the graph in Figure 44, where the error bar re f lec ts the range of values 

which were averaged fo r the determinations. 

As discussed in chapter 5.3, the re la t i ve decrease in the matrix 

l a t t i c e parameter correlates well with the degree of prec ip i ta t ion observed 

in the BF and WBDF images. However, due to the paucity of thermodynamic 

data in the stainless steel-phosphorus system, a d i rect comparison between 

the matrix l a t t i c e parameter and phosphorus content is not presently 

possible. Sarikaya [137] has recently used th is procedure to determine 

the carbon content of re ta i led austenite in a duplex martensite-austenite 

s tee l . 

The microscope parameters used to obtain the zone axis patterns are 

(A5) f -

where AX = 

AY = 

R = 
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similar to those suggested for thickness measurements. Several additional 

experimental factors should also be pointed out: First, not all TEM 

specimens are suitable for CBMD with HOLZ lines; highly strained samples 

are especially unsuitable. Steeds [129] discussed the conditions for 

visibility of HOLZ lines and suggested that lower temperatures and lower 

accelerating voltages often enhance visibility. Second, for fee materials 

at lOOkeV and ambient temperatures, HOLZ lines are most likely to be 

visible at the <111> and <114> poles. Third, the final tilting to an 

exact zone axis may be done by shifting the condenser aperature; however, 

extreme aperature movements may produce pattern a symetries. Fourth, low 

camera lengths (280mm) are used to view the HOLZ ring such as in Figure 

41, whereas higher camera lengths (600-900mm) are beneficial for lattice 

parameter determinations, as shown in Figure 43. 

An alternative procedure for measuring small changes in lattice 

parameters by the positions of HOLZ lines was recently published by Ralph 

and his coworkers [138]. Their method is t •> treat the HOLZ lines 

as higher-order Kikuchi lines and to generate CBMD patterns via computer 

simulations. A series of these patterns with different lattice parameters 

are compared with experimental patterns and the closest match chosen. 

This method is perhaps less susceptible to human errors, and is therefore 

more accurate for relative lattice parameter measurements. 
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Table 1 : Al loy Compositions in wt% 

Fe - 1.96Si - 0.15C 

Fe - 18.18Cr • 10.25Ni - 0.60Mn - 0.315i . 0.009N -
0.01C - 0.31P 



Table 2: Thermal Treatments 

100 

Alloy Solution Treatment Aging Treatment 
Fe-Si-C 1150°C lh Ice Hater Quench (IWQ) 25°C<lh 

+ 850°C Id IWQ 25°C 1 week (W) 
25°C 1 w + 100°C Ih 
100°C 1 h + 25°C 2w 
170°C 1 h 

Fe-Cr-Ni-P 1150°C 1 h Furnace Cool 
1150°C lh IWQ 500°C lh 

500°C lOh 
500°C lOOh 
600°C lh 
600°C lOh 
700°C lh 
500°C lOh + 700°C 24h 

1150°C lh Direct Quench GOCC lOh 



Table 3: Summary of Defect Contrast Behavior in Figure 15 
[Values of (o..b) and c «<• z*«-e» 

B no 100 

* 1T1 111 002 220 220 002 020 022 

Defect )} 

A ±1/3[010] 

B ±1/3[100] 

C ±1/3[001] 

±1/3(1) 

±1/3(1) 

±1/3(1) 

±1/3(1) 

±1/3(1) 

±1/3(1) 

0(1) 

0(1) 

+2/3(V) 

±2/3(V) 
Inside 
±2/3(1) 
Outside 
0(1) 

+2/3(1) 
Outs He 
+2/3(V) 
Inside 
0(1) 

0(1) 

0(1) 

+2/3(V) 

+2/3(V) 

0(1) 

0(1) 

±2/3(V) 

0(1) 

+2/3(V) 

A ±1/3[010] ±2n/3(I) ±2n/3(V) 0(1) ±2ir/3(V) +2 /3(V) 0(1) +2n/3(V) +2n/3(V) 

B ±1/3[100] ±2n/3(V) +2n/3(I) 0(1) +2IT/3(V) +2 /3(V) 0(1) 0(1) 0(1) 
C ±1/3[001] ±2ir/3(V) ±2n/3(V) ±2TI/3(V) 0(1) 0(1) +2n/3(V) 9(1) +2TI/3(V) 

V - Dislocation loop or stacking fault in strong contrast 
I - Dislocation loop or'stacking fault in weak contrast 



Table 4: 

ft 
g 111 

Defect Jj 

A +1/3[010] ±1/3(1) 
B ±1/3[100] ±1/3(1) 
C ±1/3[001] ±1/3(1) 
D ±1/2[101] +KV) 
E ±1/2[1T0] ±1(V) 
F ±1/2[01T] ±(V) 
G ±1/2[011] 0(1) 
H ±1/2[10T] 0(1) 

Summary of Defect Contrast 

[Values of ($•£) ] 

110 

ITT 002 002 

±1/3(1) 0(1) 0(1) 
±1/3(1) 0(1) 0(1) 
±1/3(1) ±2/3(V) ±2/3(V) 
0(1) ±1(V) ±KV) 
±KV) 0(1) 0(1) 
0(1) ±1(V) ±KV) 
±KV) ±1(V) ±HV) 
±KV) +KV) ±KV) 

io r in Figure 33 

100 

022 020 020 

±2/3(V) ±2/3(V) ±2/3(V) 
0(1) 0(1) 0(1) 
+2/3(V) 0(1) 0(1) 
±KV) 0(1) 0(1) 
iKV) 
0(1) 

±KV) 
Inside ±KV) 

±KV) 
Outside 
+KV) 

±2(V) ±KV) ±KV) 
±1(V) 0(1) 0(1) 



Table S: O i f f u s i v i t y o f Selected Elements i n Austenite 

Element Al loy Composition (wt») Q(eV) Do (Cm /sec) D(500"C)(cm /sec) Reference 

Fe Fe-20Cr-25Ni 2.91 + 0.04 

Cr Fe-20Cr-25Ni 2.52^0.15 

Ni Fe-20Cr-25lii £.88 +. 0.11 

Hi Fe-12Ni-0.3P 2.93 ± 0.13 

P Fe-12Ni-0.3P 2.35 + 0.11 

1.74 1.70 x 1 0 " 1 9 108 

0.19 6.54 x 1 0 " 1 8 109 

4.06 6.22 x 1 0 " 1 9 109 

1.13 8.16 x 1 0 " 2 0 104 

0.51 2.27 x 1 0 " 1 6 104 
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Figure 
1 Structure of the Fe-Si-C alloy quenched from 850°C and aged at 

room temperature for less than lh. (a) is from a ferritic region, 
and shows no signs of precipitation, (b) is a bright field image 
and (c) a dark field image from a martensitic region. The 
martensite is micro-twinned. 

2 Fe-Si-C alloy quenched from 850°C and aged at room temperature 
for 1 week. With these diffraction conditions, B = 001 and 
g = [110]*, there are two variants of {100} carbides visible. 

3 Fe-Si-C alloy quenched from 850°C, pre-aged at room temperature 
for 1 week and at 100°C for Ih. Note the precipiation on the 
dislocations and the denuded regions around the dislocations. 
There are three variants of the carbides visible. 

4 Fe-Si-C alloy with the same thermal treatment as in Figure 3. 
The "loops" show inside/outside image shifts with +_ g = [OlT]*; 
for example, near the asterisk. 

5 Fe-Si-C alloy with thermal treatment as in Figures 3 and 4. Note 
the precipitate-free zones near the low angle grain boundaries. 

6 Centered dark field image of an Fe-Si-C alloy with thermal treat­
ment as in previous three figures. The diffraction vector points 
towards the black lobe of the precipitates which indicates 
interstitial-type strain fields. 

7 Fe-Si-C alloy quenched from 850°C aged at 100°C for Ih and sub­
sequently aged at room temperature for 2 weeks. There is a bi-
modal distribution of carbides. 
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8 Diffraction contrast analysis of carbides from a sample treated 
as in Figure 7. With J3 = 001 and g =[200]* (a), there are two 
variants of the larger precipitates visible but only one variant 
of the smaller precipitates. In (b) (BF) and (c) (OF) two 
variants of both precipitate sizes are visible. Note the PFZ's 
near the larger precipitates. 

9 Fe-Si-C alloy quenched from 850°C and aged at 170°C for lh. The 
{001} precipitates have nucleated heterogeneously on dislocations 
and small angle grain boundaries, (a) is a BF image and (b) is 
a weak beam dark field with the g/3g [Oil]* conditions satisfied. 
Note that two variants of the precipitates show fringe contrast 
sioce they are inclined ^45° to the beam. 

10 Stainless steel with 0.3P sample furnace cooled (-v3°/min) from 
n50°C. There does not appear to be any precipitates visible. 

11 Stainless steel sample quenched from li50°C and aged at room 
temperature. Only dislocations were evident after this treatment. 

12 Stainless steel sample quenched fre=a 1150°C and aged at 500°C 
for Ih. The beam direction is near 110 with <j = [002]*. One 
variant of the {100} defects is visible. 

13 A BF/WBDF pair of a stainless steel sample quenched from 1150°C 
and aged at 500°C/10h. B -v. 110, and the [TlT]* diffraction vector 
was used with the g/3g condition operating for the WBDF. All 
three variants of the {100} loops are visible as well as pre­
cipitation on dislocations. 

14 A BF/WBDF pair from a stainless steel specimen quenched and 
subsequently aged at 500°C for 100b. The beam direction is near 
110 with the [TlT]* diffraction condition used to illuminate the 
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{100} defects and heterogeneous prec ip i ta t ion on climb d i s ­

locat ions. Note the lack of a prec ip i ta te free zone near the 

grain boundary. 

15 A d i f f r ac t i on contrast analysis of defects in a sample aged at 

600°C fo r I h . (a ) , (b) BF/WBDF pair wi th £ ^ 110 and g = [ T i l ] * 

and the g/3g condit ion fo r the WBDF. The out l ine area in (a) 

is shown in subsequent micrographs imaged in various two-beam 

condit ions, ( b ) - ( f ) and ( j ) are near ^ 110 and ( g ) - ( i ) are 

near £ ^ 100. See tex t for fur ther de ta i l s . 

16 A schematic Kikuchi map of the d i f f r a c t i o n conditions used to 

image the micrographs in Figure 15. 

17 A 100 convergent beam microd i f f rac t ion pattern from an edge-on 

loop in stainless s tee l . Only matrix re f lect ions were evident; 

no prec ip i ta te re f lec t ions were observed. 

18 A series of micrographs in stainless steel i l l u s t r a t i n g the 

asynmetry in {100} f au l t contrast with + g = [ ITT ] * and in loop 

contrast with g = [220]* . c . f . Figure 15. 

19 A g/3q [220]* weak beam dark f i e l d image near B = 110 showing 

{100} f a u l t contrast and f ine matri.,- prec ip i ta tes. 

20 A multibeam image from a stainless steel sample with 3 = 100 

showing edge-on vacancy-phosphorus loops and f ine matrix carbide 

precip i tates. The carbides appear to have {100} habi planes; 

the (100) var iant is v i s ib le through residual contrast (see 

arrows). 

21 (a) A 100 multibeam image from a stainless steel sample slowly 

quenched from 1150°C and aged at 600°C for lOh. (b) 110 and (c) 
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100 selected area d i f f r ac t i on patterns from the region shown in 

(a ) . The d i f f r a c t i o n evidence confirms that the carbides are 

M 2 3 C 6 " t y p e -

22 A BF and 073$ [111]* WBDF pai r near £ = 2lT i l l u s t r a t i n g "coarse" 

matrix precip i tates near the arrows. 

23 A d i f f r a c t i o n contrast analysis o f a d is locat ion decorated with 

prec ip i ta tes , (a) - (c) are near £ = 110 and ( d ) - ( f ) are near B = 

111. Section EC has a pure edge character. See tex t for fur ther 

de ta i l s . 

24 Prec ip i ta t ion on a climbing d is locat ion imaged near £=100 in 

(a) and (b) and near £ = 2lT in (c) and (d) . 

25 A d i f f r a c t i o n contrast analysis of heterogeneously nucleated pre­

c ip i ta tes in a stainless steel sample aged at 500°C for lOOh. 

Dislocation A has an edge conf igurat ion, B has a mixed character 

and C is a hel ical array. The tex t provides fur ther explanations. 

26 A weak beam dark f i e l d stereo pair with <} = [ T i l ] * i l l u s t r a t i n g 

prec ip i ta t ion on climbing dislocat ions with mixed characters (A 

and 0) and on a hel ix (C). 

27 Precip i tate- f ree zones near a grain boundary in a stainless steel 

sample aged at 500°C fo r lOh. (a) i s a BF image and (b) and (c) 

are WBDF images showing dual width of the denuded region. The PFZ 

for tue (101)} faul ted loops is larger than for the H 2 ,C g - type 

prec ip i ta tes. 

28 Precipi tate free zones near a grain boundary in a sample aged at 

600°C for I h . The PFZ in grain 2 i s larger due to prec ip i ta t ion 

on climbing dis locat ions. 
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29 (a) Tr ip le junct ion in a sample aged at 500°C fo r 10h which has a 

uniform PFZ between grains 1-2 and 1-3, t u t p rec ip i ta t ion on and 

near grain boundary 2-3. Axis-angle pair determinations were 

made from the d i f f rac t i on pattern pairs in (b ) - (d ) . Grain 

boundaries 1-2 and 1-3 are high angle disordered boundaries while 

2-3 is an incoherent twin boundary. 

30 Hicrostructures from samples quenched from 1150°C and aged at (a) 

600°C fo r lOh and (b) 700°C for I h . No intragranular p rec ip i ta t ion 

was evident. 

31 Phosphide prec ip i ta t ion from a sample double aged at 500°C fo r 

lOh and 700°C fo r 24h. Three variants of the {100} laths are 

v is ib le in th is 100 multibeam image. 

32 Convergent beam microd i f f rac t ion patterns from a phosphide la th 

with a (010) habit plane. The [010] , [110] and [310] reciprocal 

l a t t i c e sections are shown respectively in ( a ) - ( c ) . Figure (d) 

is a schematic representation of the rec ipr ica l l a t t i c e un i t 

ce l l of the phosphide phase. 

33 A d i f f r ac t i on contrast series from a stainless steel sample 

d i rec t l y quenched frtra 1150CC to 500°C and aged fo r lOh. Dis­

locations A-C l i e on (100' planes and are analogous to those 

produced by quench-age treatments, ( c . f . Figure 15). Defects 

F-H are vacancy-type edge loops on {110} planes with Jj = a/2 

<110>. Figures (a)-(d) are near B = 110 and (e)-(h) are near 

)J = 100. See the text for addit ional de ta i l s . 

34 A BF/WBDF pair with cj = [220]* near £ = 110 i l l u s t r a t i n g the 

f au l t fr inges and d is lo iJ t ion loops of the (100) defects in a 
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direct-quenched specimen. 

35 Grain boundary t r i p l e junct ion in a sample d i rec t l y quenched 

to 500°C showing denuded regions between grains 1-2 and 1-3 

and p rec ip i ta t ion on and near boundary 2-3. 

36 A psuedo-binary Fe-2%Si-C phase diagram showing the approximate 

carbon content in equi l ibr ium wi th the a-phase at 850°C; 

a f te r reference 29. 

37 The un i t c e l l fo r bet Fe,gN2 (a") used fo r the carbide growth 

model proposed in the t ex t ; a f te r reference 99. 

38 Psuedo-binary Fe-35XNi-P phase diagram extraploted from data 

presented in references 103, 106. 

39 A schematic i l l u s t r a t i o n of the a/3 [100] stacking f au l t in the 

stainless s t e e l ; a f ter reference 93. 

40 (a) A [220]* two beam CBMD pattern fo r f o i l thickness measurements 
? 2 

in stainless steel . (b) A p lo t of ( s . / n . ) " vs (1 /n . ) which 

provides a f o i l thickness of ^132nm and a <220>* electron 

distance of "v40nm. 

41 A [111] CBMD zone axis pattern illustrating the HOLZ ring of 

radius R and fine HOLZ lines in the central disk in a stainless 

steel sample. 

42 A schematic drawing illustrating the procedure used to determine 

the lattice parameters of the stainless steel specimens. Refer 

to the appendix for more details. 

43 The central disks from 111 zone axis patterns from stainless steel 

samples aged in various conditions. 

44 A plot of the change in lattice parameters relative to the as-

quenched condition as a function of thermal treatment. 
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