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Program Report for 
FY 1984 and 1985 

Atmospheric and Geophysical 
Sciences Division of the 

Physics Department 

Abstract 

T h i s annual report for t h e Atmospheric and Geophysical Sciences Division (G-Division) 
summar i ze s the activities a n d highlights of the pas t t h r ee years, with emphas i s on significant 
research findings in two major p rogram areas: t he Atmospher ic Release Advisory Capabil­
ity ( A R A C ) . with its recent involvement in assessing the effects of t he Chernobyl reactor 
acc ident , and new findings on the environmental consequences of nuclear war . The techni­
cal h ighl ights of the m a n y o t h e r research projects a r e also briefly repor ted , along with the 
Divis ion 's organizat ion, b u d g e t , and publications. 

Introduction 

The Atmospheric and Geophysical Sciences 
Division (G-Division), and its precursor organi­
zations, have contributed to the research and 
safety aspects of several major programs at 
i.he Lawrence Livermore National Laboratory 
(LLNL). Since the 1950s, these programs have 
included nuclear testing, the peaceful uses of nu­
clear explosives, basic studies in climate simu­
lation, and health and environmental research. 
Since 1974, the responsibility for atmospheric re­
search has been consolidated in G-Division, one 
of several research divisions within the Physics 
Department. 

Since the Division's formation, core capa­
bilities in the analysis of transport , diffusion, 
and deposition on local to global scales, coupled 
transport-kinetics modeling, radiation transfer 
in the atmosphere, and climate simulation have 
been used in assessment of several military and 
civilian environmental issues. These simulation 
capabilities and the issues investigated are sum­
marized in Table 1. The most recent issues 
are on the emerging edge of environmental re­
search: for example, the environmental conse­
quences of nuclear war, the early detection of 

COo-induced warming of the Earth's climate sys­
tem, and emergency response planning and as­
sessment associated with major releases of toxic 
materials and radioactive materials. Over the 
last two years, two major projects have shown 
strong growth: (1) the Atmospheric Release 
Advisory Capability (ARAC) serving the emer­
gency response needs of the Department of En­
ergy (DOE) and the Department of Defense 
(DOD), and (2) research on the environmental 
consequences of nuclear war. 

Some significant G-Program contributions 
are presented below: 

• The prediction of radioactive fallout from 
near-surface and surface bursts from the local to 
global scales resulting from a large scale nucleai 
war. 

• The development and implementation of 
ARAC, with the goal of determining a national 
center to serve the emergency response needs of 
DOE, DOD, and other federal agencies. 

• The development, testing, and applica­
tion of the Livermore regional photochemical air 
quality model (LIRAQ) used in development of 
the Air Quality Maintenance Plan for the San 
Francisco Bay Area and the study of inter-ba'.m 
pollutant transport in northern California. 
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Table 1. Atmospheric science serving major environmental issues. 

Scientific Area Civil Issue Military Issue 

Local scale-transport, 
diffusion and deposition 

Regional scale-transport, 
diffusion, and deposition 

Continental scale, transport , 
diffusion, deposition and 
transformation 

Stratospheric chemistry 

Climate system simulations, 
perturbed climate-state 
predictions 

Consequences of radioactive 
releases from a nuclear reactor 

Fate of pollutants in 
complex ter r ain 

Acid rain, air corridor 
safety following high 
yield foreign weapons tests. 

Impact of CFMs and 
other trace gases 
on the ozonosphere 

C 0 2 effects on climate 

Interactions of climate 
and energy 

Early detection of the 
C 0 2 climate signal 

Fallout, rainout, self-induced 
rainout of nuclear aerosols 

Fallout and exposure patterns 
for major releases for 
nuclear facilities/reactors 

Diagnostic use of models 
to deduce nuclear source 
strengths; Southern 
Hemispheric detection capability 

Impacts of strategic 
Exchange on ozonosphere 

Response of the Earth's 
climate system to soot, 
NO x and Dust from 
strategic exchange 

Co-authorship of ICSU 
study of the "Environmental 
Consequences of Nuclear War" 

• The Division's lead role (FY 1979-FY 
1985)" in the DOE Atmospheric Studies in Com­
plex Terrain (ASCOT) program, whose goal is 
to predict the fate of pollutants released into 
terrain-dominated flows. 

• An extensive research effort devoted to 
improving understanding of the phenomena of 
rainout and self-induced ra-inout from clouds gen­
erated by nuclear explosions, as well as scaveng­
ing of soot/smoke aerosols generated by post-war 
fires. 

• The development of finite-element mod­
eling (FEM) capabilities for hydrodynamics, 
transport-diffusion, and the simulation of terrain 
dominated flows. 

• The development of models of coupled 
transport and chemical kinetics in the strato­
sphere, including representation of the several 
competing catalytic cycles, for assessment of flu-
orocarbon impacts and the effects of other trace 
gases. 

• Studies of the potential impact on strat­
ospheric ozone of high-altitude aircraft engine 

ber. 
FY means fiscal year, beginning each Octo-

emissions, manmade chemicals, and large-scale 
nuclear war. 

• Development of the first interactive 
global climate model treating the radiative inter­
action, transport, and scavenging of smoke from 
post-nuclear fires. 

• Development of a zonally averaged glo­
bal climate model (ZAM) that has evolved into 
the statistical dynamic climate model (LSDM) 
currently in use to assess the sensitivity of the 
climate system to perturbations by man (e.g., 
C 0 2 , Arctic soot) and nature (e.g., volcanoes). 

• Modification of the Oregon State Univer­
sity (OSU) General Circulation Model (GCM) as 
part of a cooperative project with OSU and the 
State University of New York Stony Brook in­
volving the intercomparison of climate models in 
an attempt to better understand their differing 
responses to increased atmospheric carbon diox­
ide. 

A continuing theme of G-Division research 
has been the quest for more accurate methods 
of solution of the mathematical set of equations 
governing the regional and global scales being 
simulated. The solution methods should be suf­
ficiently accurate that changes in the physics or 
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boundary conditions, even if subtle, can survive 
extended integrations. Operating in this spirit., 
our advanced modeling team of the early 1970s 
developed the atmospheric-diffusion particle-in-
cell code (ADPIC) and its companion regional di­
agnostic flow model (MATHEW). Subsequently, 
these models were tested, improved in opera­
tional speed, and now form the core of the real­
time ARAC system. During the 1980s, our ad­
vanced modeling team has continued this quest 
for more accurate but affordable methods of 
solution. The current thrust is in the direc­
tion of finite-element methods (FEM) in geo­
physical hydrodynamics, with the initial applica­
tions being the simulation of liquid natural gas 
(LNG) spills in three dimensions and the calcula­
tion of nocturnal drainage flows for the ASCOT 
project, both of which involve density-driven flow 
over three-dimensional complex terrain. On the 
global scale, we have developed a Lagrangian 
Sampling Parcel (LSP) technique that can ac­
curately represent the transport and disposal of 
injected materials. 

The G-Division highlights of the past two 
years (FY 1984 and FY 1985) reflect a grow­
ing national and international involvement in as­
sessment of current and major scientific ques­
tions. For example, about one-third of the U.S. 
research on "nuclear winter" is now being led 
or conducted by LLNL. Because of these studies 
our simulation capabilities of environmental sys­
tems have been increasing a t a rapid rate. These 
include a new three-dimensional, compressible, 
nonhydrostatic hydrodynamics model for simu­
lation of plume rise from massive urban fires and 
an improved, three-dimensional, climate simula­
tion model that allows interaction between radia-
tively active aerosols and the evolving hydrody­
namics, including suitable representation of scav­
enging of the soot clouds. 

A second example has been the transfer of 
ARAC technology during the past several years 
to other countries such as Italy, Japan, and oth­
ers. For instance, the United Kingdom has re­
quested access to ARAC guidance in support of 
nuclear capabilities in their country. The most 
recent international involvement of ARAC has 
been to send a senior scientist to the Indian 

Science Congress in January 1986 to bring up-
to-date information on emergency planning, re­
sponse, and assessment in the wake of the Bhopal 
accident. Finally, two of our scientists served 
as senior coauthors (and three others as collabo­
rating authors) of the SCOPE/ENUWAR study 
on The Environmental Consequences of Nuclear 
War, Volume 1, published by John Wiley in 
1986.' In addition to being an 18-month effort to 
collect, synthesize, and seek consensus of the in­
ternational scientific research, this study is prob­
ably the most comprehensive, complete, and bal­
anced to date. 

This year's report also covers research for 
the periods FY 1983 and FY 1984, for which 
formal annual reports were not prepared. Dur­
ing these years, a sizable research team was or­
ganized to investigate the environmental conse­
quences of nuclear war. Further, these same 
years required strenuous management activity 
to resolve fiscal uncertainties while ARAC re­
sponded to increased DOD requirements. The 
research effort of investigating the environmen­
tal consequences of nuclear war is now stabilized 
and productive. The ARAC budgets for FY 1986 
and 1987 are becoming firm, the staff and service 
are stabilized, and plans have been developed 
for modernizing the ARAC hardware in order 
to meet the DOE and DOD requirements more 
expeditiously and to provide high-quality crisis 
management advisory products. 

* SCOPE is the Scientific Committee on Prob­
lems in the Environment, formed under the aus­
pices of ICSU (International Council of Scien­
tific Unions). Their project, ENUWAR, assesses 
the environmental consequences of nuclear war. 
Michael MacCracken and Charles Shapiro were 
two of six principal authors of Volume I on Phys­
ical and Atmospheric Effects. Peter Connell, Ted 
Harvey, Sang-Wook Kang (of the Mechanical 
Engineering Department), and Kendall Peter­
son were four of the seven collaborating authors. 
George Bing, Joyce Penner, and Chuck Leith 
participated in workshops. Camera-ready copy 
for the book was prepared by the G-Division sec­
retarial staff. 
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Organization 

Our research program is organized into five 
broad themes: Advanced Modeling, Regional 
Modeling and Assessments, CCs and Climate 
Research, Atmospheric Radiation and Chem­
istry, and Special Projects. These five major 
themes encompass the major capabilities and ex­
pertise within the Division. Each theme is man­
aged by the Division Leader, the Deputy Division 
leader, or an Associate Division Leader. Spe­
cific projects generally fall within a theme, but 
often cut across two or more themes. Leaders 
for specific projects are drawn from within the 
themes; while staff members may be leading one 
project, they also may be working with others 
on another project. This is consistent with the 
team-oriented approach to research that is en­

couraged within the Division. See Fig. 1 for a 
breakdown of the G-Division projects, sponsors, 
and principal investigators for the five research 
themes during FY 1986. 

The G-Program has a staff of about 60, 
of whom 50 are professionals involved in re­
search. Resources from other parts of the Labo­
ratory such as Electronics Engineering, Physics, 
Numerical Analysis, and Computer Science are 
made available to the Division on a short-term 
or long-term basis, depending on project require­
ments. Presently, the Division receives support 
from seven other groups within the Laboratory. 
In addition, seven staff members of ARAC are 
provided by EG&G to support the operational 
mission of ARAC. 
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R e g i o n a l M o d e l i n g A d v a n c e d M o d e l i n g C 0 2 C l i m a t e S t r a t o s p h e r i c Spec ia l P ro jec t s 
a n d A s s e s s m e n t s 3.3 F T E R e s e a r c h R e s e a r c h uud 12.7 FTE 

25.5 F T E $584 K 15.7 FTE El a d i a t ion T r a n s p o r t S800 K 
S5015 K 53083 K 4.7 FTE 

$953 K 
M . D i c k e r a o n P . G r e s h o M . M a c C r a c k e n F . L u t h e r J . K n o x 

ARAC Finite-Element C 0 2 Climate Satellite Ozone Radionuclide 
Base Program Techniques Modeling Analysis Center Studies 
(DOE-ONS) [DOE-OHER) (DOE-BES) (NASA) (DOD-DNA) 

M- DickerBon P. Gresho M. MacCracken F. Luthei J. Knox 

ARAC LGF C 0 2 / C l i m a t e Stratospheric Special 
Operations Support Vapor-Dispersion Management Calculations Atmospheric 

(DOD-DNA) Modeling 
(DOE-EP) 

(DOE-BES) (EPA) Studies 
(LLNL Phys. 1R&D) 

M. Dickerson S. Chan M. MacCracken D. Wuebbles J. Knox 

ASCOT FEM Laser Climate Model Transport Panel Support 
Modeling and Isotope Intercomparison Kinetics (USAF) 

Remote Sensing Separat ion (DOE-BES) (NASA) 
(DOE-OHER) (DOE-OMA) 
M. Dickerson P. Greeho G. Potter D. Wuebbles J. Knox 

ASCOT 3-D F E M Environmental UARS Environmental 
Suppor t (DOE-OMA) Consequences (NASA) Consequences 

(DOE-OHER) of Nuclear War 
(DOE-OMA) 

of Nuclear War 
(DOE-ISA) 

P. Gudiksen R. Lee M. MacCracken D. Wucbbles J. Knox 

ASCOT Environmental Trace Gases G-Program 
Measurements Consequences (DOE-BES) Administrative 
(DOE-OHER) of Nuclear War 

(LLNL I R i D ) 
Support 

P. Gudiksen M. MacCracken D. Wuebbles J. Knox 

ARAC Environmental 
ARG Suppor t Consequences 
(DOE-OMA) of Nuclear War 

Atmospheric Studies 
(DOD-DNA) 

M. Dickerson J. Penner 

Regional Tracer Clouds/Radiation 
Analysis Interactions 

(DOE-OMA) (DOE-BES) 
J. Knox /D . RodrigueE F. Luther 

L1RAQ Model 
Application 

(BAAQMD/ARB) 
J. Penner 

G - P R O G R A M A D M I N I S T R A T I O N 

Joseph B. Knox, Division Leader 
Michael C. MacCracken, Deputy Division Leader 
Marvin H. DickerBon, Associate Division Leader 

Phil ip M. Gresho, Associate Division Leader 
Frederick M. Luther, Associate Division Leader 

Floy L. Worden, Program Manager 

Figure 1. G-Division projects, sponsors, and principal investigators for the five research themes in 
FY 1986. 
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Status Reports on Major Projects 

Because of the two-year lapse in G-Division 
Annual Reports, we now present comprehensive 
status reports on the Atmuspheric Release Advi­
sory Capability, which serves the DOE and DOD 
emergency response, planning, and assessment 
needs, and the research program on the Envi­
ronmental Consequences of Nuclear War (more 
popularly known as "Nuclear Winter"). Techni­
cal highlights are also presented for three selected 
projects that are sponsored by DOE and have 
strong potential for further development under 
the auspices of DOE and other governmental 
agencies. These projects are Regional Modeling, 
ASCOT, and C 0 2 Effects Research. 

A t m o s p h e r i c R e l e a s e A d v i s o r y 
C a p a b i l i t y ( A R A C ) 

Introduct ion 
The Atmospheric Release Advisory Capabil­

ity, which has been in existence for over eleven 
years, (Dickerson and Orphan, 1976; Dickerson, 
Knox, and Orphan, 1979; Dickerson, Gudik-
sen, and Sullivan, 1983), is a real-time emer­
gency response system designed to assess the 
potential environments' consequences of radio­
logical accidents. It responds to a wide spec­
trum of atmospheric releases that may be as­
sociated with transportation accidents or acci­
dents at Department of Energy or Department 
of Defense nuclear-capable facilities as well as 
at nuclear power plants. The ARAC consists 
of communications and computer systems, data 
bases and verified atmospheric dispersion mod­
els, and an experienced assessment staff. During 
the mid-1970s we developed and tested a pro­
totype operational system that permitted oper­
ations of 40 hours per week beginning in 1979. 
Following ARAC's response to the Three Mile Is­
land (TMI) accident in March 1979, the purge of 
krypton from the TMI containment in July 1980, 
and the Titan II missile accident in Arkansas in 
September 1980, the Departments of Energy and 
Defense initiated expansion of ARAC services. 
This expansion included new hardware and soft­
ware for the system, increased staff, additional 
facilities for housing staff and computers, and 
expanded operational hours. Since its inception 

in 1974, ARAC has responded to over 80 real 
events, potential events, and major exercises. 

The staff presently includes 26 scientists and 
technicians. Their background, training, and 
experience ranges from transport and diffusion 
physics, weather forecasting, and health physics 
to electronics engineering and computer science. 
Approximately half of the staff is involved in op­
erations while the remainder is devoted to com­
puter systems development and maintenance and 
model research and development. The experi­
ence level of many staff members in the area 
of emergency response for nuclear accidents is 
based on participation in response to actual or 
potential releases and major exercises over the 
past seven years. In addition to developing and 
implementing an expanded system, staff mem­
bers are continually involved in planning and 
executing major exercises, briefing various orga­
nizations, conducting classes on emergency re­
sponse, and coordinating activities with several 
government agencies. 

The remainder of this section describes the 
current status of the ARAC system, require­
ments for obtaining the service, the organizations 
related to the ARAC service, and future direc­
tions for the service. Even though the ARAC ser­
vice is presently limited to radiological accidents, 
the fundamentals of the service as an emergency-
response resource would be applicable to toxic 
chemical releases as well. 

A R A C Emergency Response 
Operat ing S y s t e m 

The ARAC operating system integrates data 
acquisition, data analysis, data-basing and man­
agement functions, and atmospheric transport 
and diffusion models to enable the ARAC staff to 
produce real-time assessments of accidental at­
mospheric releases of radioactivity. In order to 
support the emergency preparedness plans at the 
DOD nuclear-capable sites, the DOE nuclear fa­
cilities, and the Nuclear Regulatory Commission, 
the current expansion includes significant up­
grades in computational, communications, and 
data-basing facilities as well as increased staff. 
The goals of this expansion are to be able to: 
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• Support up lo 100 nuclear facilities. 
• Simultaneously handle two emergency re­

sponses. 
« Provide timely response to an accident at 

a "nonfixed" location. 
• Automate manual data processing func­

tions. 
• Provide complete computer backup for 

the ARAC center. 
The ARAC has traditionally used the Lawr­

ence Livermore National Laboratory's central 
computing facility and several minicomputers 
to perform a hazards assessment of a particu­
lar accident. The current configuration includes 
ARAC-dedicated computers which will be used 
to perform the assessments. Two dual-processor 
main computers are linked by means of a high­
speed local-area communications network with 
three front-end communications processors, two 
gigabytes of shareable disk storage, and a tele­
copier. This system, the ARAC Emergency 
Response Operating System (AEROS), will be 
able to interact via commercial telephone lines 
with the data communications terminal situated 
at each on-land nuclear site and with the Air 
Force Global Weather Central (AFGWC) (Sulli­
van, 1984). 

The initial installation of the AEROS hard­
ware has been completed, and a major portion 
of the communications, graphics, and terrain and 
geographic data-base components have also been 
completed. We are currently developing exten­
sive software to automate the da ta acquisition, 
validation, and data-basing processes for speed of 
operation and reliable and accurate assessment. 
We are devoting a major effort to transfer the 
atmospheric dispersion models from the LLNL 
computer center to the AEROS. A structured 
software methodology was employed to enable 
the development staff of 25 computer scientists, 
meteorologists, health physicists, and engineers 
to progress simultaneously on several parts of the 
system development effort (Baskett, 1984). This 
technique ensures that system requirements are 
satisfied and adequate documentation of the soft­
ware will be available for future maintenance and 
upgrades. 

An integral part of the ARAC system is 
the nuclear facility data communications sys­
tem, hereafter referred to as the site system. 
It consists of a small professional computer 
equipped with three modems, a 10-megabyte 
hard disk, two floppy disk drives, color monitor, 

and printer. One of the modems is connected 
to the site meteorological tower, and the remain­
ing two are used to communicate with the ARAC 
center: one for voice and the other for data trans­
missions (Lawver. 1984). The system's configu­
ration is shown in Fig. 2. The principal purposes 
of the site system are to: 

• Permit site personnel to transmit mete­
orological and source term data to the ARAC 
center. 

• Receive and display ARAC assessments. 
• Collect and display local meteorological 

data. 
• Perform localized Gaussian dispersion 

model calculations. 
• Transmit messages to and from the 

ARAC center. 
The software for the recently completed site 

system provides automated processing and dis­
plays information during an emergency. It fea­
tures several menu choices that lead 'he user to 
standardized forms for data entry and displays. 

A s s e s s m e n t M e t h o d o l o g y 
Simulation is the active part of the ARAC 

project, i.e., the process of developing an assess­
ment for an emergency, exercise, or scenario de­
velopment that employs a summation of project 
elements, including: 

1. The rapid acquisition of meteorological 
and source term data from the event site, mete­
orological data for the surrounding region from 
the AFGWC, and terrain information from the 
ARAC terrain data base. 

2. Interpretation and quality-control 
checking of the data by means of computer-
generated graphics (Walker and Weidhaas, 1984) 
that include pseudo three-dimensional terrain 
views (see Fig. 3). 

3. Determination of key parcrneters, such 
as source term, atmospheric stability, inixing 
depth, and boundary layer depth. 

Following these three steps, model calcula­
tions are initiated and graphical displays of wind 
fields and plume trajectories can aid the assessor 
in visualization and add to the quality control of 
the simulation. Finally, graphical displays of cal­
culated dose contou: j and surface contamination 
levels overlaid on local a?ea maps are produced 
for transmittal to the event site and appropri­
ate emergency preparedness officials. Examples 
of ARAC products are described iri the next sec­
tion. 
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[ARAC CENTERj, 
LAWRENCE LIVERMORE 
NATIONAL LABORATORY 

COLOR 
MONITOR 

" O ^ METEOROLOGICAL 
TOWER 

Figure 2. ARAC site system configuration. 

One of ARAC's primary goals is (o pro­
duce pertinent information in a timely and re­
liable manner for the emergency response man­
ager. Thus, upon completion of the AEROS sys­
tem and the hardware upgrade, an initial qual­
itative assessment based on several simplifying 
assumptions will be available within 15 minutes 
after notification. A complete assessment, based 
upon the initial input conditions, will be avail­
able within 45 minutes after notification of an 
event at the supported sites and within 90 min­
utes Tor any accident site within the continental 
U.S. Thereafter, ARAC will provide continu­
ing support on an hourly basis until termination 
of the emergency. For nonsupported sites, very 
simple geographic background maps will be dig­
itized in real time, whereas supported sites have 
the advantage of customized, detailed site maps. 
The graphical displays currently transmitted via 
high-speed telecopier will be replaced by the use 
of the ARAC site system. 

A R A C Products 
The ARAC products include graphical pro­

jections (contour patternr) of the location and 

levels of surface contamination and the potential 
radiation dose to people exposed to the result­
ing radioactive cloud. The initial radiological re­
sponse force uses these projections to help assess 
the potential impact of the accident and to iden­
tify areas that the radiological survey teams will 
investigate. 

Table 2 lists the atmospheric dispersion 
models thai are presently used in the ARAC 
service. A brief description of each model is 
provided in the Summary of Modeli..^ Capa­
bilities section. The large scale global mod­
els 2BPUFF, a special version of PATRIC, and 
the KDFOC fallout model are used primarily 
for assessments associated with nuclear yields 
such as atmospheric tests of nuclear weapons. 
The MATHEW/ADPIC, PATRIC, and Gaus­
sian (Continuous Point Source (CPS) and In­
stantaneous Point Source (IPS)) models are used 
for regional assessments, e.g., nuclear power 
plant accidents or nuclear weapons accidents in­
volving the high-explosive dispersal of radioac­
tive material. Because the MATHEW/ADPIC 
model is used for the majority of assessments, 
it will be used in this report to illustrate the 
ARAC products (Lange, 1984; Peterson and 



Figure 3. Graphical display of terrain data for the San Francisco Bay Area. 

Lange, 1984; Rodriguez and Rosen, 1984) that 
may be generated in the unlikely event of a nu­
clear weapons accident at a military facility. WP 
used a fictitious Air Force Base (Radnor) to sim­
ulate the following sequence of events: 

1. Notification of the National Military 
Command Center (NMCC). 

2. Notification of ARAC. 
3. Initial Gaussian IPS calculation—avail­

able within 2-3 minutes from the site system. 
4. Initial ARAC calculation—available 

from the ARAC center within 15 minutes af­
ter notification (contingent upon hardware up­
grade). 

5. Advanced ARAC calculation—available 
from the ARAC center within 45 minutes after 
notification. 

Figure 4 illustrates the initial MATHEW/ 
ADP1C calculation available to the Incident Re­
sponse Force (IRF) on-scene commander from 
the ARAC center approximately 15 minutes af­
ter notification. This assessment assumes that 
all of the plutonium involved in the accident 
was aerosolized according to high-explosive det­
onation scenarios, which relate to an assessment 
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Table 2. ARAC operational dispersion models. 

Model 

Global 
Scale 

20,000 km 

Synoptic 
Scale 

- 2,000 km 

Regional 
Scale 

~ 200 km 

Meso 
Scale 

- 20 km 

Simple 

Intermediate 

Complex 

2BPUFF 

PATRIC 

Gaussian 

2BPUFF MATHEW/ADPIC MATHEW/ADPIC 
KDFOC2 KDFOC2 

PATRIC MATHEW/ADPIC MATHEW/ADPIC 

RADNOR A F B NUWAX TRNG (HE DET S C E N A R I O ) 
INTEGRATED FROM 9JANB4 1300Z TO 9JAN8A I 400Z 50 YR LUNG DOSE 

PU239 DOSE EXPOSURE ACTION LEVELS MAXIMUM: 396.05 REJJT 

> 150 REM 
! IMMEDIATE ACTION REQUIRED, RESPIRATOR PROTECTION 
REQUIRED, RECOMMEND SHELTERING OR REMOVAL 

AREA (SO KM) 
0.58 

V.- .. ' PROMPT ACTION REQUIRED. RESPIRATOR PROTECTION 
25 REM REQUIRED, CONSIDER SHELTERING OR REMOVAL 

5 REM 
! RESPIRATOR PROTECTION REQUIRED, 

SHELTERING 
RECCMMEND 

2 7 . 9 5 

Figure 4. Initial MATHEW/ADPIC calculation available to the emergency-response manager in 15 
minutes. 
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RADNOR AFB NUWAX TRNC (HE DET SCENARIO) 
INTEGRATED FROM 9JANB4 1300Z TO 9JAN84 1500Z 50 YR LUNG DOSE 

DOSE EXPOSURE ACTION LEVELS MAXIMUM: 182.93 REM 
! IMUFniATF ACTION RFOlllRFn, RFSP1RATOR PRDTFCTION AREA (SQ KM) 

0.02 > 150 REM REQUIRED. RECOMMEND SHELTERING OR REMOVAL 
AREA (SQ KM) 

0.02 
^ ..-..• o-i PROMPT ACTION REOUIRED. RESPIRATOR PROTECTION 

1 .89 > 25 REM REQUIRED. CONSIDER SHELTERING OR REMOVAL 1 .89 
•RESPIRATOR PROTECTION REQUIRED. RECOMMEND 

16.44 > 5 REM SHELTERING 16.44 

Figure 5. Complete MATHEW/ADP1C calculation for projected lung dose available to the emergency 
response manager in 45 minutes. 

for a "maximum-credible" accident. This assess­
ment does not explicitly include the effects of ter­
rain but does retain the three-dimensional char­
acteristics of the wind field. While performing 
the initial assessment, we are developing more 
complete meteorological and source term data 
bases for the advanced assessment, which is avail­
able to the IRF commander within 45 minutes 
after notification. This assessment, shown in 
Figs. 5 and 6, is based on the full capability of 
the MATHEW/ADPIC model. Additional as­
sessments are produced (usually hourly) as long 
as needed. The projected lung dose due to the 
inhalation of plutonium particles by individuals 

exposed to the radioactive cloud (see Fig. 5) as­
sist the IRF on-scene commander with evalua­
tion of the potential hazard to the general pub­
lic until comprehensive radiation measurements 
and bioassays can be performed. Action levels 
of 150, 25, 5, and 0.5 rem are used to provide 
general guidance for any protective actions that 
might be required. Figure 6 illustrates projected 
surface contamination levels that are used for es­
tablishing access to the contaminated areas and 
for clean-up if required. Action levels of 600, 60, 
6, and 0.2 /iOi/m 2 are the general guidelines for 
ground contamination. Note also that the figures 
include a 2000-ft circle centered on the accident 
site. It denotes a generic high-explosives frag­
mentation radius. A distance scale is included on 
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RAONOR AfB NUWAX TRNG (HE DET SCENARiO) 
DEPOSITION FROM 9JAN84 13O0Z TO 9JAN84 1500Z CUMULATIVE DEPOSITION 

PU239 SFC DEPOSITION ACTION LEVELS MAXIMUM: 414,63 U C T 7 M 2 
. w^v : a si IPFRV i<Vn ARFA, ISSUE SHELTERING INSTRUCTIONS 

60 UCI/M2 CONSIDER CONTROLLED EVACUATION 2-14 DAYS 
AREA (SQ KM) 

0.31 

6 UC 
_ J4 RESTRICTED AREA, RESPIRATORY PROTECTION NOT REQD 
/M2 ACCESS ON NEED ONLY. CONTROLLED EVAC. POSSIBLE 2. 75 

>0.20 UClTMZ 
EXCEEDS EPA SCREENING CRITERIA 

53.04 

Figure 6. Complete MATHEW/ADPIC calculation for ground contamination available to the emer­
gency response manager in 45 minutes. 

the lower right side of the plot, and the squares 
situated in the lower left corner of the plot refer 
to the computational grid size that the ARAC 
assessor uses for quality control purposes. 

These examples illustrate how the ARAC 
products have been tailored for the user. Assess­
ments of incidents at DOE facilities or nuc'ear 
power plants have a different format and require 
a different interpretation. Experience gained by 
the ARAC staff over the past 11 years has shown 
that the assessment products need to be designed 
to meet the requirements of the users. 

Requirements for Rece iv ing the 
A R A C Service 

To provide the ARAC services to a facil­
ity, several data bases must be prepared. To­
pographical and geographical information are 
required to establish the MATHEW/ADPIC 
model grid on which all the ARAC products are 
plotted. The standard ARAC site data base 
is a 200-km-square area centered on the facil­
ity of concern. The grid is divided into cells, 
each 0.5 km on a side. The terrain elevation 
of the bottom of each cell is obtained from the 
U.S. Geological Survey (USGS) digital terrain 
elevation data products. From this large grid 
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Figure 7. Example of cellular terrain structure used by the MATHEW/ADPIC model. 

a model subgrid can be generated for any sub-
region of 40 x 40 cells. Figure 7 is an exam­
ple of the cellular terrain structure on the bot­
tom of the three-dimensional model grid. Ter­
rain da ta for the continental U.S. is resident on 
the ARAC computer system at 0.5 km resolu­
tion. The geographical information (i.e., water 
bodies, rivers and streams, roads and railways, 
urban areas) and associated names are digitized 
from the USGS 1:250,000 base maps. More de­
tailed features specific to the facility of concern 
are taken from local site maps. The geographic 
features are used for reference points and are dis­
played on all ARAC plots (see Figs. 4-6). Once 
the 2O0-by-200 km master da ta base is estab­
lished, any smaller subgrid map may be selected 
for a particular assessment. 

Information is also needed in regard to the 
facility's operations and handling activities, in­
cluding the "most probable" and "maximum 
credible" accident scenarios. This is used to set 
up "default" model input parameter files. These 
default files include data related to potential 
source terms (types of material at risk, particle 
size distribution, potential release rates, emission 
geometry, i.e., release height and stack charac­
teristics, if applicable) and possible accident lo­
cations. The location and type of meteorological 
da ta available in the immediate vicinity are also 
included. Whereas ARAC acquires weather data 

routinely from the AFGWC and the National 
Weather Service (NWS), additional data from 
air-quality management districts, nearby indus­
tries, or local airports may prove very useful dur­
ing an accident. 

For sites judged by the ARAC staff to be de­
ficient in meteorological data coverage, a weather 
tower needs to be installed at the site. ARAC 
technicians provide assistance in siting and in­
stalling such a tower, but site personnel are 
responsible for its operation and maintenance. 
Towers may be located on or near buildings, as 
long as the wind flow is representative of the free 
air flow and is not significantly altered at the 
sensor height. 

The key measurements used by the ARAC 
models are wind speed and wind direction. 
While just about any anemometer and wind vane 
may be used, ARAC has standardized the use of 
two systems: one manual and one automated. 
These systems were chosen because of their sen­
sitive response to low winds, durability, and cost 
effectiveness. The manual system (Fig. 8) pro­
vides a digital display of date and time, wind 
speed and direction, indoor and outdoor temper­
ature, and barometric pressure. The measure­
ments are automatically updated on the display 
once per minute. All values are instantaneous 
except wind speed, which is averaged over each 
minute. In order for ARAC to use these data 
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Figure 8. Supplemental meteorological data acquisition system. 

in an accident situation, they must be read from 
the display and manually entered into the ARAC 
site system or called to the ARAC center over the 
telephone. 

The automated meteorological data-acquisi­
tion system collects 15-minute-averaged wind ve­
locity and temperature data in a microprocessor 
at the base of a 10-m tower (Fig. 9). It has two 
computer telephone modems' one is connected to 
the site system, and the other may be accessed 
directly from the ARAC center for redundancy. 
The site system is capable of collecting meteoro­
logical data in real time from up to nine levels 
on each of three separate towers. The standard 
installation records wind speed, wind gust, wind 
direction, temperature, and standard deviation 
of wind direction on each tower level. The 10-m, 
single-measurements-level tower, shown in Fig. 9 
costs about $8,000 plus installation costs. 

Training is provided for the site emergency 
preparedness personnel in order to help them 
operate the site system and use the ARAC as­
sessments during an emergency. The ARAC 
staff periodically conducts a two-day training 
course that provides the foundation and funda­
mentals of the service. Trainees receive instruc­
tions on how an ARAC assessment is made, prac­
tice working with ARAC on an example accident 
(both with and without the use of the site sys­
tem), and guidance through the interpretation of 
the ARAC model products. This course is only 
the beginning of the training program, as ARAC 
routinely participates in exercises at numerous 
facilities in order to keep the ARAC services vi­
tal and available for an immediate and efficient 
response. 

Organizations Receiving A R A C Services 
Four federal agencies presently receive direct 

emergency response support from ARAC, and 
six states have worked with the ARAC service 
on accidents, exercises, and joint participation 
projects. Two federal agencies, DOE and DOD 
Defense Nuclear Agency (DNA), are the major 
users of the service. 

The DOE has provided funds for the initial 
ARAC development and operations for the past 
11 years. The service is used for many offices of 
the Department that deal with radioactive ma­
terial. These offices include: 

• Facilities at Lawrence Livermore Na­
tional Laboratory, Sandia National Laboratory 
(Livermore), Savannah River Plant, Mound Fa­
cility, Rocky Flats Plant, and Pantex. Addi­
tional facilities are expected in the future. 

• Nuclear Emergency Search Team 
(NEST). 

• Accident Response Group (ARG). 
• Joint Nuclear Accident Coordinating 

Center (JNACC). 
• Emergency Operations Center (EOC). 
• Radiological Assistance Protection 

(RAP) Offices. 
The DOD has largely funded the present ex­

pansion of the system and facilities to provide the 
ARAC service to the following organizations: 

• Facilities at approximately 44 nuclear-
capable facilities. 

• Major Armed Services Commands. 
• National Military Command Center 

(NMCC). 
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Figure 9. Automated meteorological measurements system. 

• Joint Nuclear Accident Coordinating 
Center (JNACC). 

The Federal Aviation Administration 
(FAA) has used the ARAC service to assess the 
potential radiation doses to passengers and crews 
of aircraft flying in or near airborne radioactive 
material. Originally the service was used in the 
event of Chinese nuclear weapons tests in the at­
mosphere; however, ARAC advisories were also 
issued to the FAA during the TMI accident for 

aircraft flying in and out of the Harrisburg air­
port. 

The Nuclear Regulatory Commission re­
quested and used the ARAC service as an emer­
gency response resource in a major federal field 
exercise. Since this exercise, plans have evolved 
to include the ARAC service as a resource for the 
Nuclear Regulatory Commission for accidents in­
volving civilian nuclear facilities. For example, 
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they recently called for ARAC's assistance dur­
ing the release of S F 6 from a nuclear facility lo­
cated in Gore. Oklahoma. 

The ARAC has worked with the states of 
New York, California, Pennsylvania, Virginia, 
Florida, and Texas. A continuing cooperative 
venture with New York State has resulted in the 
transfer of selected ARAC models to its com­
puter system (Gotham, Krawchuck, and Ma-
tusek, 1985; Krawchuk, Grotham, and Matusek, 
1985). Most work with the other states has 
been assjciated with joint involvement in exer­
cise planning and execution, an activity that is 
expected to increase in the future. 

In addition to providing an emergency re­
sponse service to U.S. government agencies, the 
ARAC staff has worked with scientists from sev­
eral foreign countries to help them develop emer 
gency response plans. This work has included 
the transfer of the ARAC computer modeling 
and accident-response-system technology and co­
operation on studies of mutual interest. The Ital­
ian Ente Nazionale Energie Alternative (ENEA) 
began working with ARAC personnel in the early 
1980s to move the MATHEW/ADPIC computer 
codes to their emergency response computer sys­
tem. Since that time, an ongoing cooperative 
research and technology exchange program has 
continued at a moderate levpl (Gudiksen et al., 
1983, and Dickerson and Caracciolo, 1986). The 
Japan Atomic Energy Research Institute imple­
mented these computer codes on their emer­
gency response system in 1982 (Asai et al., 1982). 
The Swedish National Defense Research Insti­
tute moved the codes to one of their facilities 
in 1983. More recently, the Korean Advanced 
Energy Research Institute has received copies of 
these computer codes and is installing them on 
their computer system. Other studies are ongo­
ing with the United Kingdom, Israel, and Spain. 

Future Directions 
In the operations area, sites are being added 

to the system this year and personnel from each 
site will attend training courses at LLNL. Ex­
ercise participation will continue with the sites 
and with DOE and DNA headquarters, as will 
installation of site computer systems and meteo­
rological towers. For the remainder of 1985, the 
major systems development effort will be focused 
on transferring the MATHEW/ADPIC models 
from the LLNL computer center to the ARAC 
computers. This task, expected to be completed 

during FY 1986, will permit the ARAC opera­
tions staff to become much more involved in exer­
cise participation with each site without causing 
a severe impact on the LLNL computer center. 

The AEROS is capable of being expanded 
as needs arise. New data bases can be devel­
oped to increase the responsiveness and quality 
of the system. Now a substantial effort is be­
ing invested in the development of a continental-
scale geographic or base-map data base to match 
the existing topographic da ta base. In the future, 
comparable demographic and land use data bases 
will be required, particularly as chemical acci­
dents ascend to higher levels of importance with 
responsible government agencies. Extensive ra­
diological dose conversion-factor data bases are 
also in the process of development for both the 
external and internal dose pathways. Compa­
rable data bases need to be developed for the 
chemical/toxic materials hazards area. Future 
applications of ARAC may range from biologi­
cal substance releases to dust clouds produced 
by volcanic eruptions. Thus, the long range goal 
of ARAC is to provide a national capability for 
emergency response to a wide range of potential 
accidental releases of hazardous materials into 
the atmosphere. 

Research will begin on the development of 
operational time-dependent models for forecast­
ing the wind and temperature fields on the scale 
of 100 to 200 km. The models will be used 
to forecast consequences in time ranging from 
6-12 h. The models will be used in conjunc­
tion with the existing MATHEW model to im­
prove the ARAC capability to assist emergency-
response managers plan protective measures for 
long-term events or events that involve the incip­
ient release of hazardous materials. 

A R A C Response to 
Chernobyl Reactor Accident 

On April 26, 1986, a nuclear rector at the 
Chernobyl energy complex, near Kiev in the 
U.S.S.R., suffered a major accident. Two days 
later, fission products were detected in Sweden 
and Finland. It was later confirmed by the Soviet 
Union that an accident had, in fact, occurred. 

Once the magnitude of the accident began 
to unfold and the time of the accident initiation 
was estimated as 00Z G.m.t. April 26, 1986, it 
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was apparent that ARAC had the necessary re­
sources and capabilities to respond to the acci­
dent; however, these capabilities were not inter­
faced to provide a realtime assessment of poten­
tial impacts on public health on a space scale of 
2000 to 3000 km for a surface release. Once mete­
orological data were received from the AFGWC, 
we calculated normalized air concentration and 
ground deposition of 1-131 and Cs-137 for Scan­
dinavia. These calculations were used in con­
junction with measurements of 1-131 and Cs-137 
taken in Scandinavia to estimate that approxi­
mately 50% of the volatile radionuclides were re­
leased in a surface cloud over a period of several 
days. We also estimated, based on measurements 
and comparison with the Windscale accident in 
1957, that less than 1% of the refractories es­
caped from the reactor. 

An upper level cloud, based on the initial 
explosion and fire, was established between 800-
4200 m in the vertical. This cloud contained 
the fission material that was detected first by I-
131 measurements in rainwater in Japan within a 
week of the accident initiation and 3 days later in 
the western U.S. Measurements of 1-131 in milk 
in the U.S. were within factors of 2 to 3 to our cal­
culations. These measured values were over an 
order of magnitude below the lowest Food and 
Drug Administration protective action guideline 
for milk. 

Figure 10 shows 1-131 inhalation dose esti­
mates for adults after 48 hours for eastern Eu­
rope and Scandinavia based on the estimated 
low-level, four-day source term for 1-131, i.e., 
36.8 x 10 6 curies. The two main branches of 
the cloud moved first toward Scandinavia during 
the first two days and also over Poland toward 
northern Italy during the next two days. Later 
estimates show the material also moving south­
ward over Kiev toward Romania, with additional 
material moving to the east of Chernobyl. Our 
dose estimates show no serious consequences out­
side of the Soviet Union, with the possible excep­
tion of northeastern Poland. A more complete 
report describing the early ARAC response is 
in progress ("ARAC Response to the Chernobyl 
Reactor Accident," Dickerson et al.). In the fu­
ture, we plan to expand our calculations to west­
ern Europe and also calculate the close-in dose 
with more resolution in the concentration field. 

Environmental Consequences 
of Nuclear War 

Introduction 
The LLNL study of the environmental conse­

quences of nuclear war is a multi-divisional effort 
of several tasks, ranging from source emissions to 
atmospheric sciences to biological and ecological 
effects. Staff to develop estimates of the regions 
and fuels affected by the nuclear explosions and 
fires are drawn from the Mechanical Engineering 
Department (S. W. Rang, T. Reitter), the office 
of the Associate Director at Large (G. Bing), and 
DNA staff on assignment at LLNL (R. Wittier). 
Study of the biological and ecological effects is 
performed by the Environmental Sciences Divi­
sion (L. Anspaugh, J. Kercher). Description of 
these aspects, although not atmospheric sciences, 
are included in this report to provide a more 
comprehensive picture of LLNL research in this 
area and because G-Division staff participate in 
coordinating the entire program. 

In the following sub-sections, significant 
questions in each area are first described, and 
then the status of research on them and the re­
maining questions are summarized. 

Research Reports by Task 

Scenarios and Targets. The goal of this task 
is to develop the ability to consider specific sce­
narios in order to estimate the amount of fuel 
that might be subjected to fires for any given 
scenario. Most previous estimates of smoke emis­
sions have been developed without consideration 
of a detailed list of plausible targets and their 
co-location with potential fuel (i.e., cities, fuel 
storage areas, etc.). Instead, for example, it has 
sin-ply been argued that a significant number of 
military targets will be located within or near 
cities, and that, therefore, a significant number 
of cities will burn. Estimates of average fuel load­
ings have then been used to generate estimates 
of smoke production. We are analyzing whether 
this procedure is appropriate. If, for example, 
many of the plausible targets are close together, 
the area subjected to burning would be reduced 
by overlap of the initially ignited area from each 
explosion. Also, some targets may be close to 
high fuel-load areas if they are next to a major 
city, whereas others might be located in areas in 
which the fuel load is below the average (e.g., 
along rivers and bays). 
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Figure 10. Estimated adult thyroid 1-131 inhalation dose, 00 G.m.t., April 28, 1986, 48 hours after 
the beginning of the Chernobyl accident. 

Last year, we dev sloped the computer soft­
ware necessary to calculate a nuclear scenario 
that associates targets with specific urban areas 
subject to fire ignition. We have also obtained 
a population data base for the United States. 
We expect to receive a da ta base that assigns 
fuel loading by target category for selected tar­
get types. We will use them to study the rela­
tionship of population density to distributed fuel 

loading (e.g., residential and commercial struc­
tures), which would provide a capability for de­
veloping estimates of the fuel subject to burning 
for particular scenarios. On a longer time scale, 
we hope to use existing climatological data to al­
low us to consider the likelihood of clouds and 
precipitation near targets and their potential ef­
fect on ignition fluence area. 
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Analysis of Fuel Load Available to B u m . 
We have examined a variety of sources to try to 
bound the estimates of the total amount of fuel 
available to burn in a typical city area. This 
analysis has led us to believe that estimates of 
fuel loadings from civil defense studies done in 
the 1960s may be too low by a factor of two. 
Our analysis will be checked by work that we 
are supporting at the University of California at 
Santa Barbara. 

More importantly, however, we have looked 
at the total amount of fuel available in potential 
combatant nations. We have just completed a 
study that provides estimates of the total com­
bustible material in all residential and nonresi­
dential buildings in the 23 North Atlantic Treaty 
Organization (NATO) and Warsaw Pact (WP) 
countries. Separate estimates for the NATO and 
WP are included of asphalt in roofs and paving | 
and of accumulations of plastics, synthetic fibers, 
and rubber in tires. Estimates of vulnerable 
crude oil and liquid petroleum product stocks 
have also been made. Total combustibles, not 
including wildland and agricultural fuels, are es­
timated to be approximately 7,700 teragrams 
(7.7 x l O 1 5 g) of which about 1,300 teragrams are 
petroleum or petroleum-derived products. This 
total combustible inventory is one-half or less of 
the implied total combustible inventories in other 
recent studies. If all of the material were exposed 
to nuclear war ignition conditions, from 70 to 200 
teragrams of smoke could be injected into the at­
mosphere, assuming the same smoke generation 
parameters used in other studies. The amount 
of smoke produced in a "realistic" nuclear war 
would be substantially less. 

Fire-Initiation and Spread . The goal of this 
research is to define, for a few specific urban ar­
eas, how much fuel might be subjected to fire 
for specific targets and scenarios. We want to 
know, for example, if fire-spread might be sig­
nificantly curtailed if sufficiently large firebreaks 
were present. An additional goal is to define 
the time history of heat release rates, so that 
they could be used to calculate injection heights 
for smoke as determined in the large-scale dy­
namics associated with the fire (See section enti­
tled "Fire-Plume Dynamics: Injection Height of 
Smoke," below.) 

During FY1984, we obtained a code that 
t reats many of these processes. Studies were first 
performed for a uniform-city in which all tracts 
and all buildings were identically spaced and had 

utiiform fuel loadings. The code was analyzed 
fur its sensitivity to variations in input param­
eters. This year, we have applied the code to 
study the possible behavior of fires that could 
result from attacks on San Jose, California, and 
Detroit, Michigan. These cities were rhosen be­
cause fuel load distributions were available from 
studies in 1968. Figure 11 shows the areas ini­
tially affected by fire and after 5 hours and 25 
hours Tor San Jose. Because many vacant tracts 
occur within the San Jose and Detroit grid areas, 
much smaller amounts of total fuel are "burned" 
in both Detroit and San Jose than in simula­
tions for the uniform city. We also found that 
the specific fuel loads per household in the 1968 
studies appear to be a factor of two less than 
those computed using an inventory method (see 
section entitled "Analysis of Fuel Load Available 
to Burn," above.) ' 

The results tend to show that for many tar­
get locations after 24 hours the fuel burned would 
be within 25% of the total amount of fuel within 
the initially ignited and debris area. However, 
our simulations in Detroit showed that when the 
initially ignited area was next to the center of 
the city, the total fuel consumed after 24 hours 
was about double that in the initially ignited and 
debris area. These results indicate that improv­
ing the estimates of total fuel burned in a major 
nuclear war will require study of specific target 
sets and their location with respect to fuel load 
distributions. 

1 he peak fire intensity is a much more com­
plex function of fuel load. Fire intensity varies 
in a non-linear manner with building density, for 
example, because of the dependence of the rate 
of fire spread on building density. The range of 
fire intensities computed for simulation of San 
Jose and Detroit is close to the range of inten­
sities considered in our fire plume studies (see 
section entitled "Fire-Plume Dynamics: Injec­
tion Height of Smoke," below). Our estimates 
so far do not include an estimate for the rate of 
burning of the debris area associated with each 
nuclear explosion. 

Most of the results produced so far have 
assumed that fire/wind interaction and fire-
fighting efforts can be ignored. If this is the case, 
significant spread of the fire is possible. A simple 
calculation has been done to estimate the limita­
tion to fire spread when inward-flowing fire wind 
speeds are larger than ambient values. For the 
uniform city case, the total fuel burned after 24 
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Figure 11. Areas affected by fires and blast following a 1-MT nuclear explosion rear San Jose (as­
suming 1968 development). 

hours was only decreased by about 20%, because 
the tracts involved burned more thoroughly than 
without fire and wind interaction. More work is 
needed to identify those situations that produce 
winds greater than ambient. For example, such 
winds would be expected if the fuel involved were 
greater than the 13 Tg of fuel associated with a 
direct hit on downtown Detroit. 

Fi re-Plume Dynamics: Injection Height of 
Smoke. The goal of this research is to determine 
the injection height of smoke. Originally, this 
was thought to be extremely important because 
low-level smoke injections have less climatic im­
pact than higher level injections. For a summer­
time injection, however, global climate models 
have indicated that solar heating of the smoke 
can, under some conditions, cause lofting of the 
smoke from even low levels, so injection height 
may be a less critical parameter. The height of 
injection may ba important, however, on shorter 
timescales appropriate to mixing the smoke over 
mesoscale regions in cold seasons and when there 
are also large dust injections into the strato­
sphere. 

During FY 1984, we applied an existing Lab­
oratory code to this issue. V/e found smoke in­
jection heights depend on heat release rates and 
background atmospheric conditions of tempera­
ture lapse rate, wind speeds, and moisture con­
tent. This year, we improved the turbulence 
model in this code by adding a term that de­
scribes the effect of buoyancy on turbulence. We 
compared the predictions of the code to observa­
tions c*f both the Hamburg, Germany, firestorm 
and a smaller intensity fire that occurred in Long 
Beach, California. Figure 12 shows the results 
of the Hamburg simulation. Our results com­
pare favorably to the observations over the wide 
range of intensities represented bv the Hamburg 
and Long Beach fires. Further work is necessary 
to verify the code's behavior when condensation 
is a factor in determining injection heights. 

We investigated several fire intensities and 
compared them to the injection heights assumed 
by Turco et al. (1983). We found relatively little 
injection a t stratospheric altitudes even for very 
intense fires. This conclusion differs from that 
of other modelers who have found, under rela­
tively low stability conditions, tha t up to 50% of 
the smoke may be injected into the stratosphere. 
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Figure 12. Smoke mass mixing ratios for Hamburg fire. 

Further work is needed to clarify the reasons for 
this difference. Additionally, we found that large 
amounts of condensed water form above the most 
intense fires. 

Since the code we have used does not predict 
the coalescence of condensed water droplets into 
precipitation, we cannot yet examine the effects 
of precipitation on dynamics or smoke scaveng­
ing. To address these issues, we have adopted 
a two-dimensional code, constructed by Mike 
Bradley as part of his dissertation at the Uni­
versity of Illinois (Bradley, 1985), that already 
contains precipitation physics. This code has 
been compared to known analytic solu fions for 
both linear and nonlinear mountain waves and 
has been tested against cloud and thunderstorm 
events that are similar to the scale of interest for 
smoke plumes. A species equation for smoke and 
a surface-based source of heat, smoke, and wa­
ter vapor have been added to this model. We are 
now in the process of testing this code to compare 
its predictions to those of the first code described 
above. Next, we will add parameterizations to 
describe scavenging and rainout cf smoke parti­
cles. 

We have also established a cooperative 
project to obtain ' hree-dimensional cloud-
physics code. This coue, v hich was developed by 
Klemp [of the National Center for Atmospheric 
Reeearch (NCAR)] and Wilhemson (University 

of Illinois dissertation advisor of Mike Bradley), 
is widely accentor] as a state-of-the-art numerical 
cloud model We will be transferring this code 
to the Laboratory's computers, testing it, and 
adding a species equation for smoke. Scaveng­
ing parameterizations that are developed for the 
two-dimensional code should be readily transfer­
able to this three-dimensional version. 

The possibility of rapid scavenging of smoke 
in the early fire plume stage appears to be 
the most significant uncertainty for this scale, 
because results from interactive climate-smoke 
models now show that rapid heating of the smoke 
may lift it to high altitudes, even for smoke origi­
nally injected at low levels. More work is needed 
to confirm the lofting prediction, however, since 
infrared emission (and subsequent cooling) of 
dense patches of smoke may be able to limit loft­
ing of it into the stratosphere. 

Microphysics of Smoke. The goal of this 
research is to examine the effects of microphys-
ical processes (i.e., coagulation and interaction 
of smoke with water) on smoke optical proper­
ties and lifetime. During FY 1984. -ve developed 
a code to calculate changing size iistributions 
of smoke particles due to coagulation. Initial 
studies showed that significant changes in opti­
cal properties due to coa' -.lation within the early 
plume were not expected. However, we found 
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that , on time scales appropriate lo the global 
scale, coagulation could significantly alter both 
the size distribution and optical characteristics 
of ' he smoke aerosols (assuming spherical parti­
cles). This work has been extended this year to 
examine the continuous effects of coagulation on 
scales from the initial fire plume to the mesoscale 
and global scale. A variety of cases have been 
modeled to examine the effects of different initial 
size distributions and absorption characteristics. 
For highly absorbing smoke (i.e., characterized 
by a refractive index of 1.75-0.3 i), the smoke 
optical absorption coefficient decreases to about 
70% of what Turco et al. (1983) assumed would 
occur in 10 days. This coefficient (about 2 m 2 / g ) 
is similar to that recommended in the 1985 Na­
tional Research Council report. For less absorb­
ing smoke (refractive index equal to 1.53-0.05 i), 
the absorption coefficient after 10 days is close to 
1.2 m 2 /g—less than the recommendation in the 
1985 National Research Council report. There 
is a n;-i a to examine whether these predictions 
are really appropriate for smoke—it may be that 
most of the carbon within the smoke remains 
in the form of branched chains of agglomerated 
smaller spheres. In this case, the absorption be­
havior may be more like that of the smaller in­
dividual spheres than like a single large sphere 
(see section on optical properties). Experiments 
in large fires are being planned by the national 
re<u ±rch program to help define the optical char­
acteristics of the smoke, if properly conducted. 

We have also looked at smoke coagulation 
that might occur as the result of larger debris 
swept up in the plume by the high winds asso­
ciated with firestorms. Our study showed that 
if dust and debris concentrations were as high as 
expected in dust storms, rapid coagulation might 
take place. Optica! extinction of the smoke un­
der these conditions could decrease by about a 
factor of two as the smaller particles become at­
tached to the micron-sized debris particles that 
tend to be rapidly removed from the atmosphere. 
The existence of such high concentrations of de­
bris particles is speculative, however. Their con­
centration would depend on the -ype of surface 
debris that might form after the explosion and its 
interaction with the wind. If high concentrations 
of dust and other materials are lofted, significant 
coagulation would be expected in the fraction of 
fires that might bec~.ne firestorms. 

We have started to develop a code that cou­
ples coagulation of smoke particles, warm-rain 

microphvsics, and scavenging of smoke. One 
mechanism for smoke removal, neglected in pre­
vious studies, is ihe incorporation of smoke into 
raindrops by nucleation-scavenging. This mech­
anism involves water condensing on the smoke 
particle itself. The degree to which this occurs 
depends on the size of the particle, its shape, its 
chemical composition, and the level of supersal-
uration reached in a rising air parcel. We have 
just started to use this code to examine the data 
from part of our contract with Desert Research 
Institute (DRI). The DRI has measured signifi­
cant quantities of condensation nuclei in smokes 
produced in their laboratory. We will need to 
couple this model to a plume-code in order to 
realistically examine scavenging. However, we 
have found that if small supersaturations are 
reached within the rising plume and if smoke has 
at least some soluble material associated with it, 
approximately 50% of the aerosol particles and 
90% of their mass will be incorporated into cloud 
droplets. Further study is needed to examine 
whether rain would develop and carry the parti­
cles to the surface. 

The DRI is examining the ability 0 f smoke 
particles from a variety of fuels to act as conden­
sation nuclei. During FY 1985, they developed 
a procedure to make smoke from an acetylene 
source, an oil fire source, and a paraffin source. 
They also examined evaporated oil and paraf­
fin and reported initial results in March 1985. 
The results showed significant numbers of cloud 
condensation nuclei from smokes (e.g., acetylene) 
that originally were thought to be hydropho­
bic. Since that time, they have concentrated 
their effort on developing procedures to allow ag­
ing of smoke in their iarge cloud chambers and 
on developing instrumentation to measure size-
segregated cloud condensation nuclei. This lat­
ter measurement would allow us to determine 
whether particles act as cloud condensation nu­
clei because of their large size or because they 
contain soluble components. 

Optical Properties of Smoke. During FY 
1984, we calculated the range of smoke opti­
cal properties that would result from a range 
of assumptions about the radiative character­
istics or smoke particles. We continue to re­
view literature concerned with the optical prop­
erties of nonspherical particles and sooty parti­
cles. There is a need to eva,.jate the radiative 
properties of aggregates of particles of different 
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optical characteristics because some smoke par­
ticles are primarily branch-chained aggregates of 
smaller solid parti,res while others are droplets 
containing graphitic carbon, organic carbon, and 
other material. We are coupling work in this 
area to work in experimental programs to ob­
tain data about the composition and structure 
of particles from actual fires. It is expected tha t 
the DNA will support the necessary experimen­
tal (ire research and that LLNL will provide guid­
ance about which experiments would be most 
useful and relevant. With Sandia Laboratories, 
we are working on design of measurements for 
an experimental fire. They conducted an ini­
tial oil pool fire experiment in February 1986; 
another experiment is planned for August 1986. 
These should provide crucial data, because re­
finery fires may be a significant source of sooty, 
light-absorbing smoke. 

There is also a need to develop computation­
ally efficient subroutines that can account for the 
change in radiative properties of smoke as the 
particles evolve in time. Current computations 
are limited because they assume the optical prop­
erties of the small and large particles within our 
GRANTOUR/OSU model do not change from 
their originally specified values. The effect of 
changes in size distributions within these two 
particle-size bins need to be accounted for. In 
addition, efficient subroutines are needed to ac­
count for the infrared properties of smoke and 
for the changes in cloud properties as smoke be­
comes incorporated into cloud drops. 

Meso-Scale Interact ions. The goal of this 
research is to examine the interactions of dynam­
ics, smoke, and precipitation during the first few 
days following the fires. We have studied one 
hypothesis, of stormy conditions developing es­
pecially off the east coasts of continents to cause 
early removal of the smoke. We have been exam­
ining this issue in a rather crude way that still 
allows some insight into the problem. Using an 
already developed sea breeze model, we turned 
off the Sun in order to simulate blocking of so­
lar radiation by the smoke. During the first two 
days, the land surface inland of the ocean bound­
ary cooled by more than 10°F, but the cooling 
was confined to a layer that was only about 100 
m thick. Longer analysis times are necessary to 
extend the cooling to thicker layers, because ra­
diation cooling takes place at rates of only a few 
degrees per day. The thin, cold layer did not 
develop into a major storm, although low-level 

cloud or fog formation might be expected. As 
the cold air moved off the coast, it was rapidly 
warmed by the ocean, but deep clouds did not 
develop. 

Our tentative findings need further confir­
mation. We are planning to simulate the dy­
namics associated with longer term, deeper cool 
layers. There is also a need to couple the dynam­
ics of the model with smoke absorption, to add 
the effects of water condensation on dynamics, 
and to study the effects of multiple plumes and 
how quickly they may merge. 

Global-Scale Climate Modeling. During 
FY 1984, we obtained preliminary results of 
global-scale climate modeling with the first cli­
mate model that interactively coupled smoke ab­
sorption and spreading of the smoke by dynam­
ics. These results were obtained by coupling 
our Lagrangian parcel advection code, GRAN-
TOUR, to the Oregon State University two-level 
tropospheric general circulation model (OSU 
GCM). During FY 1985, we refined the smoke 
transport and removal algorithms and further 
analyzed the results. In particular, convective 
mixing of smoke was made consistent with the 
treatment of moist convection in the GCM. The 
scavenging mechanism was evaluated and im­
proved. A parameterization for particle coagula­
tion was added which, because of the small scav­
enging rates assumed for the sub-micron parti­
cles, proved to be the dominant removal process 
for sub-micron particles during the first week fol­
lowing a large smoke injection. This parameter­
ization needs further evaluation, especially since 
it is a process not now being treated by other 
modeling groups. The new smoke solar radia­
tion code was vectorized, resulting in a three-fold 
increase in the model integration speed, which 
had been significantly slowed when smoke was 
introduced. With these refinements, a new se­
ries of experiments was performed for January, 
March, and July meteorological conditions, as­
suming injections of 150 Tg of smoke. (Some of 
these results were presented in the May 1985 is­
sue of Energy and Technology Review of LLNL.) 
For July, 50 Tg and 450 Tg injections were also 
performed. Analysis of model results has indi­
cated that, as expected, the sensitivity is greatest 
for the July injection. Precipitation was identi­
fied as a particularly sensitive climate component 
(see Fig. 13), with significant reductions in land 
precipitation lasting beyond the period of surface 
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Figure 13. Zonal average daily precipitation rate for ten-day periods following Northern Hemisphere 
injection of 150 million tonne of smoke. 

cooling. This, of course, has important implica­
tions for the smoke lifetime in the atmosphere. 

In work in association with consultant 
Robert Cess of the State University of New York 
a t Stony Brook, we used a one-dimensional ra­
diative convective model (RCM), similar to that 
used by Turco et al. (1983), for detailed study of 
the climate response and to identify major forc­
ing mechanisms that would also be at work in 
general circulation models. We found that con­
vective coupling—which normally acts to deter­
mine surface and tropospheric temperatures— 
was unimportant in an atmosphere perturbed by 
smoke even for modest smoke amounts. Because 
of this, the model's response could be described 
as due to either direct surface-troposphere heat­
ing or direct surface cooling. These two processes 
could produce quite unusual time-dependent be­
havior. For example, the short-term response 
to a given smoke injection could be one of cool­
ing, while the long-term response could, for some 
smoke amounts, be one of slight warming. 

For non-moving smoke, we also investigated 
how the climate response would vary as a re­
sult of smoke amount, vertical distribution of the 
smoke, and the initial synoptic conditions that 
prevail at the time of smoke injection. Figure 14 
shows the dependence of temperature response 
on the absorption optical depth of the smoke 
(an absorption optical depth of 1 covering the 
Northern Hemisphere is about equal to 100 mil­
lion tonnes of smoke). Quite clearly the response 
is very sensitive *-o decreasing the smoke amount 
below values typically suggested. At the present 

time, we are completing a study of the effects of 
smoke-laden water clouds (dirty clouds) on the 
climate response. It appears that such clouds 
evaporate due to solar absorption, thereby al­
lowing more solar radiation to reach the surface, 
but providing less infrared (IR) feedback. 

As part of the Physics Department's Institu­
tional Research and Development general circu­
lation modeling program, the NCAR nine-level 
Community Climate Model (CCM) was trans­
ferred and adapted to our computer system. As 
part of the Laboratory's study of the environ­
mental consequences of nuclear war, this model 
has now been coupled to GRANTOUR and pre-
liminry experiments have been run. Modifica­
tion to the radiation subroutine to include the 
IR effects of the smoke particles was done by 
Curt Covey of the University of Miami during 
a three-month visit to LLNL. This feature will 
be important, because the enhanced downward 
IR radiation from thick smoke patches at early 
times could moderate surface cooling, and be­
cause the enhanced IR emission by the particles 
could limit lofting of the smoke into the strato­
sphere. Finally, a delta-Eddington formulation 
for solar radiation, similar to that adapted to 
the OSU two-level model, has been prepared for 
the NCAR CCM (also by Curt Covey), thereby 
allowing treatment of the effects of scattering by 
smoke and dust particles. With LLNL support, 
scientists at NCAR have been developing and 
testing a boundary layer parameterization that 
will allow treatment of diurnal effects with the 
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Figure 14. Zonal average temperature change over land as a function of absorption optical depth. 

NCAR CCM. Results of preliminary studies in­
dicate that smoke is rapidly (within several days) 
carried into the stratosphere as a result of heal­
ing in the upper-most atmosphere. An initial 
lest run of the model, including the effects of 1R 
absorption and emission by the Tmoke particles, 
has also been performed. 

Next year, we plan to experiment further 
with the NCAR CCM on intermediate time 
scales (1 to 30 days), and with the OSU GCM 
on extended time scales (1 month to several 
years). Our preliminary experiments with the 
NCAR model leave considerable room for im­
provement. In the present coupled CCM-
GRANTOUR model, the number of parcels has 
been restricted to about 20,000 (i.e., the global 
atmosphere has been divided into 20,000 equal 
mass parcels of air). Tha t is too few to rep­
resent the distribution of smoke with the same 
accuracy as the meteorology is treated in the 
NCAR CCM. Modifications to GRANTOUR are 
in progress to allow several times more air parcels 
to be treated. We are now refining the smoke 
transport and removal mechanisms. So far, IR 
effects of smoke have been considered only for 
a specified uniform distribution of smoke. This 

feature will subsequently be added to the coupled 
CCM-GRANTOUR model. 

Previous modifications to the CCM left it 
unchanged from the NCAR version in the ab­
sence of smoke. The great advantage of this is 
tha t the control (no smoke) climate for the model 
is well known. However, in order to treat the ef­
fects of scattering by smoke and of enhanced tro-
pospheric stability on near-surface convection, 
modifications to the control version of the NCAR 
CCM are necessary. A new control climate will 
then have to be developed which, just as for the 
previous control climate, will differ somewhat 
from observations. Although development and 
evaluation of anew control climate will take some 
time, it is a necessary step in order to treat what 
are considered important processes. We will then 
be able to study the effects of a layer of dust 
shielding smoke from solar radiation, which may 
inhibit the lofting of the smoke into the strato­
sphere. 

In anticipation that smoke residence times 
could be several months to more than a year, 
preparations are being made for extended exper­
iments. These will necessarily involve modeling 
of the thermodynamic, and possibly dynamic, 
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aspects of the ocean mixed layer. Presently. 
G-Division has available an ocean mixed layer 
model that is coupled to the OSU two-level 
model as part of continuing experiments on the 
climatic effects of increasing C 0 2 concentra­
tions in the atmosphere. However, the OSU 
GCM specifies but does not simulate the strato­
sphere. Because experiments with the NCAR 
model (Malone et al., 1985) indicate that much of 
the smoke remaining in the atmosphere over long 
periods would reside in the stratosphere rather 
than the troposphere, a simulation of the strato­
sphere is necessary. Thus, either an interactive 
stratosphere must be added to the OSU GCM or 
an interactive ocean must be added to the NCAR 
CCM. We are presently considering how best to 
meet these requirements. 

Biological and Ecological Effects. In June 
1984, we sponsored a workshop for the purpose 
of developing a research agenda to study the bi­
ological consequences of "nuclear winter." The 
workshop goals were to define the biological is­
sues and problems, to outline the existing litera­
ture relevant to the problem, and to suggest new, 
additional research needed to gain knowledge in 
critical areas. Twenty-seven speakers/attendees 
discussed the issues over four days. At the end of 
each session, writing assignments were made for 
each participant and a chairman was designated 
for each chapter. We have been working with 
individual authors to produce a final document 
(Kercher and Mooney, 1986). 

Calculation of the long-term biological and 
ecological impacts of nuclear war is very difficult. 
The basic data to properly define initial condi­
tions (damage) do not exist, and the state-of-the-
art models needed to simulate the response of the 
modeled system do not exist. The problem of 
predicting the biological and ecological effects of 
the less severe climate changes now thought to be 
appropriate is far more difficult than prediction 
of the effects of the severe climate change first 
suggested by Turco et al. (1983). Still, it seems 
important to devote resources to study this issue 
in order to develop the capability to properly as­
sess the ultimate biological and ecological issues. 

During FY 1985, we worked on the develop­
ment of an LLNL program to study the ecologi­
cal consequences of the potential severe climatic 
consequences of a nuclear war. For this program, 
we have: 

1. Developed an outline for a national pro­
gram for an integrated assessment of the effects 
of "*nuclear winter." 

2. Suggested an LLNL assessment strategy 
involving the prediction of impacts at the or­
ganism, community, and regional level. At each 
level, additional research in either experimental 
or modeling studies (or both) is needed for re­
alistic assessment of impacts. At each level we 
have identified critical areas for LLNL to make a 
contribution: 

a. Organism level. We have negotiated 
a contract with scientists from the Univer­
sity of Wisconsin to conduct experiments on 
vegetation with simulated climate scenarios 
using a unique environment-controlled facil­
ity (Biotron). These experiments are being 
performed for a range of plant types and for 
a range in intensity of temperature and light 
regimes. 

b. Community level. We have iden­
tified an existing LLNL model for forest 
growth (SILVA) that can be modified to 
make preliminary assessments of rates of re­
covery from severe impacts. 

c. Regional level. We have initiated 
a regional modeling project to study rates 
of recovery of impacted ecological communi­
ties. 

Addit ional LLNL Studies on 
the Effects of Nuclear War 

The recent interest in the potential effects 
of smoke emissions has led to a resurgence of 
interest in all potential environmental effects of 
a nuclear war. Related studies of two potential 
effects that received earlier attention at LLNL 
are underway. 

Radionuclides. Most of our recent efforts 
on radionuclides have been inspired by our par­
ticipation in writing a chapter for the SCOPE-
ENUWAR book, Environmental Consequences 
of Nuclear War (Pittock et al., 1986). Thus, the 
work on global fallout doses was extended to take 
account of the effects of a "nuclear-winter" per­
turbed atmosphere. This was accomplished by 
using wind fields predicted by the OSU GCM 
the GRANTOUR model to carry radionuclide 
particles and to determine their lifetime in the 
perturbed atmosphere. Because the perturbed 
atmosphere is more stable and the hydrologic 
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cycle is suppressed, atmospheric lifetimes arc in­
creased and global fallout doses decrease about 
15%. Fallout doses were predicted for sum­
mer and winter conditions and the results from 
GRANTOUR were compared to th ose of the 
GLODEP2 code, which had been previously cal­
ibrated on the fallout doses that occurred during 
the atmospheric testing in the 1960s. 

Local fallout doses are being predicted us­
ing the KDFOC2 code. Apparent differences be­
tween our code and the traditional approach have 
been resolved. We are now starting to develop 
local fallout estimates for the continental U.S. in 
a study supported by the DNA. Data base devel­
opment and scenario runs are needed to complete 
this work. 

Atmospheric Chemistry. There is concern 
about the effects and impacts of chemical emis­
sions from both the explosion and from the fires. 
Work in this area was also inspired primarily by 
the invitation to participate in writing a chap­
ter for the SCOPE-ENUWAR document. In the 
book, our earlier results were summarized, and 
our emissions estimates were compared to those 
in the National Research Council (NRC, 1985) 
report. Apparently a great deal of confusion 
still exists about emission rates for noxious gases 
from fires. Back-of-the-envelope calculations in­
dicate that local concentrations of pollutants 
such as CO could get very high in some areas. 
Improved calculations are needed and being con­
sidered as part of the Labortory's on-going stud­
ies of the environmental consequences of nuclear 
war. Ozone production in the lower atmosphere 
(smog) does not appear likely on a global scale, 
although further work is needed. Predictions 
are very difficult at the present time, because 
of the uncertain role of heterogeneous chemi­
cal reactions between gas-phase products and 
smoke. Under certain assumptions about these 
reactions, wide-scale ozone production could oc­
cur after the smoke begins to clear. Real progress 
on these issues will probably occur only after 
the chemistry of the troposphere is better un­
derstood, which may take several years of basic 
research. 

As part of the SCOPE/ENUWAR project, 
we also have recalculated potential stratospheric 
ozone depletion, although not yet for the case of 
a climatically perturbed atmosphere. In our cli­
matically unperturbed atmosphere, the effect of 
nuclear war on stratospheric ozone has become 
less over the last decade as yields Df weapons 

have declined. Smoke, its subsequently induced 
warming and transport in the stratosphere, may, 
however, cause increased depletion of ozone. Ad­
dition of interactive chemistry to global models is 
needed and may be included in the Environmen­
tal Consequences program in the coming year. 

R e g i o n a l M o d e l i n g 

Research in Progress 
The goal of this research is to develop the ca­

pability to accurately predict the transport and 
diffusion of pollutants over complex terrain in 
the planetary boundary layer. In order to do 
that , we must be able to accurately model the 
evolution of the wind, temperature, and turbu­
lence fields, and the pollutant concentration. To 
meet this objective, we have continued to develop 
and refine our two- and three-dimensional, time-
dependent, non-hydrostatic computer models so 
that they generate accurate though approximate 
solutions to the governing primitive equations. 

Our modeling effort is unique in that we 
solve the non-hydrostatic equations of motion 
via the finite-element method. By using the 
non-hydrostatic equations, we can simulate a 
wider range of situations such as non-hydrostatic 
lee waves or afternoon thermal convection than 
would be possible with the hydrostatic assump­
tion. With the finite-element method we can 
also extend the range of situations that we can 
simulate because it approximates geometrically 
complex domains accurately and easily. Further­
more, the ease with which differential zoning can 
be used in this method allows us to use fine zon­
ing only where necessary, such as regions of high 
gradients either in the boundary geometry or the 
solution fields. 

Currently, we have two related computer 
models that are used in these studies. The first 
model, developed with partial support from the 
Division of Environmental Control Technology 
of DOE, is directed primarily toward the sim­
ulation of the atmospheric dispersion of heavier-
than-air gases. This model uses a set of gen­
eralized anelastic governing equations that pre­
cludes acoustic waves yet permits the large den­
sity changes often seen in these cases. This code 
can also solve the more restrictive Boussinesq 
equation set as an option. The second model 
is directed toward simulations of the dispersion 
of passive pollutants in the planetary boundary 
layer. These simulations often involve flows that 
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Figure 15. Horizontal velocity vectors at 75 meters above the ground developed by two hours of 
surface cooling in a neutral atmosphere initially at rest. 

interact with complex topography, such as forced 
flow over hills or katabatic flows due to the cool­
ing or heating of irregular surfaces. This model 
uses a set of Boussinesq equations and includes 
the constant rotation Coriolis acceleration. 

Because both of these models are subject to 
continuous development, we have continued our 
program of model verification to assure that the 
enhancements do, in fact, increase the models' 
accuracy and cost-effectiveness. We use vari­
ous comparisons to measure and evaluate their 
performance: (1) comparison with analytic solu­
tions (rare), (2) comparison with other numer­
ical results for well-defined problems, (3) com­
parison with laboratory-scale controlled exper­
iments, and (4) comparison with measurements 
in the free atmosphere. An example of the last of 
these is seen in Fig. 15, which shows results from 
a simulation of drainage flow in Brush Creek, 
Colorado, the site of recent ASCOT experiments 
using our planetary boundary layer model. 

P r o g r a m Accompl ishments 
The most significant accomplishments made 

during the past year were the major reduction in 
execution times achieved in both the heavy gas 

dispersion model and the planetary boundary 
layer mode) for large scale simulations. The in­
creased efficiency was achieved by changing from 
a direct to iterative linear equation solver and 
developing a new time integration algorithm. 

The iterative linear equation solver we 
adapted to solve the discretized pressure equa­
tion was the incomplete Cholesky conjugate gra­
dient method (ICCG) (Kershaw, 1978). Previ­
ously, we had used a direct profile solver, which 
was very efficient if the simulated problem was 
small enough to be contained completely in the 
computer memory. However, for all but the sim­
plest three-dimensional simulations this was not 
possible, and the performance of the solver de­
graded rapidly as the size of the files kept on 
disk increased. The use of the ICCG method 
significantly increases the size of a problem that 
can be solved in memory, greatly reduces the 
input /output cost, but sometimes increases in 
calculations, which are usually less expensive on 
modern supercomputers. 

The next significant improvement was the 
development of a new, semi-implicit time in­
tegration scheme. In most of the simulations 
we perform, the structure of the flow near the 
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ground is very important. To adequately resolve 
the flow in lliis region, thin (typically less than 5 
m high) elements are usually required just above 
the ground. For an explicit code, the use of those 
thin elements causes significant restrictions on 
the allowable lime-step size (because of stability 
lim>ts) and, thus, increases the cost of the sim­
ulation. Therefore, a less restrictive and more 
cost-effective time integration algorithm is highly 
desirable. 

Our first step in this direction was to de­
velop of a semi-implicit scheme that was uncon­
ditionally stable for the advection-diffusion equa­
tion. We then generalized this scheme to the two 
dimensional Boussinesq equations (Gresho and 
Chan, 1985). The generalized scheme has no 
diffusion stability limit, which makes it appro­
priate to use in combination with a predictive 
turbulence model in which the diffusion coeffi­
cients may vary widely and the stability limits 
are not generally known at the start of a simula­
tion. And while this new algorithm is only con­
ditionally stable with respect to advection, the 
stability limit has been observed to be much less 
restrictive than that of the explicit scheme. In 
fact, the new semi-implicit time integration that 
solves the two-dimensional, Boussinesq equations 
has allowed us to use time steps from 5 to 10 
times larger than those previously required by 
the explicit integration scheme while it retains 
the same accuracy. 

Additionally, as part of our continuing ef­
fort to increase types of physical processes that 
we can simulate, we added a water phase-change 
submodel to both the heavy gas dispersion model 
and the planetary boundary layer model (Leone, 
Rodean, and Chan, 1985). The major assump­
tions in this submodel are: (1) water exists in 
only two phases, vapor and condensed, (2) the 
two phases are in equilibrium, and (3) there is 
no precipitation. While this submodel does not 
allow us to simulate all the processes that involve 
water, it does enable us to simulate the dynamic 
effects of density gradients caused by the varia­
tions in the water vapor distribution. Also, we 
are able to simulate both the dynamic and ther­
modynamic effects of condensation and evapora­
tion on the field variables. 

To enhance our ability to accurately model 
actual geographical locations, we have developed 
a code that allows us to access the extensive 
ARAC digitized terrain da ta base. This data 
base currently contains the topographic data, at 

a resolution of 65 meters, for the United States 
and several other countries, and its areal cov­
erage is being continually increased as the data 
become available. The interface code converts 
the ARAC data into a form usable by our pre­
processor code and thereby enables us to design 
meshes using the actual topography around any 
point in the ARAC terrain data base. 

Furthermore, we have developed an axi-
symmetric version of both the generalized anelas-
tic and the Boussinesq equations. These new 
capabilities will increase the number of phenom­
ena that can be investigated in the less expensive 
two-dimensional format. 

Future Research 
The thrust of our efforts in the future will re­

main basically the same as at present: continued 
development and application of high-fidelity, nu­
merical techniques directed toward accurate and 
cost-effective simulations and, ultimately, predic­
tions of pollutant transport. Specifically, we are 
now adding more sophisticated turbulence sub­
models to both the planetary boundary layer 
and the heavy gas models, continue research to 
extend the capability and cost-effectiveness of 
the semi-implicit time integration scheme, and 
continue our model validation program. We 
will compare results from the planetary bound­
ary layer model agair.st laboratory results for 
flow around simple three-dimensional hills and 
against the ASCOT field data from Brush Creek, 
Colorado. We will also compare the heavy gas 
code results against both laboratory and field 
scale experiments such as those conducted by 
Professor Havens for the Gas Research Insti­
tute at the University of Arkansas , the Thor-
ney Island trials (i.e., experiments) by the British 
Health and Safety Executive, liquid natural gas 
and propane spill tests by Shell Research, and fu­
ture field experiments to be conducted by LLNL 
at the Nevada Test Site Spill Test Facility. 

A t m o s p h e r i c S t u d i e s i n 
C o m p l e x Terrain ( A S C O T ) 

Research in Progress 
The ASCOT program is designed to evalu­

ate pollutant transport and diffusion processes 
associated with valley flows. It is an integrated 
program that includes a wide spectrum of analyt­
ical and numerical modeling activities and field 
experimental studies performed by various DOE 
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and National Oceanic and Atmospheric Admin­
istration (NOAA) laboratories. Field studies 
were conducted in The Geysers area in north­
ern California during 1979. 1980. and 1981 and 
in the Brush Creek valley in western Colorado 
during 1982 and 1984. The goals of initial ex­
periments were primarily to evaluate the wind, 
temperature, and turbulence characteristics of 
the flows, while the later experiments were prin­
cipally designed to investigate the mass, mo­
mentum, and energy fluxes associated with the 
slope, valley axis, and small tributary flows, 
as well as the interactions of the valley flows 
with the larger scale regional flow systems. The 
modeling studies have ranged from the devel­
opment of simple analytical models and evalua­
tion against experimental da ta collected on sim­
ple slopes to three-dimensional diagnostic and 
time-dependent models that have been evaluated 
against the full data sets generated by these ex­
periments. 

The role of LLNL since the inception of the 
program has been associated with the following: 
(1) scientific management, (2) numerical model­
ing, and (3) experimental field studies. The prin­
cipal management functions during the past year 
were to plan and conduct a major ASCOT data 
analysis meeting at mid-year, during which the 
LLNL management responsibilities were trans­
ferred to other laboratories as part of a planned 
rotation of such tasks. 

The modeling effort of the ASCOT program 
at LLNL was devoted, to a large extent, to the 
simulation of the tracer release episodes using the 
three-dimensional transport and diffusion model 
MATHEW/ADP1C (M/A). The underlying pur­
pose of this model research and development 
work is to generate with a known degree of confi­
dence a local-to-regional-scale air-quality model 
that is capable of estimating pollutant concen­
trations under varying conditions. 

In addition to model development, the 
LLNL numerical modeling effort in the AS­
COT program has also included development of 

' a three-dimensional, time-dependent, nonhydro-
static finite-element model. When fully validated 
against ASCOT field data, this model will pro­
vide a cost-effective way to study and understand 
the dynamics of flow in complex terrain. The 
results of this model have been compared with 
the two-dimensional data provided by the Rat­
tlesnake Mountain, Richland, Washington, data 

set and are currently being validated against the 
three-dimensional Brush Creek data. 

A significant fraction of the LLNL ASCOT 
resources during the past year were devoted to 
processing and analyzing of the data generated 
during the 1984 field experiments in the Brush 
Creek valley. The data was generated by the 
LLNL optical anemometers, meteorological tow­
ers, a tethersonde, and integrated with similar 
da ta acquired by measurement systems fielded 
by the other program participants. This integra­
tion and analysis will broaden our understanding 
of the characteristics of nocturnal valley flows 
and enhance our capability to predict the dis­
persion of pollutants entrained within valley flow 
systems. 

P r o g r a m Accompl ishments 
In the modeling area, we realized several ma­

jor goals. The M/A models were converted from 
flat terrain applications, where they were origi­
nally validated, to the complex terrain and val­
ley flow studies of the ASCOT program. The 
MATHEW code, which provides the windfield 
for ADP1C, was modified to accept multiple ver­
tical wind profiles as measured in the experi­
ments. The prescription of the ADPIC diffu-
sivity parameters, especially for the vertical di­
rection, were modified to be able to represent 
the complex structure of the boundary layer over 
The Geysers, Anderson Springs, and valley. For 
better resolution of the pollutant plumes and the 
corresponding concentration values close to the 
source of pollutants, a nested grid approach was 
developed to increase by a factor of 16 the reso­
lution over the rest of the grid. 

Considerable effort went into the M/A val­
idation using the extensive meteorological and 
tracer data of the 1980 Geysers experiment. All 
four significant drainage flow experiments were 
simulated with M/A, comprising some 831 data 
points of time averaged, sequential surface and 
elevated concentrations. The results indicate 
some loss of model skill over those validations 
done in flat terrain. The Geysers experiments 
were conducted in complex terrain under com­
plex meteorological and difficult experimental 
conditions, whereas the earlier experiments were 
conducted in simple terrain and with near neu­
tral stability. Figure 16 shows that , for the Gey­
sers, about 50% of the computed samples agreed 
within a factor of 5 of the observed, while this 
factor is about 2 for flat terrain. 
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Figure 16. Percentage of computed samples within a factor R of measured concentrations for four 
tracer experiments in The Geysers (lower curve). The upper curve represents results from the 1972 
INEL and the 1974 SRP model evaluation studies. 

Part of the LLNL modeling effort consisted 
of an attempt to determine the trade-off be­
tween the degree of complexity of a numerical 
air-quality model and the quality (density) of the 
experimental data base used to model tracer sce­
narios in complex terrain. The model chosen was 
M/A, because it lends itself to simplification and 
reduction in skill from a fully three-dimensional 
K-theory model with terrain to a simple Gaus­
sian continuous point source (cps) model. The 
extensive 1980 Geysers data set included 8 ver­
tical wind profiles, some 47 surface wind station 
measurements, and 3 tracer releases that pro­
duced about 600 air concentration samples per 
experiment. Experiment No. 4 was chosen and 
the wind information in the set was systemati­
cally reduced until only the surface wind at the 
source remained an input measurement. A ma­
trix of computer runs was then made using M/A, 
with versions of decreasing skill representing the 
rows of the matrix (A to F) and meteorological 
input data sets of decreasing quality represent­
ing the columns (1 to 5). Table 3 shows the ma­
trix results, in which each matrix element repre­
sents the percent of computed samples that were 

within a factor of 5 of the measured values. It 
is doubtful that the results of Table 3 can be 
quantitatively transferred to other locations or 
other scenarios, but some useful conclusions can 
be drawn from the trends in the matrix. 

A small-scale field study within the Brush 
Creek valley was conducted this year to confirm 
prior optical anemometer measurements for eval­
uating the contribution of tributary flows to the 
main valley flows. Analysis of the data from the 
tributary flow experiments revealed unexpect­
edly large flow variations within the region where 
the tributary and main valleys merge. Initial es­
t imates reveal that a tributary may contribute 
up to a few percent of the total valley flow. 

Analysis of surface wind measurements in 
complex terrain reveal values of oe, which are 
higher by factors of 3-5 over those measured in 
relatively flat terrain. Median values generally 
range between 30-40°, on the average, inversely 
proportional to the wind speed. 
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Table 3. Sensitivity of model complexity to data base. Anderson, Gunning and Putah Plumes, 
Experiment of Sept. 19/20, 1980. The elements of the matrix table represent the percent of computed 
samples of all three plumes that were within a factor of five of measured values. Approximately 600 
samples per matrix element. 
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A 
3-Dimensions], Topography. 
Gradient D i f fus ion w i t h Kh, K z prof i les. 
Winds U.V.Wsrtx.y.z) , Mass Adjusted. 

53 47 43 40 32 

B 
3-Dimensional, Topography. 
Gaussian D i f f us ion , o „ , o z . 
Winds U,V.W=I(K,y,zK Mass Adjusted. 

44 42 3U 36 32 

C 
Sequential Puff , Flat Terra in . 
Gaussian D i f fus ion , Oy, Oz. 
Winds U, V = f U , y, z) , W=Q, Interpolated. 

38 37 36 35 30 

D 
Segmented Plume Trajectory ISPT). 
Gaussian D i f fus ion , Oy.oj . . 
U, V = Winds at Source, Time Variable. 

25 25 25 25 25 

E 
Continuous Point Source (CPS). 
Gaussian D i f fus ion , D y . o i . 1 Hour Release. 
U, V = Winds a t Source. Steady. 

16 28 20 2fl 26 

F 
Continous Point Source (CPS). 
Gaussian D i f f us ion , O y , o z . Steady Release. 
U, V = Winds a t Source. Steady. 

18 IS IB 18 IB 

'•Estimated power low proUle. 
'"•One wind at each of the 3 sources. 

Future Research 
The first priority will be to evaluate M/A 

with the 1984 Brush Creek ASCOT experimen­
tal da ta set. Most of the data have been reduced, 
and tracer transport and diffusion simulations 
will be conducted for the various release scenar­
ios. This effort is expected to be auite exten­
sive, because, in contrast to the Gei sers experi­
ments, the morning transition periods as well as 
the drainage flow periods were part of the exper­
iment. An important result of this study will be 
the answer to the question about how well M/A 
will transfer from the Geysers to Brush Creek 
without any model tuning. 

Improvement of the ADPIC diffusion coef­
ficients is an important ongoing effort. During 
the Brush Creek experiments, the ASCOT teams 
collected a large amount of turbulence data, from 
which diffusion parameters will be derived and 
tested with the ADPIC model. Of great impor­
tance here is the need to provide the model with 
the capability of handling multiple vertical dis­
persion layers as were observed in the field. An­
other question to be addressed is how the canyon 
walls affect horizontal dispersion. Also, for the 
first time in the ASCOT program, turbulence 
data for neutral and unstable conditions will be 
available to be tested in ADPIC. 

Remote sensing wind information from 
lasers, sodars, and lidars input to M/A is becom­
ing an important step in the evolution of utiliza­
tion measurements for model evaluations. The 
amount of lidar data collected in Brush Creek 
alone could, for the first time, provide wind-
field input to MATHEW for a significant frac­
tion of its total number of cells. Although space-
averaged input, as provided by remote sensing 
instruments, is desirable for grid models, the best 
method of using the data has not yet been de­
termined. One approach we intend to pursue is 
to use only part of the lidar da ta as input and to 
try to validate M/A against the rest of the data 
as a test of MATHEW. 

Although diagnostic windfield models like 
MATHEW have performed well in the ASCOT 
modeling work, particularly because they can 
utilize amounts of data, we intend to link our 
LLNL hydrostatic, dynamic finite-element model 
(FEM) with ADPIC to study Brush Creek tracer 
dispersion episodes. This will be a new modeling 
capability in which the FEM will provide ADPIC 
with dynamically derived windfields with which 
ADPIC will then transport and diffuse its marker 
particles. The differences in the results of tracer 
simulations between a MATHEW-driven ADPIC 
and a FEM-driven ADPIC should be great inter­
est for future air quality modeling. 
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In the next year we plan to proceed with 
work in three main finite-element areas. The 
first task is to validate the finite-element plane­
tary boundary 'ayer model against the data col­
lected in 'he B.'ush Creek field experiment of 
September-October 1984. Second, we plan to 
add a more accurate turbulence submodel to the 
code. And third, we plan to investigate the pos­
sibility of using the wind fields derived by the 
FEM in the ADP1C dispersion model. If such 
a linkage can be done effectively, it will add to 
our capabilities the ability to simulate dispersion 
from point sources. 

We will attempt to derive more refined es­
timates of mass fluxes associated with tributary 
and main valley flows by more detailed analy­
sis of the meteorological and tracer data cou­
pled with model calculations. Coordination of 
the analysis of the perfluorocarbon tracer data 
will be performed by LLNL with participation 
from other program scientists. We also plan to 
participate in the planning and management of a 
small-scale exploratory experiment in the Brush 
Creek-Roan Creek valleys during the fall of 1986. 
This experiment will include merging of flows 
from several valleys to evaluate pollutant trans­
port and diffusion processes on the 50-100 km 
scale. 

Carbon Dioxide Effects 
Research Program 

Research in Progress 
Carbon dioxide effects research at LLNL to­

taled about $2.1 million in FY1985, of which 
about 25% is performed by others, mainly uni­
versities as contracts, joint projects, and through 
consulting agreements. Our C 0 2 program now 
conducts research in three of the major theme 
areas of the DOE Carbon Dioxide Research Pro­
gram: determination of the direct effects of C 0 2 

on vegetation, directed by J. Shinn of the LLNL 
Environmental Sciences Division; projection of 
climatic effects of increasing concentrations of 
C 0 2 and trace gases; and early detection of the 
projected climatic effects. The last two areas em­
phasize atmospheric research and will be covered 
by this report. Because of this program's wide 
scope and our participation in advising DOE on 
research management of the climate and detec­
tion elements of the program, our efforts are also 
closely involved with many other aspects of the 
nation's C 0 2 program. 

P r o g r a m A c c o m p l i s h m e n t s 
in studying the potential climatic effects of 

the increasing C 0 2 concentrations, our major 
goal has been to better understand why appar­
ently similar climate models give different es­
timates of the potential warming from a dou­
bling of C 0 2 concentration. Two major projects 
are underway: a radiation model and a climate 
model intercomparison. 

First, we are coordinating an intercompari­
son of radiation codes in climate models, which 
involves about 50 participants from around the 
world. We are attempting to determine if the 
perturbations in radiative fluxes are being cal­
culated accurately. A workshop was held during 
August 1984 in Frascati, Italy, where the results 
from the first phase of the model comparison 
were discussed. This workshop was supported 
jointly by the U.S. Department of Energy, the 
World Meteorological Organization (WMO), and 
the International Radiation Commission of Inter­
national Association of Meteorology and Atmo­
spheric Physics (1AMAP). 

A report of the workshop results was pub­
lished as a WMO report (Luther and Fouguart, 
1984). This widely distributed report has re­
ceived very favorable comments, affirming the 
need for this activity, expressing support from 
the international scientific community, and show­
ing appreciation for the progress made. We are 
now writing a journal article to summarize the 
results obtained so far and to describe the future 
plans for the study. Also, we are writing tech­
nical report to be published by DOE in the fall 
of 1986, which includes descriptions of each of 
the models used in the comparison, tables of all 
of the model results, and summary analyses of 
the results. The second phase of the comparison 
has also been planned, and information packets 
were prepared and mailed to over 70 prospective 
participants. This phase includes comparisons of 
solar and longwave calculations with and with­
out clouds. The calculations are to be completed 
by February 1986, and a workshop is scheduled 
for March 1986 at which the results will be dis­
cussed and analyzed. 

The second project involves intercompari­
son of climate models, through cooperative ef­
forts with the State University of New York at 
Stony Brook, Oregon State University, Atmo­
spheric and Environmental Research Inc., and 
NCAR. We are comparing the sensitivities of cli­
mate models with one, two, and three spatial 
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dimensions to a CO2 doubling and quadrupling. 
In these analyses, we are examining how the re­
sults of each model depends on the particular 
representations of the oceans, clouds, radiative 
perturbations, and other factors. Considerable 
progress has been made with the OSU/CGM 
control and doubled carbon dioxide model runs. 
The model has now been run for 30 model years 
with a coupled two-level, mixed-layer ocean. The 
purpose of this long run is to evaluate the equi­
librium climate generated by the model with in­
creased C 0 2 and to analyze the model's seasonal 
response to the CO2 forcing. 

The remaining work on the expanded 
model intercomparison project has been confined 
mostly to planning and preliminary model exper­
iments to determine how diverse models can be 
successfully compared. We have initiated joint 
work with several groups, including The Peo­
ples Republic of China Institute of Atmospheric 
Physics in Beijing, the British Meteorological Of­
fice, and the Canadian Climate Center. We have 
also agreed on a set of ground rules to be used 
in the preliminary comparison. This initial study 
will focus on the changes in sensitivity that result 
as the number of possible feedback mechanisms 
is reduced. For example, by using a swamp (zero 
ocean heat capacity) version of the model and 
running without clouds, ice feedback, soil mois­
ture feedback, or zenith angle dependence, and 
then perturbing the models with enhanced C 0 2 , 
we will a t tempt to determine the initial forcing 
and to isolate some of the causes of model dif­
ferences arising from processes that cannot be 
eliminated. Our 2-D climate model will also be 
included in these studies as a tool to test the 
possible effects of eliminating and reintroducing 
various feedbacks. 

We have also worked to determine the im­
portance of including the diurnal cycle in the 
OSU/ LLNL GCM. We have found that the lack 
of a diurnal cycle can introduce errors as large 
as 25 W / m 2 in the reflected solar flux. Those 
errors in the calculated fluxes, in turn, impact 
the meridional transport and the entire plane­
tary heat balance. Another study related to data 
acquisition and comparison of the model to ob­
served satellite date demonstrated how a GCM 
could be used to evaluate different satellite data 
sets and the effect of different sampling intervals 
(Cess and Potter, 1986). 

A second important question wc are look­
ing at is the rate at which the C0 2 -induced cli­
mate changes should occur and how these pro­
jections compare with observed changes over the 
last century. In cooperation with New York Uni­
versity, we are coupling two-dimensional atmo­
spheric and ocean models to study the climatic 
effects of the slowly increasing C 0 2 concentra­
tion (rather than simply study the climatic sen­
sitivity to an instantaneous and prolonged dou-
b l i r j or quadrupling). With these studies we 
will also be able to look at the potential effects 
of warming at sea level. 

To determine how well model results and our 
understanding match observed climatic behav­
ior, we are carrying out both analysis and model­
ing studies. Through analysis of land and ocean 
temperature data over the last 135 years, we are 
examining to what extent variations in the av­
erage surface temperature over hemispheric and 
global domains are coherent phenomena and to 
what extent variations may be artifacts of chang­
ing areal representativeness of the data. During 
FY 1985 we carried out extensive analyses of the 
Northern Hemisphere land temperature record, 
focusing particularly on the relative importance 
of different regions contribute to the changing cli­
mate. We obtained from NCAR the marine tem­
perature data base called COADS, reformatted 
it, and transformed it so that both the air and sea 
surface temperature gridded monthly anomalies 
could be used in subsequent calculations. Zonal 
and hemispheric time series were developed and 
compared with the work of others. The sensitiv­
ity of the Northern Hemisphere average tempera­
ture to the presence or absence of individual grid 
points was examined. The hemispheric average 
proved surprisingly rebust., and many important 
statistical characteristics remained nearly con­
stant over the last century. 

We are also searching the climatic record to 
determine if volcanic eruptions and other factors 
may influence the climate. To aid in this search, 
we are using our climate model to determine 
the differences in climatic perturbations caused 
by volcanic eruptions at different latitudes and 
times of the year. Considerable modeling effort 
was also devoted to study of the effects of cli­
matically important aerosols, including study of 
the role of Arctic aerosols (MacCracken, Cess, 
and Potter, et al., 1986), and of the compara­
tive effects of volcanic aerosol layers at differ­
ent latitudes and seasons. The Arctic aerosol, in 
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contrast to lower latitude aerosols, was found to 
warm the Arctic, especially in the springtime. 

Preliminary studies over the last several 
years have indicated that increasing concentra­
tions or methane, nitrous oxide, and chlorocar-
bons (together called trace gases) can act to aug­
ment the C 0 2 greenhouse effect. In late 1984, 
we published a DOE Report of our then-current 
state of knowledge on each important trace gas 
and made the first attempt to develop standard­
ized scenarios for past and future emissions and 
concentrations of key trace gases (Wuebbl^s et 
al., 1984). We continually update ou ' analyses 
of trace gas budgets as more data become avail­
able. An updated version of the first report is 
planned for publication by the WMO. 

We have also sought to model the effects 
trace gases may have had on the troposphere and 
the stratosphere since the beginning of the in­
dustrial age in the mid-1800s (Wuebbles, 1985). 
Emphasis in this study is on comparison of 
available measurements and trends in tempera­
ture, both surface and stratospheric, with con­
centrations of various trace gases, particularly 
ozone. The calculations produced trends that 
are compare favorably to those measured, but 
also indicate areas of major uncertainties, partic­
ularly in the quality of observed changes in up­
per stratospheric temperatures. The calculated 
surface temperature change of 1°C since 1850 
is much larger than the approximately 0.5°C 
measured, suggesting the possible importance of 
ocean-atmosphere interactions not yet included 
in model studies. A 20-year temperature lag in 
the model results would prove consistent with 
data. 

We are also investigating tropospheric-
stratospheric interactions and the coupling be­
tween temperature and atmospheric chemistry 
(Wuebbles, Owens, and Hales, 1985; Owens, 
Hales, and Wuebbles, 1085). Several studies were 
carried out with Andy Lacis of National Aero­
nautics and Space Administration-Goddard In­
stitute for Space Studies (NASA-GISS) about ef­
fects of stratospheric changes in ozone and wa­
ter vapor concentrations on tropospheric tem­
peratures. Of particular interest was the finding 
that , as a result of increasing methane concen­
trations, the water vapor produced in the strato­
sphere might produce an additional 30% increase 
in temperature beyond that produced in the tro­
posphere by methane performance. Knowledge 
of such changes are necessary for future studies 

in which additional feedback mechanisms will be 
included. 

In the past year, a number of chemical sen­
sitivity studies were done to examine possible 
uncertainties that may affect ozone. A study 
was done in cooperation with Dr. F. S. Row­
land of the University of California, Irvine, about 
the possible importance of a new reaction of 
H 2 0 with CiONOj, which may significantly in­
crease the calculated effect on ozone from in­
creasing chlorocarbon concentrations, particu­
larly if methane concentrations continue to in­
crease in the future. A series of chemical sen­
sitivity studies and a Monte Carlo uncertainty 
analysis were done for the soon-to-be-published 
WMO-NASA report on the stratosphere (Wueb­
bles et al., NASA/WMO, 1986). The Monte 
Carlo results indicate that chemical uncertainties 
are likely to be more in the direction of produc­
ing larger ozone destruction than from typical 
combined trace gas scenarir 

Several studies done in r Y 1985 to establish 
the importance of key measurements of interme­
diate lifetime species (e.g., C 1 0 N 0 2 , H 2 0 2 ) af-
fectec" our understanding of atmospheric chem­
istry ^ Jonnell, Crutzen, and MacCracken, 1985; 
Connell and Wuebbles, 1984; Connell, Wuebbles 
and Chang, 1985). These studies indicate that 
measurements of species such as C 1 0 N 0 2 , H 2 0 2 

and HOC1 would provide important information 
<ibout the nature of stratospheric chemistry. We 
have since been coordinating with various mea­
surement groups to access available satellite data 
of tract gases for application to future studies 
of the relationship between theory and observa­
tions. We now have some of these data, and we 
should be getting most of the remaining LIMs 
and SAMS code data in the near future. The 
data is important to current studies. Several 
studies in FY 1985 discussed the importance 
of determining the long-term trends in trace 
gas concentrations and temperature in both the 
troposphere and stratosphere, and what could 
be learned from such measurements (Wuebbles, 
Owens, and Halls, 1985; Owens, Hales, and 
Wuebbles, 1985). For example, trends in upper 
stratospheric temperature and ozone and trends 
in high-latitude ozone would tell us a great deal 
about our understanding of atmospheric pro­
cesses. 
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Future Research 
Climate-related studies over the next several 

years will emphasize: (l) comparison and im­
provement of radiation and climate models, (2) 
study of how the rate of climate change is con­
trolled by the oceans, (3) the potential increasing 
role of rising trace gas concentrations on climate, 

arid (4) determination of the extent that climate 
has been changing and identification of the most 
important factors. Such a coordinated approach 
should provide steady reduction of the uncer­
tainties that now limit the confidence placed in 
model predictions. 
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Summary of Modeling Capabilities 

A wide variety of modeling capabilities have 
been developed in the course of our many re­
search efforts. This section briefly describes the 
available models, sub-divided into five categories 
that describe their primary application. 

S p e c i e s T r a n s p o r t a n d 
Di f fus ion M o d e l s 

C P S Model 
This Gaussian, continuous-point-source 

(CPS) diffusion and deposition model is used in 
ARAC applications for initial response calcula­
tions. It has two modes of operation: (1) with 
one set of wind and stability inputs and (2) with 
up to one year of fifteen-minute or hourly aver­
ages. The model incorporates deposition veloc­
ity, plume rise, radioactive decay, terrain, and 
washout. In the multi-line input mode, the user 
specifies whether the release is routine or acci­
dental. The output consists of concentration and 
deposition contours for various probabilities that 
specific contour values will be exceeded. 

IPS Model 
This Gaussian, instantaneous-point-source 

(IPS) diffusion and deposition model is used 
in ARAC applications for initial response and 
safety analysis calculations. Except for plume 
rise, its features are similar to those of the 
CPS model. The values of oy are determined 
from Walton's scale-dependent diffusion equa­
tion, while rr,, is calculated from a stability-
dependent input parameter, K2. Results agree 
reasonably well with output from 2BUFF under 
conditions of relatively flat terrain, steady state 
winds, and atmospheric stability. 

2 B P U F F M o d e l 
This two-dimensional, axially symmetric La-

grangian model is used for calculating the 
anisotropic diffusion of particles or gases in a 
frame of reference that moves with the center of 
the cloud of particles or gases (Crawford, 1966; 
Knox et al., 1971). The diffusion coefficients 
can be time-dependent. An Eulerian grid at the 

Earth's surface keeps track of the cloud's posi­
tion and provides the framework for recording 
air concentrations during its passage. A conver­
sational version of 2BPUFF has been completed; 
this will enable the occasional user of the model 
to prepare reasonable output. 

Advection-Diffusion F E M Model 
This code solves the advection-diffusion 

equation (for concentration, for example) in 
which a fixed velocity field is specified as input 
data. Either time-dependent or steady solutions 
are available. As a special case, of course, the 
transient or steady diffusion equation can also 
be solved. 

Tracer Trajectory Model 
This model uses data on of winds and tem­

perature to calculate trajectories on an irregu­
lar, continental scale grid. A specified number of 
parcels, injected at different times, locations, and 
heights, can be used to represent a tracer injec­
tion and can be followed over periods of several 
days to several weeks. Parcel trajectories may 
be followed for (1) countant height above terrain, 
(2) countant parcel potential temperature, or (3) 
countant parcel pressure. Dispersal of the tracer 
by eddy mixing (or diffusion) is not considered. 

P A T R I C M o d e l 
This three-dimensional, particle-in-cell 

(PIC), sequential puff code for modeling the 
transport and diffusion of atmospheric pollutants 
(Lange, 1978) was developed as a simplified and 
accelerated version of our three-dimensional AD-
PIC transport and diffusion code. PATRIC has 
no topography and uses interpolated wind fields 
that enable the code to model 24 h of real time 
in about 1 min of computer time—a capabil­
ity that makes the code suitable for annual air 
quality assessments. It has been included in the 
LLNL/ARAC suite of codes available for emer­
gency response and assessment calculations. A 
modified version of PATRIC that is capable of 
simulating stratospheric flow for the Northern 
Hemisphere from AFGWC data has also been 
developed. 
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S E A C - P A T R I C M o d e l 
SEAC-PATRIC is a version of PATRIC 

modified to provide a capability to model pol­
lutant clouds in the upper air of the Northern 
Hemisphere and to predict flight-level dose rates. 
PATRIC was chosen because it can simulate 
transport and diffusion using three-dimensional 
wind fields. These wind fields are constructed in 
the ARAC central facility from AFGWCgridded 
wind data. SEAC-PATRIC can then provide pol­
lutant air concentrations at chosen regions over 
the Northern Hemisphere. The cede was used to 
simulate 144 h of the time and space evolution 
of a stratospheric debris cloud like the Chinese 
nuclear test of October 1980. 

M A T H E W / A D P I C M o d e l 
A new version of the model, suitable for 

studying long-range transport and chemistry of 
several days, is currently being developed. This 
three-dimensional particle-diffusion model calcu­
lates the transport and diffusion of a puff or 
plume in a time-varying atmospheric boundary 
layer (Lange, Gudiksen, and Peterson, 1975; 
Lange, 1978). It is based on the PIC concept, 
with the hydrodynamic aspect being replaced 
by a three-dimensional, mass-conservative, time-
varying wind field provided by the MATHEW 
code (Sherman, 1978). We have used this 
computer model to simulate particulate and 
gaseous concentrations, the deposition of par­
ticles with given size distributions, and rain-
out (from one or more sources) out to dis­
tances of several hundred kilometers. In ad­
dition, we have compared ADPIC calculations 
against measurements for many field-diffusion 
experiments. The MATHEW/ADPIC models 
are also used in the ASCOT program (Lange, 
1981; Lange and Myrup, 1984). We have used 
the MATHEW/ADPIC codes extensively in the 
LLNL-ARAC effort for emergency and assess­
ment response, such as the 1979 TMI incident 
and the subsequent Presidential Commission in­
vestigation. A code validation study for the TMI 
da ta has been done (Dickerson, 1980). 

G R A N T O U R Mode l 
A global atmospheric model that uses pre­

scribed winds to transport species using a La-
grangian sampler parcel approach to calculate 
advection very accurately. The model can also 
calculate, if appropriate, scavenging (given pre­
cipitation rates), coagulation, dry deposition, 

mixing between air parcels, and radioactive de­
cay. The model has been used to study the 
movement and dispersion of smoke and radionu­
clides in an unperturbed atmosphere (see also 
OSL'/GRANTOUR Model). 

R a d i o n u c l i d e M o d e l s 

C A P Model 
The Containment Atmosphere Physics 

(CAP) model capability simulates reactor con­
tainment building scavenging processes. This 
simulation is based on methods of systems dy­
namics. It has been developed to be flexible and 
process oriented; i.e., if new physical processes 
seemed important, the code allows for their easy 
insertion into its structure. It should, for exam­
ple, be feasible and relatively easy to incorpo­
rate at least some of the important scavenging 
processes left out of currently used models. This 
effort requires both the development of the ap­
propriate cloud physics data base and a simu­
lation that realistically describe the scavenging 
processes inside a containment building when its 
equation of state is driven by gaseous releases 
form a melting core. 

M I S E R Model 
The MISER code (Edwards and Harvey, 

1983) has been developed to model mini-scale hy­
drology and groundwater transport of radionu­
clides from a geologic repository to the biosphere. 
The potential hazard and dose-to-man may be 
calculated for a limiting individual using well 
water of an average individual or population in 
a river-use system. The code solves a steady 
state hydrology equation for an arbitrary net­
work of one-dimensional How-stream tubes. Con­
servation of water and D'Arcy's laws provide 
the system of hydrologic equations. A propaga­
tor method of solution is employed for nuclides 
transport . The results of the ORIGEN and BIO-
DOSE codes are used for radioactive decay and 
river-use system doses. Monte Carlo techniques 
are applied, where appropriate, to account for 
measurement and spatial uncertainties. A 500-
trial simulation involving 54 stream tubes with 8 
parallel paths from a lower aquifer through the 
repository to the upper aquifer and the biosphere 
required less than 2.5 min of CRAY-1 computer 
time. 
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K D F O C 2 Mode l 
A versatile fallout model (Harvey and Ser-

duke. 1979) has been developed to assess com­
plex civil defense and military effects issues. 
Large technical and scenario uncertainties re­
quire a fast, adaptable, time-dependent model 
to obtain technically defensible fallout results in 
complex demographic scenarios. The KDFOC2 
capability, coupled with other data bases avail­
able in G-Division, provides the essential tools 
to consider tradeoffs between various plans and 
features in different nuclear scenarios and to es­
t imate the technical uncertainties in the predic­
tions. 

G L O D E P 2 Model 
The GL0DEP2 computer code (Edwards, 

Harvey, and Peterson. 1984) provides estimates 
of the surface deposition of worldwide radioac­
tivity and the gamma-ray dose-to-man from in­
termediate and long-term fallout. The code 
is based on empirical models derived primarily 
from injection-deposition experience gained from 
the U.S. and the U.S.S.R. nuclear tests in 1958. 
Under the assumption that a nuclear power fa­
cility is destroyed and that its debris behaves 
in the same manner as the radioactive cloud 
produced by the nuclear weapon that attacked 
the facility, predictions are made for the gamma 
dose from this source of radioactivity. Empirical 
gamma dose models that account for meteorol­
ogy, weathering and terrain roughness shielding 
at specific locations are included. As a compar­
ison study, the gamma dose due to the atmo­
spheric nuclear tests from the period of 1951-
1962 has been computed. The computed and 
measured values from Grove, U.K., and Chiba, 
Japan, agree to within a few percent. 

A t m o s p h e r i c C h e m i s t r y , R a d i a t i o n , 
a n d M i c r o p h y s i c s M o d e l s 

Aerosol Coagulation Mode l 
This model solves the kinetic coagulation 

equation to describe the evolving size distribu­
tion of aerosol particles. The model accounts for 
the collision of aerosol particles due to Brownian 
motion, turbulent motion, laminar shear flow, 
and sedimentation. Dispersion of the aerosol is 
accounted for by specification of a dilution time 
constant, which may be determined from obser­
vations or calculation. A submodel may be used 
to calculate the absorption and scattering cross 

section of the aerosol. The model has been ap­
plied as a Lagrangian-parrel model to describe 
the evolution of the size distribution and optical 
characteristics of smoke and dust particles after 
a nuclear war (Porch, Penner, and Gillette, 1985; 
Penner and Porch, 1986). It is currently being 
revised to consider several vertical layers to ex­
plicitly account for vertical diffusion and aerosol 
sedimentation. 

C U M S C A V Model 
This cloud scavenging model is used to esti­

mate the removal of pollutants or radioactivity 
from the atmosphere because of scavenging by 
convective clouds. The cloud dynamics and mi­
crophysics for this model come from the Rand 
Corporation Cumulus Dynamics Mode! (Murray 
and Koenig. 1972), which is two-dimensional in 
either axial or rectilinear symmetry and uses 
a bulk microphysics parameterization. Trans­
port of pollutant material in the cloud's field 
of motion and a compatible bulk microphysical 
scavenging parameterization (Molenkamp, 1977) 
have been incorporated to complete the model. 
The model has been used not only to calculate 
scavenging by natural convective clouds but also 
for estimating self-induced rainout from nuclear 
weapons at Hiroshima and Nagasaki. 

S T R A T S C A V Model 
This model is really a module for the 

2BPUFF transport and diffusion model. It cal­
culates the scavenging and deposition of pollu­
tant particles as they move through a region of 
widespread stratified precipitation. The precip­
itation is assumed to be horizontally homoge­
neous so a one-dimensional cloud model gives 
the vertical distribution of cloud, rain and snow. 
These hydrometeors then interact with the pol­
lutant particles to scavenge, redistribute, and de­
posit them (Molenkamp, 1982). A surface-based 
grid gives the horizontal distribution of the re­
moved pollutant. 

R A D 1 Solar Radiation Mode l 
This model solves the radiative transfer 

equation for a cloudless, plane-parallel atmo­
sphere using a successive-scattering iterative pro­
cedure. The model includes molecular and Mie 
scattering, along with absorption by aerosols, 
ozone, water vapor, carbon dioxide, and oxygen. 
The solar spectrum between wavelengthsof 0.285 
and 2.5 fim is divided into 83 discrete spectral 
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intervals, and the vertical column is divided into 
as many as 500 layers, depending on the optical 
thickness of the atmosphere. The model com­
putes direct solar flux arid the upward and down­
ward diffuse fluxes for each spectral interval at. 
each level, accounting for all orders of scattering. 

P H O T 0 2 Model 
This model computes photodissociation 

rates given the vertical concentration profiles and 
absorption cross sections of the various chemi­
cal constituents in the atmosphere. The solar 
spectrum from 0.187 to 0.73 /mi is divided into 
119 spectral intervals, and the radiative trans­
fer equation for a cloudless, plane-parallel at­
mosphere is solved using a successive scattering 
iterative procedure. Ozone, molecular oxygen, 
and nitrogen dioxide are the dominant absorbers 
in this spectral region, and the Schunann-Rung 
bands of oxygen (0.187 to 0.205 /im) fall within 
this region. 

Atmospher ic Kmet ics M o d e l 
This model is used for detailed studies of the 

chemical and photochemical kinetics (no trans­
port) of the troposphere and stratosphere. !t 
used advanced mathematical methods to study 
the kinetics of a well-mixed cell, including the 
effects of solar absorption for photodissociation 
processes. We hav:> usad this model for evaluat­
ing the sensitivity of reaction mechanisms to defi­
ciencies in our knowledge of reaction rates, quan­
tum yield, reaction ensemble, soiar constant, and 
reactant concentration. The model has also been 
useful for studying the feasibility of using re­
duced reaction sets in more complex atmospheric 
models. 

Coupled Transport-Kinet ics-Radiat ion 
M o d e l s 

Concentrations of important atmospheric 
trace constituents ate calculated as a function 
of altitude and latitude, with one- and two-
dimensional models that use complex chemical 
and photochemical processes coupled with trans­
port processes simulated by prescribed mean 
winds and/or diffusion coefficients (e.g., Wueb-
bles, 1983 a,b). These models were developed as 
tools to improve our understanding of the pro­
cesses important to trace species in the tropo­
sphere and stratosphere. The models can be 
used to study effects of perturbations resulting 

from the prescribed injection of various pollu­
tants , whether from the surface (e.g., fluorocar-
bons. NoO. CO;) or by aircraft, rocket, or at­
mospheric nuclear detonation. Model capabil­
ities include diurnal or diurnal-averaged, time-
dependent results or a rapidly derived steady 
state solution. Multiple scattering of radiation 
is included in computing photodissociation rates. 
Feedback of changes in temperature and density 
to adjust chemical reaction rates can also be in­
cluded. The models include interactive radiation 
transfer, but do not treat feedback of changes in 
composition on transport. The current model in­
cludes 140 chemical reactions and computes the 
corcentration distribution of 44 species. 

LIRA Q Model 
The Livermore Regional Air Quality Model 

(LIRAQ) is an Eulerian (fixed spatial grid) re­
gional air quality model that incorporates mass-
consistent advection and diffusion, as well as 
photochemical kinetics (MacCrackenet al., 1978; 
Duewer, MacCracken, and Walton, 1978; Dick-
erson, 1978). The model uses topography, me­
teorology, and pollutant source inventories for 
the particular region of interest. It then com­
putes the time and spatial variations of the pol­
lutant concentrations at ground level and in 
the subinversion layer. The model consists of 
a module (submodel) for each major calcula-
tional step, such as pollutant transport, chemical 
kinetics, and the generation of mass-consistent 
wind fields from meteorological and topograph­
ical data. This modular structure greatly facil­
itates procedures for revising the model and for 
adapting it to different regions. For example, the 
chemical kinetics submodel has been revised and 
expanded without greatly affecting the transport 
submodel, and the topography and meteorology 
of one region can be replaced by those of an­
other. Two versions of the model currently ex­
ist. The LIRAQ-1 version is designed to focus on 
the transport of pollutants, without representing 
detailed photochemical kinetics. Its explicit cal-
culational technique for physical transport can 
be used for nonreactive pollutants (such as CO), 
or it can be coupled to simple, nonstiff reac­
tion sets. The LIRAQ-2 uses a modified Gear 
package to solve large sets of coupled ordinary 
differential equations with a high-order implicit 
method. Thus, it is able to handle very stiff re-
ac^ijn sets. These models were originally veri­
fied against station data for four days in the San 
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Francisco Bay Area (I)urwor. .VlacCrarken. and 
Walton. 1978). They have also been applied in 
the St. Louis, Missouri, area (Primer, Walton, 
and Umeda, 1983a). The model chemistry was 
updated in 1981 (Penner and Walton, 1982) and 
tested with a revised emission inventory and two 
new prototype days in the Bay Area (Penner. 
Walton, and Duker, 1983b). 

Mult i - layer Air Qua l i t y M o d e l 
This Eulerian code was developed to de­

scribe the long-range transport and chemical in­
teractions of air pollutants. Thus, multi-day sim­
ulations are envisioned, in which pollutant, con­
centrations may be stored overnight in an ele­
vated layer and re-incorporated into the mixed-
layer the following day. This code uses a split-
operator method to solve the three-dimensional 
transport and chemical kinetics equations for 
air pollutant concentrations. A highly accu­
rate upstream differencing method with an anti-
diffusion correction step has been adopted to de­
scribe the transport of pollutants. This method 
was selected over the conventional finite-element 
method because it preserves positive species con­
centrations without the need for an artificial 
smoothing technique that would add artificial 
diffusion. The code has been developed for use 
with an arbitrary number of vertical layers, al­
though only a two-layer version has been im­
plemented to date. In the two-layer version, 
one layer is used to describe the transport of 
pollutants below the inversion and one to de­
scribe the transport; thus, the model accounts 
for the deepening of the mixed-layer and mixing 
of air from above during the afternoon. Pollu­
tant source inventories, topography, and mete­
orology for the region of interest must be de­
veloped as input to the model. In the current 
version, mass-consistent wind fields are first de­
veloped in the MATHEW model and then pro­
cessed for the layer-average winds needed in the 
Multi-layer Air Quality Model. The model is be­
ing tested now for application in the Monterey 
and Bay Area air basins. 

H y d r o d y n a m i c s M o d e l s 

F E T I S H Model 
This code is a general-purpose package that 

can be used to solve the two-dimensional, steady 
or time-dependent Stokes, Navier-Stokes. or 

Boussinesq equations in either (.'artesian or ax-
isymmetric coordinate systems. It uses the 
Galerkin finite-element method in either mixed 
or penalty form for the spatial discretization with 
a choice of quadrilateral elements. It uses either 
the trapezoid rule or backward Euler for the time 
discretization. The systems of equations are lin­
earized via Newton's method, and the resulting 
linear systems are solved by means of the frontal 
method. 

Hydros ta t i c F E M Model 
This code solves the two-dimensional, 

Boussinesq equations of motion, taking advan­
tage of the efficiency (in computational costs) 
of the hydrostatic assumption. It uses both the 
Galerkin and least squares finite-element meth­
ods for the spatial discretization and a two-step 
(near trapezoid rule) time-integration scheme. 
When the hydrostatic assumption is valid, this 
code is more cost-effective than FETISH. A mod­
ified version of this code is being used at Iowa 
State University. 

F E M 3 Mode l 
This code solves for the velocity, tempera­

ture, pressure, species concentrations, and den­
sity in two or three dimensions using either the 
generalized anelastic equations or the Boussinesq 
equations. The effect of water condensation and 
evaporation is included as well as either a con­
stant, diffusivity or an algebraic K theory tur­
bulence submodel. The spatial discretization is 
done via the Galerkin finite-element method us­
ing the simple multi-linear velocity, piecewise 
constant pressure element. The spatially dis-
cretized equations are integrated in time via 
mass lumping and a modified forward Euler 
scheme. 

Laser Isotope Separation 
M o d e l 

Developed in support of the Atomic Va­
por Laser Isotope Separation program at LLNL, 
this model solves the two-dimensional Boussi­
nesq equations in either a Cartesian or axi-
symmetric coordinate system, using bi-linear ve­
locity, piecewise constant pressure elements in 
space, and either a forward-backward Euler or 
semi-implicit scheme in time. While the par­
tial differential equations solved are the same as 
those in the FETISH model, this newer code, 
which is a useful blend of finite elements and 
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finite differences, is more cost-effective in most 
practical cases. 

F E M P l a n e t a r y B o u n d a r y 
Layer M o d e ] 

This code, derived from FEM3, calculates 
the spatial and temporal distribution of velocity, 
pressure, potential temperature, and the mixing 
ratios of liquid water, water vapor, and an in­
ert tracer in two or three dimensions. With the 
addition of the constant rotation Coriolis force 
and a non-linear phase change model to describe 
the effects of evaporation and condensation, the 
Boussinesq equations constitute the model equa­
tion set. As in FEM3, multi-linear velocity, 
piecewise constant pressure elements are used in 
space, while the explicit forward-backward Euler 
scheme is used to advance the spatially discrete 
equations in time. 

C l o u d / M o u n t a i n Model 
This model was originally designed for the 

numerical simulation of convective, precipitating 
storms over complex terrain. It is also capable of 
simulating stratiform, precipitating orographic 
storms and both hydrostatic and nonhydrostatic 
mountain waves. Recently, the model has been 
modified to simulate the dynamics and micro-
physics of smoke plumes from intense fires. The 
model is two-dimensional, time-dependent, Eule-
rian, nonhydrostatic, and fully compressible. It 
is based on the three-dimensional cloud model of 
Klemp and Wilhelmson (1978), but differs from 
that model in several major ways. It is formu­
lated in terrain following coordinates, it utilizes 
a Rayleigh sponge to simulate a radiative up­
per boundary condition, the turbulence param­
eterization and boundary conditions are differ­
ent, it includes the complete pressure equation, 
and no linearization is used to simplify the equa­
tions. (For a complete description of the model 
see Bradley, 1985). 

C S U Mesoscale Model 
We are using the Colorado State University 

(CSU) Mesoscale Model developed by Pielke and 
his students to simulate a variety of terrain and 
surface forced mesoscale flows. This model is a 
hydrostatic, incompressible, primitive equation 
model; it includes topography and a detailed 
boundary layer parameterization. The flows are 
usually driven by surface heating, which is calcu­
lated by balancing the surface energy budget at 

each grid point. Atmospheric heating by absorp­
tion and emission of long and short wave radia­
tion is also included. The model is three dimen­
sional, but it can be run in a two-dimensional, 
rectilinear mode. For our applications, the CSU 
Mesoscale Model has been enhanced by allowing 
clouds and fog to form in saturated regions and 
by greatly improving the long wave radiation pa­
rameterization. 

G l o b a l C l i m a t e M o d e l s 

Stat is t ica l -Dynamical 
C l imate Model 

The Livermore Statistical Dynamic Climate 
Model (LSDM), previously referred to as ZAM2, 
is a two-dimensional, Eulerian thermodynamic 
model of the Earth's atmosphere-surface-ocean 
system in the meridional plane (MacCracken et 
al., 1981). The model considers a moist atmo­
sphere and includes such effects as solar and in­
frared radiation, variable cloudiness, precipita­
tion, surface interactions, the variable extent of 
snow cover and sea ice, and mountains. The sea­
sonal version of the model includes a well-mixed 
layer and prescribed meridional heat fluxes in the 
ocean layer. The model has recently been used to 
test the response to increased atmospheric C 0 2 , 
Arctic soot, volcanic aerosol injections, and other 
perturbations. 

Oregon S t a t e Un ivers i ty /LLNL 
General Circulation Mode l 

As a part of the ongoing model intercom-
parison project, a version of the OSU GCM has 
been customized at LLNL in order to provide 
a new tool for climate assessments. Consultant 
Prof. Robert D. Cess improved the solar radia­
tion scheme in the model in order to test the cli­
matic effects of massive injections of smoke and 
dust resulting from a nuclear war (Cess, Ghan, 
and Gates, 1985). Through cooperation with the 
staff at OSU, the model was used one of the first 
systematic intercomparisons (Potter and Gates, 
1984), and it is being constantly modified as one 
of the key participants of an expanded intercom-
parison project that will include GCMs from nu­
merous national and international institutions. 
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Oregon State U n i v e r s i t y / G R A N T O U R 
General Circulation Model 

The GRANTOL'R species transport model 
and the OSU.LLNL general circulation model 
have been interactively coupled so that the 
species concentrations in the GRANTOUR 
model may perturb the radiative calculation in 
the OSL'/LLNL GCM and so that the winds 
and precipitation in the OSU/LLNL GCM con­
trol the transport and scavenging of species in 
GRANTOUR. This model has been used exten­
sively to study the potential climatic effects of 
post-nuclear war smoke injections. 

L L N L / C o m m u n i t y Cl imate Mode l 
A version of the NCAR general circulation 

model (CCMOB) has been transferred to the 
LLNL computer system and its speed increased 
by about a factor of two by development of im­
proved memory management routines. Various 
parameterizations are being improved and added 
so that aerosols can be treated by the radiative 
routines. Coupling to the GRANTOUR model 
is underway. 
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Appendix C: Acronyms 

crony m Meaning 

AD PIC Atmospheric-Diffusion Particle-in-Cell 
AEROS ARAC Emergency Response Operating System 
AFGWC Air Force Global Weather Central 
ARAC Atmospheric Releise Advisory Capability 
ARG Accident Response Group 
ASCOT Atmospheric Studies in Complex Terrain 
CAP Containment Aimosphere Physics 
CCM Community Clhnate Model 
COADS Marine Tempera ture Data Base 
CPS Continuous Point Source 
CSU Colorado Sta*e University 
DNA Defense Nuclear Agency 
DOD Department of Defense 
DOE Depar tment of Energy 
DRI Desert Research Insti tute 
ENEA Ente Nazionale Energie Alternative (Italian) 
ENUWAR Environmental Con&squences of Nuclear War 
EOC Emergency Operat ions Center 
FAA Federal Aviation Administration 
FEM Finite-Element Modeling 
FY Fiscal Year 
GCM General Circulation Model 
G-Division Atmospheric and Geophysical Sciences Division 
GISS Goddard Ins t i tu te for Space Studies 
GRANTOUR Lagrangian Parcel Advection Code 
IAMAP internat ional Association of Meteorology and Atmospheric Physics 
1CCG Incomplete Cholesky Conjugate Gradient 
ICSU International Council of Scientific Unions 
IPS Instantaneous Point Source 
IR Infrared 
IRF Incident Response Force 
JNACC Joint Nuclear Accident Coordinating Center 
LIM5 Limb Infrared Monitor of the Stratosphere 
LIRAQ Livermore Regional Photochemical Air Quali ty Model 
LLNL Lawrence Livermore Natknr.1 Laboratory 
LSDM Livermore Statistically Dynamic Climate Model 
LSP Lagrangian Sampling Parcel 
M / A MATHEW/ADP1C 
MATHEW Regional Diagnostic Flow Model 
NASA National Aeronautics and Space Association 
NATO North Atlant ic Treaty Organisation 
NCAR National Center for Atmospheric Research 
NEST Nuclear Emergency Search Team 
NMCC National Military Command Center 
NOAA National Oceanic and Atmospheric Administrat ion 
NWS National Wea ther Service 
OSU Oregon S ta te University 
PIC Particle-in-Cell 
RAP Radiological Assistance Protection 
RCM Radiative Con\ active Model 
SAMS Stratospheric and Mesopheric Sounder 
SCOPE Scientific Commit tee on Problems in the Environment 
TMI Three Mile Island 
USGS U.S. Geological Survey 
WMO World Meteorological Organization 
W P Warsaw P a c t 
ZAM Z on ally Averaged (Climate) Model 
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