
56WO?7- 07%3 ~

INTRICATE MECHANISMS-ON-A-CHIP 4 ‘“<$jii

ENABLED BY 5-LEVEL SURFACE MICROMACHINING “
4@@ *@)~@

M. Steven Rodgers, Jefily J. Sniegowski, James J. Allen,
@%

e
~:

Samuel L. Miller, James H. Smith, and Paul J. McWhorter ““@$@ o
* .,.>

Intelligent Micromachine Department, Sandia National Laboratories
MS 1080, P.O. BOX 5800

Albuquerque, New Mexico 87185-1080
http://www.mdl. sandia.gov/Micromachine

ABSTRACT

Surface micromachining generally offers more de-
sign freedom than related technologies, and it is the
technology of choice for most microelectromechani-
cal applications that require multi-level structures.
However, the design flexibility that surface micro-
machining offers is not without limitations. In addi-
tion to determining how to fabricate devices in a pla-
nar world, the designer also needs to consider issues
such as film quality, thickness, residual stress, to-
pography propagation, stringers, processing limita-
tions, and concerns about surface adhesion [1].
Only a few years ago, these were the types of issues
that limited design complexity. As the technology
improved, the number of mechanical layers available
to the designer became the dominant constraint on
system functionality. In response, we developed a
5-level polysilicon fabrication technology [2] that
offers an unprecedented level of microelecfiome-
chanical complexity with simultaneous increases in
system yield and robustness. This paper outlines the
application that was the driving force behind this
work and describes the fwst devices specifically de-
signed for and fabricated in this technology.

INTRODUCTION

High-speed electrostatically driven microengines,
transmissions, rack and pinion assemblies, self-
positioning mirrors, and pin-in-maze discriminators
have previously been demonstrated in the SUMMiT
(Sandia Ultra-planar Multi-level Meres Technology)
4-level polysilicon surface micromachining process
[3]. All of these assemblies were developed as part
of a long-term program to demonstrate that the me-
chanical complexity required for advanced weapon
safety concepts could be realized with microelecb-o-
mechanical systems. These have been very success-
ful demonstrations. However, combining these de-
vices into the single interconnected microelectrome-
chanical system required for the final prototype
proved dii%cult. After considering several options,
it was determined that an additional mechanical
layer of polysilicon would be required to obtain the
desired functionality.

The 5-level fabrication technology developed to sup-
port this program is known as SUMMiT-V. Four
mechanical layers of polysilicon referred to as
polyl, poly2, poly3, and poly4 are fabricated above
a polyO electrical interconnect and ground plane
layer [2,4]. PolyO is 0.3 pm thick, polyl is 1.0 pm,

poly 2 is 1.5 pm, and both poly3 and poly4 are 2.25
pm. All films except polyl and poly2 are separated

by 2-pm thick depositions of sacrificial oxide. A

0.5-~m sacrificial oxide between polyl and poly2
typically defines the clearance between close mating
parts such as hubs and hinges. This entire stack is
built on a single crystal substrate with a dielectric
foundation of 0.8 pm of nitride over 0.63 ~m of ox-
ide. Seventeen drawing layer are combined to gen-
erate the 14 photolithographic masks used to pattern
these films during a 240-step fabrication sequence.

SYSTEM DESCRIPTION

The safety concept that was to be demonstrated is
depicted in figure 1. The goal is to establish an op-
tical energy path between a source and target elec-
tronic receiver only after a 24-bit discrimination se-
quence has enabled the mirrors to steer the energy.
As fabricated, there is no direct path between the
source and receiver. An optical micrograph of the
5-level microelectromechanical research prototype
that was used to demonstrate this safety concept is
shown in figure 2. Dual opposing mirrors are re-

Figure 1. Dual-mirror-redirect safety concept.
Mirrors are fabricatedjlat over these openings and
cannot be driven to this operating position until the
proper discrimination sequence enables the drive
mechanisms.
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For convenience, assume that a sensor is located at the origin. Let A be the set of events ~ such that a sensor detects the

target.

Assume that the sensor has a probability of detection of one within its limited sensing range R. Then the conditional

probability of detecting the target is

[

1 if O<r’<R, 0<4Ys2z

P(Alr=r’,+=@’)=

o else

The total probability of the sensor detecting the target within the region of certain event is

2ffco
P(A) = j JP(Alr =r’, +=$’)j(r’, $’)r’dr’d+’

00

= 2~~&r’dr’d&

nR2—

nG2

(3)

(4)

In this case, the probability of a single sensor locating the target is the sensing area divided by the area of certain event. This

result is intuitively obvious, and it holds true for a single sensor placed anywhere within the region 0< r < G – R .

3. MULTIPLE SENSORS WITH ONE LEVEL OF COOPERATION
If N sensors are randomly placed in the area 0< r < G – R , the probability that all sensors will locate the target is given by

2N

()P(A.zz) = (p(A))N= ~ (5)

since each set xl is independent of each other. The resulting value is a very small number for large N since the probability of
all sensors being within the sensing range of the target is slim.

On the other hand, the probability that at least one sensor detects the target is

[)
N

G2 -R2
p(A~emtI) =1-[1- p(A)]N =1- ~2

This probability is much larger since only one of the sensors must sense the target.

(6)

What is missing from the above expressions is any sort of cooperation. One sensor may have found the target, but no other
sensor knows about it. If multi-sensor fusion techniques are to be applied, multiple sensors must know the state of
surrounding sensors. Therefore, it is important to not only fmd the target, but also to relay this information to other members
so that multi-sensor fision techniques can be applied.
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Figure 2. The target is assumed to beat the origin. The probability that sensor i learns about the targetfrom another

sensor inside the circle of radius R is a function of the overlapping area of communication.

Consider two sensors as shown in Figure 2. Let Vi be the set of sensors which detect sensor i. Assume that the
communication range has radius S~R where R+2SC G. Also assume that the probability of communicating with a sensor is
uniform throughout the communication range. Then the conditional probability of communicating with sensor i is

/

1 f(X’-Xi)2+(y’–yi)2<S2

(7)P(H IX=X’–Xi,,V=y’–yi)=
o else

In this expression, a more realistic model would take into account free-space electromagnetic wave propagation including
multi-pathing. This is beyond the scope of this initial analysis.

The set of sensors that detect the target and can communicate with sensor i is ~ n A , and the conditional probability of

single sensor which detects a target and sensor i is

~(fi m~lx=xi,y =yi)= ~ ~F’(~ \x=x’-xi,y =~’-yi)p(A lx=x’,y =y’)f(x’, y’~y’ti
-m -m

‘ ~2
if O<q<S– R

~2

& fS-R~ri<s

=. 7ZG2

Q_ ~S<QSR+S

ZG2

(8)

I

where

[ O else

Q = S2(y-0.5sin2y)+ R2(z-y+0.5sin2y)
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Q2=@2+yR2-rSsin~ (lo)

~=cOs-’[r2+::iR2)

y = sjn-()1 Ssiny

R

(11)

(12)

The variables Q] and Q2 are the overlapping areas of communication between sets A and Vj (see Figure 2).

Let Ybe the set of sensors that detect any of the N-1 sensors. The total probability of any sensor that detects the target and

sensor i is

P(V n A) = 1- [1 - P(U n A)]N-* (13)

N–1
since V n A = fl (Vi n A) where bar denotes a negation.

i=l

If B is the set of sensors which did not detect the target, but did fmd another sensor that detected the target then

B=~n(Vn A) . (14)

This means that the inner circle of radius R is excluded. Therefore,

P(Blr=r’, @=#)=

[)d?’ ‘-’
1– l–— I~R<q<S– R

ZG2

()
1- l.g N-l fS-Rs~SS

I-(l-ti )
&

N-1

. if S<rj<R+S

(15)

The total probability of a sensor not detecting the targetj but communicating with a sensor that did detect the target is

Figure 3 shows how one level of cooperation can increase the probability that a sensor is alerted of a target. The curves show
how the probability of detection increases as the number of sensors (the y-axis) increases and as the range of detection and
communication (the three curves) increase. For simplicity, R=S in this figure. The left most side of each curve is the
probability of detection with no communication as discussed in the previous section. One level of cooperation increases the

effective range of detection to R+S as the number of sensors approaches infinity. Notice that the top curve shows that 210
randomly distributed sensors would be required for 900/0 of the sensors to detect the target either through direct sensing or
one level of communication.
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Figure 3. Single level of cooperation. Sensor senses a target or a sensor that senses a target. Communication and sensor

range are equal.

4. MULTIPLE SENSORS WITH TWO LEVELS OF COOPERATION
This section extends the analysis to another level of cooperation. Let C be the set of sensors which are not in A and not in B,

but communicate with a sensor which communicates with a sensor which detects the target. Let CI be the set of sensors in C

where R < r < R + S, and C2 be the set of sensors in C where R + S < r < R + 2S. Sets CI and C2 are mutually exclusive;
therefore, we can add their total probabilities.

For R < r <R + S (see Figure 4),

where

‘min=ti~,rcOs@-~]

R- = max[R+$r@’+~]

()
p= ~os-1 ;

(17’)

(18)

(19)

(20)
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Figure 4. Sensor i is between R < r < R + S. Gray region is the area where sensor i can communicate with another sensor

which does not detect the target, but communicates with another sensor that does.

P(C1lr= r,$=@)= [l-P(Bl r=r,@=~)][l-(l-P(~ nBlr=r, $=@))N-2]

and the total probability is

For R+ S<r SR+2S (see Figure 5),

2 p R+S
—j j P(B\r=r’, +=+’) r’dr’dqYP(~nBlr= r,@=@) =fi20Rmin

where

R~i~ = r COSf$’-J(R + ~)2 +r2(l - COS2 #)

p= ~os-~
[

(S+ R)2+r2-S2

2(S + R)r 1

(21)

(22)

(23)

(24)

(25)
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Figure 5. Sensor i is between R + S S r < R + 2S. Gray region is the area where sensor i can communicate with another

sensor which does not detect the target, but communicates with another sensor that does.

‘hcec2=(i’@nB))
P(C21r=r,$= fz$)=[l-(l-P(~ nB\r=r,~= o))’’’’-’]

and the total probability is

27r R+2S
— (P(C2\r= r,@= ~)rdrP(C2)= ~z R+~

(26)

(27)

Finally, since CI and CZ are mutually exclusive,

P(c) = P(cl) + P(c~) (28)

Figure 6 shows how two level of cooperation can increase the probability that a sensor is alerted of a target. Again, the

curves show how the probability of detection increases as the number of sensors (the y-axis) increases and as the range of
detection and communication (the three curves) increase. Comparing these results with those in Figure 3, we see that only 24
sensors are needed to achieve a 90 percent probability of detection with two levels of cooperation, as opposed to 210 sensors
with one level of cooperation. Also, two levels of cooperation increase the effective range of detection to R+2S as the
number of sensors approaches infiiity.
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Figure 6. Two levels of cooperation. Sensor detects a target, or communicates with a sensor that detects a target, or

communicates with a sensor that communicates with a sensor that detects a target. Communication and sensor range are

equal.

5. MULTIPLE SENSORS WITH INFINITE COOPERATION
It is possible to extend the above analysis for over two levels of cooperatiorq however, the computational intensity of the

numerical integration becomes enormous. Therefore, in this section, we take a different approach. Instead of determining g the
probability that all sensors communicate with one another, we determine the probability that sensors are isolated from one

another.

With infiite cooperation, we are interested in the case where every sensor passes on the information it receives to every
other sensor within range. If a target is detected by one sensor, all other sensors will lmow about it unless there are islands

of isolated sensors that are separated from the others.

Let Ad be the area of detectionlcommunication, assuming they are equal. Let Ac be the area of certain event (area of

Ad
probability 1 detection). The probability of detecting a target is Pd = ~. The probability of not detecting a target is

c

1 – Pd . Given N randomly placed sensors, the number of sensors that detect the target is NPd . The number of sensors that

do not detect the target is N(I – pd ). Outside of the detection region Ad, the probability of a single sensor not

communicating with any of the other N-2 sensors is (1 - ~d)N-l. The probability of communicating with at least one other

sensor is

H =(1-(1 - Pd)~-l)

Therefore, the probability of detecting the target or communicating with at least one other sensor is

PTI = pd + (1 - Pd)(l - (1 - @N-’)

(29)

(30)

Note that this expression goes to one as N goes to infiiity. While this expression takes into account single isolated sensors, it
does not take into account two or more sensors that are isolated. Therefore, the probability of inftite detection is less than
the above expression by the probability of isolation for two or more sensors.
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The probability that two sensors communicate with each other but do not communicate with any other sensor is

.

P~ = [1 - (1 - Pd)~-l](Pd)(l - aPd)N-2 (31)

where a 21 represents the increase in area spanned by two sensors which communicate with each other. If a = 1, the two

sensors are on top of each other. The variable a should be a distribution, but for simplicity, we consider cz to be a single

scalar value that is the average of the distribution. The fust term in brackets is the probability of communicating with at least
one other sensor. The other two terms are the probability that the two sensors do not communicate with a third sensor.

The total probability in Equation (30) is thus reduced by the probability in Equation (31).

/

P~~ =P~ +(l-Pd){l- (l- Pd)~-l -P~
} (32)

=Pd+(l- Pd)[l-(l- Pd)~-l] 1-(Pd)(l-Pd)~-2]

Extending this analysis to 3 sensors, the probability that 3 sensors communicate with each other but do not communicate
with any other sensors is

P3 = [1- (1 - P~)~-l ][1- (Pd)(l - &d)~-2~P~ )2(1 - (2a - l)P~)~-3 (33)

The frost term in brackets is the probability of communicating with at least one other sensor. The second term in brackets is
the probability of communicating with a second sensor. The last two terms are the probability that the three sensors do not

communicate with a fourth sensor.
Subtracting Equation (33) from Equation (32), the total probability is

Pr3 = P~ + (1- Pd)[l - (1 - Pd)N-l][l - (Pd)(l - Pd)~-2 ][1- (PJ )2(1 - (2a - l)Pd~-3] (34)

Continuing for N-1 sensors, the lower bound ( a = 1 ) on the total probability for infinite cooperation becomes

HN-2

P~_2 = P~ + (1- Pd) *10 [1 - (P~y(l - Pd)~-”-q (35)

Since a =1, this expression assumes that isolated sensors will be coincident with each other. Since in reality 1< a <1.5, the
total probability for infinite cooperation is larger.

Figure 7 illustrates how infinite levels of cooperation can increase the probability that a sensor is alerted of a target.
Comparing these results with those in Figure 6, we see that only 9 sensors are needed to achieve a 90 percent probability of
detection with infinite levels of cooperation, as opposed to 24 sensors with two levels of cooperation. Also notice that
regardless of the size of the sensing fcommunication range, the probability of detection always goes to one as the number of

sensors goes to infiiity.
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Figure 7. Lower bound on infinite levels of cooperation. Sensor either detects a target or communicates with any other

sensor, and is not a group of one or more isolated sensors.

6. CONCLUSION
In this paper, we have used statisticalanalysis to determine the probability of detection of distributedunattended ground
sensors with limited sensing and communication range. The analysis assumes thatthe probability distribution of the sensors
and the target are uniform. Without cooperation, the probability thata sensor detects the target is the sensing area over the
area of certain event. With one level of cooperation (detect the targetor communicate with another sensor which detects a
target), the probability of detection increases with the number of sensors. Also, the effective detection range doubles as the
number of sensors go to inftity. With two levels of cooperation (detect the targetor communicate with another sensor
which detects a target or communicate with another sensor which communicates with another which detects the target), the
probability of detection increases even faster. The detection range triples as the number of sensors go to inftity. With

infiiite levels of cooperation and infinite numbers of sensors, the effective detection range covers the area of certain event
regardless of the actual sensing radius. In the future, this analysis will be used to determine the communication and sensing
range and the number of sensors necessary to perform a variety of missions.
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