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Col. 1, 3rd paragraph, line 3: should read ''chance of winning

Same, line 6: should read "P = 1/4 + 1/12"

Table E-II: last two columns should read

Massb
(Mev)

Mean life
(sec)

stable
stable -6

2.2 x10

2.6 x 10'8 :
10-16 to 10-15
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10~

6 x 10-8
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P. 58. Table E-II (continued)

Mass . Mean life
(Mev) (sec)
1115 2.5 x 10°10
1192 , 10-19 lo
1190 0.7 x 1oi10
1196 1.6 x 10 10‘
1311 _ 1.5 x 10”0
1319 . 1.9 x 10
P.71. In Fig. H-5 the departure of the pole pieces from flatness is ex-

aggerated. It should appear qualitatively similar to Fig. H-7 which
depicts the opposite kind of departure from [latness.

P.72. Col. 1, 2nd paragraph, line 19: should read 'and be directed so as
to oppose the displacement..."

'P. 72. Col. 2, line 7: should read "V. I. Veksler in Russia and independ-
ently by E. M. McMillan, ..."

P.72. Col. 2, paragraph 3, last line: should read "accelerators."

P.72. Col. 2, paragrapiq 4, first word should read '"Since"

P.82.  Fig. J‘-lz Replaee word ''photon" vﬁth "'relativistic particles. "

P.97. Fig. L-5: Delete entire set;ltence beginning ""The ellipses are. .. 90). "

P.112. Col. 1, parag;'aph 3, lide 9: should read 'a human ever touching the
materials, "

P.115. Name of author of this section should read "H. Wade Patlteison!

P.116. Col. 1, under Mé.ximum Permissible Exposure, delete entire first
two sentences. Replace with

"The present maximum permissible occupational exposure
is age-prorated and is given by [(A- 18)5] rem, where A is the age
in years. However, the exposur& must not exceed 3 rem in any
one-quarter of a year, or 12 rem in any one year.

P.116. Col. 1, lines 3-4: should read '"sources have a range of a few meters
in air. They can penetrate a few..."

P.116. Col. 2, 11nes 1-7: should read ''received over the whole body. The
maximum permissible exposure to the general population is 0.5 rem
per year. The amount of radiation, as measured in rads, to produce
a 0.1-rem exposure depends upon the type of radiation. Table P-II
lists the equivalent exposures in rads and rem for various radiations."
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P.116.

116,
.116.
.116.
116,
117,
117,
117,
117,

117,

. 117,

117,

. 140.

. 141.

Table P-II, change heading of 2nd column '"'rep' to "'rad"

Col. 2, paragraph 1, line 6: should read "In 1928 the max1mum"
Same, line 9: delete entire sentence, "It is now set a 5 rem/yr."

Col. 2, Table P-III: Heading should read "Effect vs dose for full-

body radiation received in a few hours'"

Col. 2, paragraph 2, line 2: should read "given full-body exposure
given in a few hours." o . B

Col. 2, paragraph 3, line 6! should read '"not carefully measured.
In recent years much care..."

Col. 1, line 9: should read "_eventually developed. It was possible...

Col. 1, paragraph 3, lines 12-13: should read "It is very difficult
to separate effects due to neutrons and gamma rays in the Japanese
cases, and it is..."

Col. 1, under Shielding, line .6: should read "A useful relation for
point sources is..." : '

Col. 2, line 5: should read ''whose intensity I0 a.t 1 cm is 8400
millirads/hr. A..."

Col. 2, equation should read
2

Iydg

2

. _ ' . ’ d
8400
100

I = 0.84 millirads/hr,

Col. 2, paragraph 1, line 2: should read 'ing with point neutron -
source is..." '

Col. 2, paragraph 2, lines 6-7: should read "outlined in Section C,
"Nuclear Physics.' The estimated attenuation of shleldmg is
generally increased in practice by..."

Col. 2, last paragraph, line 4: should read ''cannot routinely detect
this narrowing, ..." .

Col. 1, paragraph 3, delete first sentence and replace it with
"We also found that of these three factors, the first two are in-
dependent significant indicators of risk. Overweight is found sig-

nificant but not independent of blood pressure and lipoprotein values.

Thus, the overweight risk contribution is primarily due to the
association, on the average, between overweight and elevated blood

pressure and lipoprotein values, "
v
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Col. 2, line 2: should read "'red blood cells. Above this we would
normally see a clear..."

Col. 2, lines 5-6: should read '""we are principally interested in,
because it contains the lipoproteins and their constituent lipids.
The lipids are extracted from serum by..."

. Col. 2, line 9: should read 'cholesterol esters, cholesterol,
- phospholipids, and triglycerides."

Col. 2, line 10: should read '""These materials (except cholesterol)
are chemical compounds..."

Col. 2, paragraph 3, line 3: should read ""aqueous solvent (such as
serum). " .

Col. 1, line 7: should read '"a major stabilizing factor for fats in
the blood is..."

Col. 1, paragraph 1, liné 4: should read '""Salt ions can cruise
around..."

Col. 2, legend to Fig. T-6, under (b): should read (b) Electron
micrographs of specific lipoprotein fractions. In this report the
Sf20-400 group is referred to as ''large' lipoproteins; the 3.10=20
and S.6-8 groups as "intermediate-sized' lipoproteins; and gIDLZ_"3
as "small" lipoproteins, The S. designations refer to rate of .
migration in the ultracentrifuge."

Col. 1, line 3: should read 'cholesterol, cholesterol esters, and
protein are present. " . :

Col. 1, lines 7-9: afterv”th'e cholesterol esters' delete hyphen and
remainder of sentence to the period.

Col. 1, paragraph 2, line 2: should read 'large and intermediate-
sized lipoproteins (which transport..."

Col. 2, line 13: should read ''fats are associated with elevated ‘
concentrations of the..."
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PREFACE

« During the 'surnmers of 1955, 195\6, and 1957 the Law;énce
Radiation Laboratory conducted an institute for outstanding hig-h school
science teachers, Ouuitled in 1958, the institute was agé.in held this
summer with 18 teachers participating. Each teacher was 'assigned to
one of the research groups in nuclear physics;, biophysics; or nuclear
chemistry. Combined-with this practical experience was a series of
lectures by members of the Laboratory staff. These lectures out-
.iined the theories and principles underlying bmbany phases of the re-
search performed here. In some cases hew techniques and instruments
were described and recent findings were discussed.

~ The participating. teachers also attended a number of lvectures
on related subjects given on the Berkeley campus as a part of the
Summer Institute for Teachers of Science sponsored by the National
Science Foundation. The following lectures were included in that

group:




Bubble Chambers ’

High-Energy Particle Accelerators .

Elementary Particles

Antiparticles ‘

Origin and Evolution of the Solar System

The Role of Space Satellites in Gafhering Astl;onomical Data
Chromatography

Chemistry and Physics of Virus™

Biology of Virus

Radiation and Life in Space

The reports contained in this volume were compiled by the edi-
tors from the tape-recorded lecture proceedings. So that the collection
would fit into a single volume, n;xany jllustrative examples and s;zpport-
ing facts had to be orﬁitted. . Consequentiy, thes; 'reports shqﬁld not be-
regarded as definitive articles, but rather as summaries or notes.
Each lec‘turer reviewed the material appearing under his name for
factual accuracy.

Two excep@ions to 'the' Iabove procedure should be mentioned.
The report "Photoéynthesis” by Dr. John Bassham is a condensation of
a paper that he had prepared f(;r the Journal oif Chemical Education.
The paper '"Radiation and Life in Space" ‘by Dr. Cornelius Tobias was
presented by hi.m at the 1959 Symposium éf the Federation of American.
Societie.s for Expefimental Biology and is to be publiéhed in the Federa-
tion Proceedings.

‘The editors wish to thank Dr. Harry H. Heckman, coordinator
for the s;lmmer institute }Srogram at this Laboratory, for his advice and
cooperation in preparing these lecture notes.

Edward Calhoon and Paul Starring
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A-1. TRIGONOMETRY .

Harry H. Heckman

In past years, the lecture series included no
review of mathematics. There subsequently were
instances when a simple mathematical symbol was
used which lacked meaning until time had been taken
to define it and explain its derivation. This year
three lectures will be devoted to reviewing some
basic mathematical concepts and notations. These .
will fall into the categories of trigonometry, vector
analysis, and the calculus. In each category the
lecturer will give a pointed example of how it is used
in the analysis of some physical phenomenon.

When one performs an experiment in physics,
measurements are inévitably taken of such quantities
as distances and angles. Our first lecture is on trigo-
nometry, that portion of mathematics which deals
with angles, If certain parts of a triangle are known,
trigonometry makes possible the calculation of other
parts.

Let us first consider the properties of a tri-
angle. (Fig. A-1) We label the corners, or vertices,
A, B, and C, and the angles a,p, and vy respectively,
The first property of the triangle is that the sum is its
angles equals 1809:

a+p+y=180°. (n

B

b
Fig. A-1
This is rather easy to demonstrate, Extend the base

b, and by construction draw a line d from A parallel
to side a (Fig. A-2). The angle between line d and

Fig. A-2

the extension to line b is then equal to y; the angle
between lines d and c¢ is equal to B. Thus, we see
that the angles a,B, and y add up to make a straight
line, or form an angle of 180°.

The Right Triangle

The most important figure to trigonometry is
the right triangle. In this triangle (Fig. A-3) one of
the angles equals 90°. Since y is a right angle, the
‘sum of the other two angles is 90°:

a+p=90°. i?.)

Fig. A-3

The Pythagorean theorem describes a funda-

mental property of the right triangle:

a?+pl= cZA. (3)

C

The truth of this theorem can be demonstrated most
simply by drawing a diagram like that shown in

Fig. A-4. In this drawing, we have a small square
drawn inside a larger square, so that all the a's are
equal, all the b's, and all the ¢c's. The area A of
the larger square may be found by adding up the areas

of its various parts:

A=cly ab/2 + ab/2 + ab/2 + ab/2

cZ + 4(ab/2)

Z .
A=c + 2ab, (4)

Another way to find its area is to write:

A= (a+b)’
A=a%+2ab+b2. (5)
a b
a
b
b
e
Fig. A-4




Setting the two expressions for A i.e., Eqgs. (4) and
(5) equal to each other, we obtain

2%+ 2ab + b2 = 2+ 2ab.

Subtracting 2ab from each side yields

2 2
a2+b =c .

Another property of a right triangle is that of
similarity. If one of the angles in a right triangle is
equal to an angle in another right triangle, then the
two triangles have the same shape, or are said to be
similar (Fig. A-5). That is, the lengths of corre-
sponding sides are proportional, and the ratio of any
two corresponding sides, say a and a', is a con-
stant: ’

-k _c _ constant, (6)
b! ct

Fig. A-5

If, in addition, the.sides b and b' are equal,
the triangles are then the same 6ize and shape, and
are said to be identical or congruent (Fig, A-6). This
notion of similarity and congruency applies to oblique
as well as right triangles.

=

Fig. A 6

Measuring Angles

So far we have discussed angles without de-
scribing how they may be measured. To define an
angle, we must first draw a circle (Fig. A-7). We
next draw a radius and rotate it from Point A to
Point B. Angle a may now be measured by the
length AB. along the circumference. If the length
AB just equals the radius, we say that the angle
subtended is one ''radian. !'' This type of angular
measurement is called ''radian measurement. ''*
An angle which makes a complete revolution is
equal to the circumference, or 27r. In a unit
circle {a circle in which the radius is defined as
a unit length), this length is simply 2m. Such an
angle equals 27 radians.

*We call a positive when we rotate the
radius in the counterclockwise direction,
and negative when we rotate it in the
clockwise direction.

Fig. A-7

o. An angle which makes one half a revolulivn
(1R07) eqnals Zn/Z, nr w radians. Table A-I lists
the equivalents for other angles.

Table A-1

Equivalence between angles measured in radians and
in degrees

Angle Angleé
(degree) (radian)
30 /6
45 /4
57.3 n/m=1
90 n/2
180 L
270 3n/2
360 2n
540 ' 3w
720 4

From Table A-I we see that an angle can sweep
through more than one revolution. Note also that one
radian equals 57.3°. It is useful to remember this
number when converting from radians to degrees.

Keep-in mind that any system of measuring
angles is purely arbitrary. It would be well if we.
could construct these units, such as the degree or
the radian, a priori by means of straight edge and
compass. For 2000 years mathematicians have
attempted to do this, but unfortunately it is im-
possible. The German mathematician and physicist
Karl F., Gauss gave proof for this impossibility in
1796.

Trigonometric Ratios

A practical method for measuring an angle is
simply to measure a side of a right triangle whose
base b is a radius of a unit circle (Fig. A-8). The
side a is drawn tangent to the circle at point C.
Since we have b = 1, we can define the angles a or
B simply by measuring either a or c, or by giving
a ratio of one of the sides to another. It is conveni-
ent to define the ratios given in Table A-2, Column I,



Fig. A-8

Table A-II

Trigonometric functions for a right triangle

1 11
Tangent (tan) a - a/b = cot B
Sine (sin) a = a/c = cos B
Secant (sec) a = ¢/b = cosec B
Cotangent (cot) a = b/a =tan B
Cosine (cos) a =¢/a = sin B
Cosecant (cosec) a = b/c = sec B

The terms in Column II were deduced from Fig. A-8.
Note that the '"cofunctions' of the angle a are simply
related to the trigometric functions of angle B, in
that B = 90° - a.

Graphs of the Trigonometric Functions

* The next question to arise is, '"How does the
value of one of these functions change with the angle,
i.e,, how does the sine of a vary with a?" This is
the function most encountered by students in elec-
tronics or those who must otherwise use alternating
currents. We draw a unit circle and see how the ratio
a/c (i.e. sin a) varies with a (Fig. A-9). We see

A ] AdE

Fig. A-9

that for a = 0°, a is 0 and ¢ is 1; therefore, we
have sina=0. As a increases, the ratio a/c in-
creases. At a = 90°, both a and ¢ are 1. As a
passes 90°, the ratio a/c decreases, until at

a = 180°, a/c is zero. .As a passes 180°, a becomes

- negative {c is always possitive, by definition), and

the ratio a/c becomes larger. When we plot this, we
obtain the curve shown in Fig., A-10. -

1+
Sina
r T 3r 2w
o 2 2
0 (90°) (180°%) (270° (360°)
Fig. A-10

The curve of cos a is shown in Fig. A-11, It
should be noted that the curve for cos a is the same as
for sin a, except that it is shifted in phase (i.e., dis-
placed) by 90°.

Cosu

DNH
3
I()l

LR
N
El

+

Fig. A-11

We next plot tan a (i.e., a/b)(Fig. A-12). As
a approaches m/2, a approaches l and b approaches
0. Thus, the ratio a/b becomes infinitely large.
However, if w/2 is approached from the other di-
rection (i.e., from 180°), the ratio a/b becomes
infinitely large but in a negative sense. Thus, at
/2 and 3m/2 the curve is discontinuous.

Tana .
|_
s 3 2w
2. -~
0] — -

Fig. A-12

Trofs




Trigonometric Identities

We must consider some of the fundamental
identities of the trigonometric functions. These stem
from the basic definitions already given. They are of
invaluable assistance in the solution of problems, and
so have been tabulated and are available as a reference
in trigonometry books. The simplest identities are
the "inverse identities:" '

sin a = 1/cosec a (7)
cos a = 1/seca (8)
tan a = 1/cot a. 9)

Another simple identity is

sin u/cos a= :a/_c = a/b
b/e

sin a/cos a = tan a. (10)

The Pythagorean identities stem from the Pythagorean
theorem

2 2

a2.+b =c . (11)

Dividing this by cZ, we obtain
az/c2 + bz/cZ = cz/c

(a/c)? + (b/c)? = 1

2

or
Sinzu‘-&- cosa a=1. (12)
In a similar way we divide Eq. (11) by b2 to obtain
a2/p? 4 né/p? = 2wl
tanza +1= secZ a. . (13)
Dividing kq. (11) by aZ, we got
az/aZ + bz/al2 = cz/a2

1+ cotzn = cosec2 a. (14)

The Oblique Triangle

The above are applicable to the right triangle
owing to its special properties, It is essential now
-that we consider the more general case of the ob-
liqcl’xe triangle (Fig. A-13), in which no angle is
90 A very beautiful and symmetric relationship
exists here which we call the law of sines:

sin a _

sinﬁ= sin y . (15)

a b c

This relationship applies to all triangles including
right triangles. Also we have the law of cosines:
2 2 2

b +c.-a
cos @ = —m———"
2bc
or '
a2=b2+c2- 2bc cos a, (16)

which enables one to calculate the length of the third
side of a triangle when the length of the other two
sides and their included angle are known.

An Application of Trigonometry
" to High-Enerpy Phyoico

A striking example of the use of (rigonometry
in high-energy physics is in the delermination of the
velocity of a particle by means of its Cherenkov
radiation, (It might be recalled that Cherenkov, a
Russian physicist, recently received the Nobel Prize
for the discovery and interpretation of this radiation.)
Consider a charged particle (e. g. an electrun) traveling
with a velocity nearly equal to that of light, i.e., at
B 2 1. The quantity f is defined as the particle
velocity v divided by the velocity of light ¢ (B = v/c).
Let the particle enter a transparent material like
Lucite, in which light travels at a velocity ¢ The
velocity <y is given by

where 7 is the index of refraction of Lucite (N=1.5)
and c¢ is the velocity of light in a vacuum. Here we
have a situation in which the particle is traveling
through the Lucite faster than light travels through
the same medium. Since the parti¢ie is Lraveling
faster than energy can be carried away, a shock
wave is sel up which is analogous to that created
when a jet plane flys faster than the speed of sound
in air.

Figure A-14 represents the way in which
Cherenkov radiation is formed. At a given instant
the particle is al the point P. A certain time earlier
it was at P'. The light waves emitted at point P!
have traveled outward, as represented by the circle
surrounding P'. At a still earlier time the particle
was at P'. The circle ground P" indicates the wave
front of light emitted at that point, The waves from
successive points P', P", etc., establish a co-
herent conical wave front which travels in the di-
rection of the dashed arrows. This shock wave is
called Cherenkov radiation and is visible as a bluish
light.

coherent wave
front




The angle a with which the shock wave moves
relative to the particle path is a measure of the
particle velocity (Fig. A-15). The greater the veloc-
ity, the smaller is the angle. In Fig. A-15 the
particle is moving to the right at velocity fc; the
wave front is proceeding at a velocity ¢/n. From
our definitions of the trigonometric functions we have

cos = a /M
pc
1
COSs = —
Bn
or 1

Fig. A-15

Suppose that in an experiment we observe the angle
a to be 4890 for a particle traveling through Lucite
(n=1.5). Consulting a table of the trigonometric
functions, we find cos 48° = 0.669. Solving Eq. (17),
we obtain

1
1.5(0.669)

B = 0.98,

Thus, the particle is traveling at a velocity of about
98% of the speed of light.

In practice, a series of optical vanes or
""Venitian blinds' may be set up so that only the
Cherenkov radiation of a given angle a can be ob-
served. The detection equipment then will not
respond to particles having greater or smaller veloc-
ities.

This is one of the techniques which made
possible the discovery of the antiproton (negative
proton) at this Laboratory in 1955. A beam from
the Bevatron was passed through a number of steering
magnets, so that particles reaching the Cherenkov
counter had essentially the same momentum (product
of mass times velocity). The beam consisted pri-
marily of pi mesons (light unstable particles having
about one-seventh the mass of an antiproton) and
perhaps 1/100% antiprotons. Since pi mesons are
much lighter than antiprotons, they must travel at
a greater velocity in order to have the same mo-
mentum.

In this experiment the pi mesons had a veloc-
ity p £ 0.99. The B for antiprotons, if they existed,
would be B ¥ 0,78. Thus the antiprotons would give
off Cherenkov radiation at an angle a of about 319,
while o for pi mesons would be about 489, This
difference was sufficient for identifying the particles.

Cherenkov counters can be constructed to dif-
ferentiate between particles having velocities differ-
ing by only about 3%. Since the effect is an electro-
magnetic phenomenon, only charged particles produce
Cherenkov radiation. Neutral particles therefore
cannot be detected by this method.




A-2. VECTOR ANALYSIS

Roger Wallace

Vector analysis may be viewed as a shorthand
notation which is more convenient to use than conven-
tional geometry. It is widely employed by physicists
and electrical engineers for describing physical
quantities, such as electric or magnetic fields, that
have both a direction and a magnitude.

The word "vector' sometimes worries people
who think it must stand for an extremely complicated
notion. Quite the opposite is true: a vector is simply
an arrow. Its length represents the magnitude of a
physical quantity, like the number of pounds of force
applied to an object; its direction or orientation
indicates the direction the force is being applied.

Vectnrs are most often used in 2-dimensional
or 3-dimensidnal coordinate systems, but they may be
used'in higher-ordered coordinale systems. For
instance, sometimes it is desirable to add a fourth
dimension such as time in certain equations.

First, we consider the 2-dimensional case
(Fig. A-16). We draw an arrow (vector) from the
origin of the coordinate axes to the point (a,,a . ). We
label the arrow a to dindicate that it is a vector, not
a number. The length of the vector @ is denoted
simply by the letter a, or sometimes by a), which
are equivalent expressions. The latter €xpression
(1Z}) reads '"the absolute value of @, and is a num-
ber not a vector. We use the Pythagorean theorem

to find 1T1:
'3"? = axz + ayz
2 2
. (x| =\/ay +a"r = a. (1)
v
(agr2y)
|
I
x |
| ay
|
|
i
1

<1

|

p——— a2

X
1

Fig. A-16

We now turn to the 3-dimensional case.
(Fig. A-17) It should be noted that we employ a
“right-handed' coordinate system. This means that
if the right hand is held so that the fingers point from
the positive x axis toward the positive y axis, the
thumb points in the direction of the positive z axis.
Other conventions are sometimes used in various
foreign countries, but the ''right-handed" convention
is followed in this country.

Fig. A-17

We draw a vector from the origin Lu the point
(b, b, bz) and call the vector b (Fig. A-18). (Any

lefter ay be used; b was chosen arbitrarily). The
length b of the vector is )
N (2)
x y z
¥
- ) ‘
‘0/ 1
I b
/ | v
|
y - /——x
e
l

One advantage of vector notation should now be
apparent — one symbol can stand for a large number
of other symbols. For instance, the symbol a takes
the place of the much longer notation ordinarily used
in solid geometry, {(a,, ay, 2,). Another convenience
of vector analysis is that we can define quite simply
certain useful operations. These may involve rather
complex ideas, and may be quite lengthy if written in
conventional geometrical notation. These include o
vector addition, subtraction, multiplication, and
division.

Vector Addition
Vector addition is illustrated in Fig, A-1
e,

—_ -
have a number of vectors a, b, c, 3, , 1,
The vector sum is indicated by the vector

- -

m=a+b+ct+d+e+i+g. (3)



<
Fig. A-19
In the case shown in Fig. A-19, the length of m is:
m = Nh 2 +h 2,
X Yy
where
h =z=a_+b_+c_+d_+e +f +g and
X X X X X X X X
h =a +b +c_+d +e +f +g .
Yy y y y Yy Yy Yy y
Vector Multiplication
Two types of vector multiplication are defined: '
the dot (scalar) product and the cross (vector) product.
Dot Product
The dot product 2 - B is defined as
2-b=abcost, (4)
where 6 is the angle between 2 andB. (Fig. A-20.)
It should be noted that the dot product ab cos fis a
number or scalar, not a vector.
Fi-
Fig. A-20
Several properties of the dot product are of
interest:
a. _’];he dot_Product commutes:
“ T-b=b- (5)

b. If the dot product is zero, @-5=0) then
Py and T are perpendicular. On the other hand, if a
and b are perpendicular, their dot product is zero.

. C., If the dot product : 2 - l—;equals the product
ab_(a + b = ab), then a and b are parallel.
if 2 and b are parallel, we have a - b = ab.

Conversely,

a)

d. In terms of the coordinates (ax, ay, a,

agd (by, by, b,}, the dot product is
Z-B=ab +ab +ab . (6)
X X yy z 2z
e. The triple dot-product a-b-cis meaning-
less.
f. The derivative of (-5. : _t;) with respect to t is
d da a8 | -
I (a. B.) -5 4+ I ©oa.

It should be noted that this is obtained by the conven-
tional rules of differentiation, as is true of the de-
rivatives of other vector functions.
Cross Product

The cross product 2 x B is defined as

S . ' (7)

where the quantity aESme; is a vector.
product has the following properties:

The cross

a. The cross product does not commute;
instead we have .
- — — .
. (8)

axb =bxa.

b. In terms of the coordinates (a. va . a, ) and
(b by b ), the cross product is y

:xb=(ayb -ab )1+(ab —ab )J

z
, 9)

X
+(ab-ab)'12
Txty T Ty ox

where T, _T, and k are unit vectors in the x, y, and z
directions respectively (Fig. A-21). Written in
matrix notation this is

P
a a a
x Uy z
b b b

24

>
J
-
1
o $ —
z 1 2 X
1 (arbitrary units)
2
2
Fig. A-21




Another way to write Eq. (9) is

Axb=ci+dj+ ek, . (9a)
where we have ¢ = (a b —azb ), d=(ab_ -ab ),
ande=(axby-ab) y zx xx

) ¢. The absolute value of the cross product,
|absin9l, is equal in magnitude to the area of the
parallelogram drawn in Fig. A-22.

« |

ab sin g
—_—_——— i
ab sin ©
-
b
-
a,
Fig. A-22

The vector abcos 6 itself is perpendicular to the plane
of 2 and B.

d. When performing the triple cross-product
a x b x ¢, one must decide on the order of operations;
., the product can be formed as either (a. x b)

that is
x ¢ or a x (b x c), which are not the same. We have
ax(bxc) =-3x(cxBb) (10)
={eab)xa (1)

-(b xc)xa. (12)
It should be noted that the triple cross product is

a vector,

e. The derivative of|—a X (b x c;l with respect
to t is given by

d = = _.da =~ = .db_
at—ax(bxc_l—a?x(bx—ni)+ax(anc)
. - d
+ax(bxat5.
Mixed dot and cross product
we have

For the mixed dot and cross product,
the following relationships:

2-BxC=axb- ¢ (13)
b .Txza (14)
=BFx<.
=77 ExE (15)
=cxa-b. {16)
Ia a a
=|bxbybZ

Xy 'z
[CnyCZ

The mixed dot and cross product: x5 - Cis a number
or scalar whose magnitude is the same as the volume _
of the prigsm shown in Fig. A-23. The derivative of

(a . B % c) with respect to t is given by

g-t—(;--t;xc)=g?a- 'Sx'c’+'£.§§x?
—b.—b dg
+a bxat—.

Fig. A-23

Applications of Vector Analysis
to Elecliical Theory

The most common application of vector analy-
sis is to electrical theory. As an illustration, we
will consider the question of the force exerted on a
charged particle such as a_proton when it is in an
electric field. The force Felec is found from this
expression

-

1) ef,
elec

where e is the charge of the proton and E is the
electric-field vector. Theforce and the electric
field are both treated as vectors because a charge is
urged in the direction of the field."

(17)

A force ¥ is also exerted on a charged

particle when it mdves in a magnetic field (no force
is produced by the magnetic field if the charge is at

/_\

Fleld points
out of page

-
v

Fig. A-24

* By definition, the direction of an electric field
is the direction in which a positive charge is

pushed.

¥

g



rest). The value of -fmag is given by this expression:

- _ - -

Fmag = e(v x B), (18)
- -

where v is the velocity of the charge and B is the

magnetic-field vector. Note that the term (v x B) is

a cross product, not a dot product.

If a chérged particle is moving through both an
electric and a magnetic field, the total force F
exerted on the particle is:

¥ = F + F
elec mag

F = eE + e(vxB). (19)
An oxample of a charyed particle moving in a

magnetic field is the case of a proton being acceler-
ated in a cyclotron (Fig. A-24).

Here the direction of the magnetic field is out of the
page. As the proton travels in a clockwise direction,

a force -fma 1s exerted on it by the magnetic field
This force is just equal to the centrifugal
force F , so that ghe proton travels in a circle (if
viewed at a given instant). This circle becomes a
spiral as energy is added at each turn of the proton
around the circle. The Bevatron, the 184-inch
cyclotron, and the 60-inch cyclotron at Berkeley
accelerate positively charged particles. Since their
magnetic fields are up, the particles are accelerated
in a clockwise direction viewed from above. In the
electron synchrotron the magnetic field is down.
Since electrons carry a negative charge, they too
travel in a clockwise direction. ’
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A-3 ELEMENTS OF THE CALCULUS

Harry H. Heckman

Rates of change are encountered each day. .
In teaching, for example, one speaks of a pupil's
progress or his rate of learning, and miakes some
attempt to measure it from time to time. At the
end of a certain period the pupil is given a grade,
which is an approximate measure of the total progress
made, that is, the total change he has made inte-
grated over a period of time.

Often one speaks of velocity, which is the
rate of change of position with respect to time; or
of acceleration, which is the rate of change of

" velocity. To the physicist these are fundamental
quantities. If he can measure the velocity of an
object, he can determine its acceleration by means
nf the calculus, which is that branch of mathematics
treating rates of change.

Consider a freely falling object such as a
person diving from a height of 16 feet into the

water. (Fig. A-25) He is timed with a stopwatch
//\x 16 £t
 d

Fig. A-25

and one second elapses before he reaches the waler.
Therefore, his average velocity is simply 16 ft/sec.
It is known, however, thal he is not moving at a
constant velocity; he is continually being accelerated
by gravity. .

Suppose now that one wants to find his final
velocity, that is, his velocity at the instant he
strikes the water. This can be approximated by
noting the distance y that he has fallen at a certain
instant after he started the dive, say 0.8 sec. If
this were done, it would be discovered that in 0.8
sec he traveled 10.24 ft. Thus, his average velocity
Vav during the final 0.2 sec is ’

v Yfinal ~ Yinitial
av =

tf - ti

_ 16 - 10.24
1 - 0.8

5.76
0.2

V. = 28.8 ft/sec.
av

&
To obtain V,, with greater accuracy, one could
takc successive measurements at times nearer to
1 sec, so that the difference tf - t; becomes very
small. We call a small interval like this an "in-
crement' in time, and use a symbol such as At to
describe it. Table A-III summarizes the results.

Table A-III

Determining a final velocity by approximation

— .

tf ty e ti 7] i Ye - Vi velocity
(sec) (sec) (at) (£t) (£t) (Ay) Ve~ Vi
{sec) - (ft) li - ti
= (By/nt)
(ft/sec)
1 0 1 16- 0 16 16
1 0.8 0.2 16 10.24 8.7 28.8
1 0.9 U.1 16 12.96 3.04 in.a
1 0.99 0.0l 16 15.6816  0.3184 31.84

From Table A-IIl it is seen that as At becomes
smaller, the velocity (Ay/At) approaches 32 ft/sec.

An electronic timing system would allow one
to measure the distance the diver falls during ex-
tremely short time intervals, so that his velocity
could be closely approximated at any instant. The
calculus, however, mathematically allows At to
approach zero, and hence permits one to calculate
the instantaneous velocity at any time. Figure A-26
shows the position of any freely falling object with

6!l T
Fig. A-26
"
o 2
~ = 1/2 gt
. y=1/2¢g
16 4+
1 4
i
T ]
0 1 2
t (sec)



respect to time. This graph was obtained by plotting

the values of y; versus t; from Table A-IIIl. This

curve can be expressed by the equation y = (1/2)71:2,2
sec’),

where g is the acceleration of gravity (g = 32 ft
a constant. The origin of this equation is apparent
from the following relationships:

distance (y) . time
16 ft - ='(32/2)%1 1 sec
64 ft = (32/2)X4 2 sec
144 ft = (32/2)%9 3 sec.

It should be noted that the average velocity .
(Vay = 16 ft/sec), calculated above, can be found
from Fig. A-26 by drawing a chord from the origin
to the curve at the point t = |l sec (Fig., A-27).

The slope (y/t) of the chord is the average velocity:

Vo = 16/1 ft/sec.

64 o

:,
G4
>
16
o 4
1 L
0 1 2
t (sec)
. Fig. A-27

The velocity of the diver as he strikes the
water can be approximated by drawing successive
chords, moving the lower end of the chord along
the curve while holding the upper point at 1 sec.
We see that as the time interval decreases, the
slope of the chord approaches the siope (tangent)
of the curve at time t = 1 sec (Fig. A-28).

The slope of the tangent at the point t = 1
is the instantaneous velocity of the diver as he hits
the water.

It is convenient to derive a general math-
ematical expression for the slope of the tangent
to a curve at any point, since the slope represents
a velocity (i.e., the rate of change of the curve).

164

o
“
L |
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Fig. A-28

Consider the equation
5
y; = (1/2)gt" .

Now we ask, "What will the value of y be if we
change t slightly?" We write

v = (1/2) gle+ae)?

= (1/2) gt + 2t ot T t8),

where At is the change in time. The slope Ay/At
is

ay _ Yo%

At JaX3

(1/2) g(t2 +2tAt +AL%) - 1/2 t?
At

(1/2) g(2t At +at%)
At

= (1/2) g(2t +At)

—ﬁtL = gt+(1/2) gAt .

Now if we let At approach zero, we obtain the slope
of the curve:

v =\:2X- - {it+(l/2)gAt.*
t
(1)
At -0 At =0

Since the term (1/2) g At approaches zero as At
approaches zero, the velocity at time t is

V = gt. (2)
* ; A i
The notation l_—f{— reads ''the limit of Ay with

At—0

respect to At as At approaches zero."



When the velocity curve V =gt is plotted, we
obtain a straight line whose slope is g (Fig. A-29).

64 W—

o
2
>
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Fig. aA-29
Differentiation

What we have done in Eq. (1) is define the
"differential, " a fundamental definition in the
calculus: :

d _ | &y f(t+ At) - f(t) (3)
dat | At At *
At -0 At-0

This applies to any function. The term dy/dt

reads ''the derivative of y with respectto t." From
this basic definition we evolve a general procedure
for evaluating differentials for any function. The
process of finding the differential is called '"differ-
entiation. "

A second derivative of a function can also
be obtained. We recall that the first derivative
of the function y = (1/2) gt is dy/dt = gt. From
Eq. (2), the second derivative d2y/dt is"

dzy gt+rat) -gt
d.‘.Z At
AL =~ 0
= gAt
- At
At -0
a2 . (4)
— =&
dt

since the At terms cancel. The second derivative
represents the rate of change of velocity, or accel-
eration. In this case the acceleration is constant
(Fig. A-30).

64 -~
32
1 L |
\ ¥ L
0 1 2 3
t(sec)
Fig. 30

The third derivative d° y/dtJ in this case
is zero, since the derivative of any constant is
zero. (A constant, by definition, is an entity that
does not change with time)

Table A-IVsummarizes the first, second,
and third derivatives of the function y = (1/2) gt

Table A-IV

Summary of derivatives of the function y = (1/2) gt?

Symbol value name
first Aerivative dy / dt = gt velocity
second derivative d?'y/dtZ = g acceleration
third derivative day/t‘lt3 = 0 none

It is possible to derive general formulas
for the derivative of a function y = f(x). In Table
A-V we list some of the more useful of these.

Table A-V

General formulas for the derivative of the functions y = f (x)

Function First_derivative Second derivative
. ™y | oa-l n-2
y = x —gx - ¢ nx {n-1}) nx
2, x
X de®) _ x d’{e) .. x
y=¢ 4% " ° X €
- d(loge x) 1 2 |
y = logex % % d (logex) = ;2-
”
. 2 .
y = sin x dlsinx) cos x d (sinx) . - sin x
ax dx
2
y = cosx dleos k) - | sin x dcosx) .. €08 x
dx dx

Two points should be mentioned about using
derivatives:

(a) When the first derivative (slope of a curve)
is positive, the curve is rising. When the first
derivative is negative, the curve is falling (Fig. A-31)



slope
negative

Fig. A-31

(b) When the first derivative (slope) is
zero, the curve is at a maximum or a minimum
(Fig. A-32). The way to tell whether the point in
question is at a maximum or a minimum (without
drawing the graph) is to take the second derivative
of the function. If the second derivative is negative,
the point in question is a maximum; if it is positive,
the point is a minimum.

slope = O
max
min
slope = O
0 X
Fig. A-32

Integration

In studying moving objects, physicists often
know the equations of motion and laws of force that
govern the motion of the object. For example, we
have Newton's famous law

F = ma. (5)
The force F exerted on the object can be measured,
as can its mass m. The acceleration a can then
easily be derived. Once an expression for the accel-
eration is obtained, the physicist uses 'integration"
to find the velocity of the object. Integration is
simply the reverse of diffcrcntiation. Another
"integration'' yields an expression for how the position
of the object varies with time. In our example above,
we took the position of a body as a function of time
[1/2) gt?] and differentiated it twice to show the
motion was that of a body under constant acceleration
(g). It would be just as logical if we had started
(initially knowing the body was in a force field that

produced a constant acceleration) with g = d2y/dt?
and asked ourselves: "'What is the position of the
body at any time ?"'

To illustrate how integration is performed,
suppose we know that the acceleration of a freely
falling body is the constant g, and we want to find its
velocity V. What function, then, when differentiated,
gives g? The answer is V = gt. The way we obtain
this is as follows: We know that g is the first
derivative of the function being sought. Therefore we
write

v .

at g -

We rearrange the terms to obtain
dv = gdt .

Next we write the symbol J to indicate that we are
to perform an integration. Because g is a constant,
it is placed outside the integral sign.

-(6)

Jav = gfat.

Performing the integration, we obtain

(M

v = gt+ constant.
The constant in Eq. (7).arises in every integration.
In this case, the constant represents any initial
velocity. For instance, in our previous-example
if the diver had been pushed downward off the diving

board with an initial velocity of, say 10 ft/sec, then
the constant would be 10 ft/sec.

In Table A-VI we list a number of the more
useful general formulas for integrating various
functions.

Table A-VI

General formulas for integration

o™ xm*!-l .

f dy = fx dx y = 7T +c
[ dy = [ sin x dx 'y =-cos X +c
fdyzfcosxdx y = sin X +c
fdy=fix y=1ogex +c
Jdy =f & ax y=e +ec

Application of Calculus to Physics

Escape Velocity from the Earth's Gravitation Field

In building a sun rocket a question that arises
is, ""What must be the velocity of the rocket in order
for it to escape the earth's gravitational field?" In
Fig. A-33 we have a rocket of mass m traveling
with a velocity V ac a distance r from the center
of the earth. The radius of the earth is R and its
mass is M. Since r is greater than R, .the earth's
gravitational field acts as though it is concentrated at
the center of the earth.




Earth
r
,l— 4—'|dr |"—
\ : ) Rocket @™
v t——
R

Fig. A-33

The attractive force F between the rocket™

and the earth i8
F=-27M (8)
r -

where G is the universal gravitational constant.
The minus sign indicates the force is an attractive
onoe. Let ns ransider the rocket at distance r from
the center of the earth. Then a shorttime latcer it is
at a distance r +d¥. The kinelic eucigy loat, dw;
in going through distance dr is given by

dw = F dr, Y

where F 1is the force exerted on the body bythe
gravitational field. Substituting for F in (Eq. 8),
we have

G
dw=--%M- ar. (10)

Integrating this to obtain the total change in the
kinetic energy of the rocket moving out to a
distance r, we obtain (see Table A-VI)

fdw=-Gme—3Z dr
r

w=(l/?.)mVZ= GTM +c. (11)

To evaluate the constant ¢ in Eq. (lU), we
knaw the velocity V will be zero at the maximum
radius, ryax » the rocket attains before it begins to
fall back to earth. Thus, at V = 0 we have

max
(1/2) wv’ = E“;i tec
(0/2)m ()2 = S=M
l'l'l’la.){
¢ = ﬁ':’_M_ . (12)
max

The kinetic energy w expended in going from r
to r «x 18 then

ma
(1/2) mve = w = i“;ﬁ_ - GrmM
max
(13)

From this we obtain

v2=ZGM(—]—-1 )
r

which is the velocity required for a rocket to reach
an altitude of ry,, When fired from position r.
From Eq. (14) we see that the velocity is independent
of the mass of the rocket. That is, a 1l-pound
rocket must travel at the same velocity as a 10-ton
rocket to reach r .
max

If the rocket is shot off from the surtface -
of the earth (i.e., at r = R), and if we want the
rocket to escape{i.e., r = « ), we have

(15)

since 1/« appronaches zero.

"On the surface of the earth, the force on an
object of mass m is

F o= mg (16)

where g is the acceleration of gravity. Frow ouy
general definition of force [ Eq. (8)] , Eq. (16) is
also equivalent to
F = mg ___GmZM
R

We cancel an m on each side t(.) obtain -
g = 2% . (17
R
Combining Eq. (17) and Eq. 15, we obtain
v2 = 2gR. ‘

Thus , the escape velocity is

v = A Z2gR (18)
= N2(32
V = 6.96 mi/sec. (19)

If a rocket takes off from the earth with a velocity
in excess of 6.96 mi/sec it will es¢ape the gravi -
tational field of the earth. An object would have
this same velocity (6.96 mi/sec) when it strikes the
earth if it were to ''fall” in toward the earth from an
infinite distance.

Radioactive Decay

Suppose we have a mass of radioactive
material containing N atoms. How many atoms
will we have after a cerldain iuterval of time? We
have a detector that counts the atoms as they decay.
In a time interval dt we detect dN disintegrations,
so that the rate of disintegration equals dN/dt.

It is known from experiments that the
disintegration rate dN/dt is proportional to N,
the number of atoms present. We write

dN/dt = - AN, (20)
where N\ is a proportionality constant characteristic
of a given radicelement. The minus sign indicates
that as t increases, N decreases. Rearranging

Eq. (20), we obtain

dN/N = -\ dt, (21)



which is in a form that we may now integrate to
find an expression which tells us how many atoms
. N we have after a certain time t. We write
JdN/N = - [ at. (22)
Performing the integration (see Table A-VI), we
find

loge X = -~ At +¢, (23)

where ¢ is a constant depending upon the initial
conditions. At t = 0 there has been no decay,
that is,‘ there are NO atoms to start with, and

c = log, Ny . This means that log_ (N/Ng) equals

-At. We can write this in terms of an exponential:
_ -\t
N/N0 = e
N =N e -At , (24)
4]
where e is 2.718, the base of the system of

natural logarithms.

. Equation (24) is the fundamental equation of
radioactive decay. Since it describes a statistical
process, it does not tell precisely when an individual
atom will decay, but merely indicates that for a large
group of atoms, a certain fraction will decay (on the
average) in a given'time. When we plot Fq. (24),
we obtain the curve shown in Fig. A-34 (for A = 1).
At t = 0 the fraction N/NO is 1; as t increases,
the fraction N/No decreases. Here we define the
characteristic time 7 as 1/\. We spcak of T as
the mean life of radioelement. At one mean life
(T = 1), the fraction of atoms remaining (N/No ) is
0.37. That is, 37% of the atoms are still present
after one mean life. At 7 = 2, the fraction N/NO
is ~0.14, (i.e. 0.37X 0.37 = 0.14) and so on, the
curve approaching the x axis asymptotically.

-
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Fig. A-34

Another useful concept is that of half life.
The half life of a radioelement equals 0. . We
may describe radioactive decay in terms of the half
life T /2. which is related to the mean life 7
by the }oﬁowing expression

Tl/Z = 0.6?3 T. (25)

Thus, intime T/, = 1 (i.e., in one half life ), one
half the atoms disintegrate. For instance, if there
were 1000 atoms initially, after one half life there
would be 500 atomns. After another half life there
would be 250 atoms, and so on.

Thic argument is 1ot valid when there are
just a few atoms in a sample. For example,
when just one atomn is left, the statistical approach
no longer holds. Tt is impossible to say with certainty
how long a single atom will live. However, it has
a certain probability of living one mean life. The
probability is less that it will live two mean lives,
and even less that it will live longer. Atoms
sometimes do live as many as 20 mean lives, but
the probability of this occurring is about one in
500 million.-




A-4 THE STATISTICAL ANALYSIS OF DATA

Harry H. Heckman

In an experiment one must always seek to
eliminate or minimize sources of error. Data must
then be taken in a manner determined to be reliable
and the necessary calculations performed correctly.
Nevertheless, the results always contain a certain
unavoidable error, owing to imperfections in the
apparatus or technique. It is therefore necessary to
analyze the results statistically in order to determine
their accuracy. This lecture will be a review of some
of the more useful principles of statistics.

Rules of Probability

First, we define P, as the probability that
event A will occur and P_"as the probability that
event B will occur. Then the probability P that
vither A or B will cccur is

P-= PA t Py (1)

Suppose, for example, that on a punch board
the chance of winning one dollar is 1 in 4, and the
chance of winning three dollars is 1 in 2. The proba-
bility of winning either one dollar or three dollars
with one punch is then :

P=1/4+1/2
P=1/3.

Next, consider a situation where we want to
know the probability that two specific events A and B
will occur in succession. An example of this is in
flipping coins. What are the chances that in two
throws heads will come up once and tails once? We
know that the probability P, fur heads occurring on a
given throw is 1/2, and likéwise that the probability
P, that tails will occur is 1/2. Therefore, the
probability P that these two events will occur in suc-
cession (irrespective of order) is

P=p, vy (2)
= (1/2)(1/2)
P=1/4.

A similar case is where we want to know the
probability P that event A will occur twice in suc-
cession. This is given by

P=(PA)2. (3)

Thus, the probability P that heads will occur twice in
succession is

P=(1/2)2~
P=1/4.

Similarly, the probabAility P that heads will occur
three times in succession is

1='='(1/2)3

P=1/8.

Consider this problem: How large does a
group of people have to be in order that there be at
least a 50% chance that two of them were born on the
same day of the year? The simplest approach is to
consider the probability that in a given group of n -
people the nth person does not have a birthday in
common with any of the other (n-1) persons. For
instance, in a group of only two people the proba-
bility P is 364/365 that the second person does not
have the same birthday as the first. In a group of
three persons the probability P, is 363/365 that the
third. person docs nét have the Shime birthdoy ac
either of the first two. The probability P that none of
the three has a common birthday is

P=P,P,
= (364/365)(363/365)
P = 0.99381.

When we extend this for a group of n people we have

P= P2P3P4P5 ...Pn

(364/365)(363/365)(362/365)

(361/365)...7365-(n-1)/365]
p = (364)(363)(362)(361) ... (364-n)
(365)7 !

Table A-VII lists values of P for n ub to 25. From
this table it can be seen that if there are 22 or more
people in a group, the probabilily is greatcr than 50%
that two of them will have a common birthday.

Table A-VII

The probability P that in a group of n people
no two people were born on the same day of the year

1 P n B
2 0:19725 14 0,7423
3 0.99381 15 0.7138
4 0.9856 16 0.6845
5 0.9748 17 0.6545
6 0.9614 18 0.6240
7 0.9456 19 0.5932
8 0.9274 20 0.;':623
9 0.9071 21 0.5315
10 0.8847 22 0.5009
11 0.8206 23 0.4705
12 0.7959 24 0.4409
13 0.7697 25 0.4119




Frequency Distributions of Random Events

Binomial (Bernoulli) Distribution

In a case where there is a random distri-
bution of events, the probability P_ that a specified
event will occur x times in n trials is

n! X n-x (4)

Px= X! (n-x)7 Pq '

where p is the probability for the event occurring and
q is the probability for the event not occurring on a
single trial. Since it is evident that the event will or
will not occur, we have p +q = 1. The symbol n!
(called ''n factorial”) mean 1 x 2 x3 ... n. For’
example 3! is 1 x 2 x 3 = 6. In Eq. (4), n and x must
be integers.

The reason that Eq. (4) is called the binomial
distribution equation is that it is the general term in
the binomial expansion of the function (g + p) . We
have

n

a{n-1) n-2 2 n
+—<2—)q pt...p

-1
(q+p)” = q"+nq" 'p

(5)

- . -
L n' pan x (6)
x=0

xX. ln-xi.

&L
where the symbol ) means the sum of the various
x=0

n! -
terms of the general term FUCEI pan * for all
integral values of x from x = 0 to x = n. The first
term in Eq. (5), namely qn, is the probability that
the specified event will never happen in n trials. The
second term, nq = p, is the probability that it will
occur once in n trials. The last term, pn, is the
probability that the specified event will happen on
each of the n_trials. Similarly, the general term

n' n-x , s
EUCE P q is the probability that the event

will occur x times in n trials.

Consider the probability P_ of throwing an ace
a given number of times x on n triils with a single
die (one of a pair of dice.) The probability P that an
ace will be thrown on a single trial is 1/6. The
probability that this will not occur is 5/6. Therefore,
from Eq. (4) the probability 1:’2 that two aces will be
thrown on three trials is

P, = gy (1/6) (5/6)372)
P, = 5/72.

Poisson distribution

The Poisson distribution, an approximation
to the binomial distribution, is widely used in
physics. An example of its application is in des-
cribing radiocactive decay. In a given sample of a
radioelement the probability that a particular atom
will decay is nearly zero, but since there is an
enormous collection of atoms, one can determine a
probability by counting a disintegration rate. It is
in situations like this that the Poisson distribution is
used, i.e., where the probability p that a specified
event will occur is very small but where the number
of trials n is quite large. A further qualification for

the Poisson distribution to be valid is that we must
be able to define a true mean value in such a way
that the condition

m = np (7)

is satisfied. By ''true mean value' is meant the
mathematical mean of a set of numbers. In practice
it may not be possible to measure this, but there are
methods for estimating it.

The Poisson distribution is given by
m¥e ™

Pe® —x— - (8)
P_ is the probability that a specified event will occur
x times when the average number of events occurring
in a large number of events is m. The symbol e is
the base of the natural logarithms (e - 2.7183). It
should be noted that although x must be an integer, m
need not be.

Normal (Gaussian) distribution

The statistical theory of error is based on the
assumption that a normal distribution exists. A
normal distribution is an approximation to the bi-
nomial distribution. It applies when the number of
events n is very large. Unlike the previous cases,
the normal distribution function is applicable when
the observed variable is a continuous function (that
is, the observed variable need not be an integer).

The normal distribution is given by

2
Ax 1 {x-m)
P — (-'=—=—ax){. (9
x a2 =P [ 20 x] )

pr is the probability that a specified event will
occur in an interval Ax. The symbol m represents
the true mean value, and ¢ is the standard deviation
(see Fig. A-35).

40
'-- 20 —I
o8
2ol eDe
2o sl
ol ode;
62623 2o e,
262 302
otet ele)
oSeleTede
ool ST
ZSCRILH
12ete S Tededy
P ESCITRIZICS
oo leteletede
X HROCILRICICS
SCSCIPLHCHY
ECRILHEH
X6 P IESE
25RSEHE]
e SetnSeTe s
ESCOCHIEHCIN
CSOCORILILICS
ZSCRILHES
ES25COILILHTH
258SEIEHCHD
ot l e dele,
o200 e Te00q:
C O OPIC OIS
$SCICILHCHCS
29XCILILICHH
2SEHCIIHLHS
oo 1 tese e
olols Jedele
oo r1Tele e
$5EOCIEHCHCN
YeZete e le!
oS ete tote el
Seleleld raesely,
2SLCILIEHCS
2SSO ICHY
ot leteleles
Telelel 1200000
545¢5LHY
o eT0 002
T 200 ™ e

Fig. A-35

The true mean value m is such that the area
under the curve (Fig. A-35) is divided into two
equal halves. In practice, the value of m is estimated
in the following way: a number of measurements n
is made of some variable x. We represent these
various measurements as X,, X,, X,,... X . The
true mean value m is then approximately eaual to x,
where X, is defined as



=5 % (10)
i=1 n ’
_ x1+x2fx3+...xn -
X =
n

Therefore, we write
(11)

m = x,

which is not precisely true, but is the best estimate
of m that is possible. '

The standard deviation ¢ is a measure of

the width of the peak of the normal distribution curve:

(Fig. A-35).
single measurement has been made.
deviation ¢ is defined by the equation

As such, it indicates how well a
The standard

62 - (xi - r'n)Z
' =1 (12)

2. N
where ¢~ is called the '"variance."
found from the expression

In practice, o is

(13)

since the value of m cannot be determined empiri-
cally. The value of 0, as derived from Eq. (13) is

_ T ) (14)

B / \n (xi
g =
1=1
which we often refer to as the ""root-mean-square'
of the disliibution,

It is found from Egq. (12) that the area under
the curve (Fig. A-35) between x0 is 68.3% of the
total area under the ¢urve; the airca under tho curve
between 20 is 95.45% of the total. Thus, the value
of ¢ must vary, depending on the slope of the particu-
lar curve. If ¢ is small, the curve has asharp peak,
indicating that the various measurements do not
differ widely from the estimated mean x.

In an experiment we often want to know the
accuracy of the estimated mean x. Therefore, we
define o(x) as the standard error:

(15)

This is the standard deviation of the estimated mean
X. From Eq. (15) we see that the accuracy of x does
not improve directly with the number of measure-
ments n, but only with the square root of n. For
instance, to decrease an error by 50% would require
four times as many measurements as already taken.

Propagation of Errors

Consider an experiment in which the result Z
depends upon two variables X and Y in the following
way:

Z=X+Y,

where X contains an error ¢ (X) and Y and error
o (Y). We want to find the error ¢ (Z) in Z. There-
fore, we write .

o?(2) = oX(x) + o%(¥), (16)
which states that the variance of Z is the sum of the
variance of X and the variance of Y. Thus, the
errors add quadratically. For example, if g(X) is
1 and ¢(Y) is also 1, then o(Z) is found from
2 + 12

e¥(zy=1 -2,

which yields
a(Z) = 1.4.

We ‘see that the absolute error in Z is lérger than the
error of either X or Y.

Next, consider the case

Z = XY.
The error iﬁ Z is found from
2 2 2
iz | A, AW
2 .

= (17)
z x° ¥°

Here the fractional errors add quadfatically. For
X = 101, Y=20%1, and Z =200%0(Z) we have

2
o“(z) _ 1% | 12

27 = t—
(200) 10 20°.

Solving for ¢(Z), we obtain

¢(Z) = 22 3h.
Thus, a 1U% er#o? in ¥ aitd a 5% crrer in Y givas a
11.18% error in Z, so that again the error is

compounded iu the reoult,

For the case where Z = X'2 we have

o2(2) = 40%(X)
ZZ X
o(Z) = 2 o(X)
= X (18)

Thus, the fractional error in Z is twice that in X.

A general formula for the propagation of
errors in the function 2 = £(X, Y) is

2 P
o2(z) = <%7Z(> UZ(X)+<§—€) a%(Y). (19)

The expression §Z/8X is called the partial deriva-
tive of Z with respect to X. It is found by differ-
entiating the function Z = {(X, Y) with respect to X
while holding Y constant. The expression 8Z/8Y is
found in an analogous fashion by holding X constant.

An Application of Statistical Methods

The acceleration of gravity g may be deter-
mined experimentally in many ways. One of the
simplest is to measure the period of a pendulum.



The period 7 is related to the acceleration of
gravity g by the expression

T=2w \/!;g,

where £ is the length of the pendulum arm.
we have

Thus, .

L ogan v 4 g

g = an’e /7% (20)

An experiment was performed in which the length {
was measured as 130.4 cem. Table A-VIII presents
the values of 7 that were measured on 10 oscil-
lations.

The estimated mean value 7 of the period is
_ T,
7= 5 : (10)
izl .

- T

1 1

—_22.9 _
T-W =2.29 sec.

5] -

ol =

re
1l

Therefore, we obtain

g = 41°(130.4)/(2.29)°

981.67 cm/secz.

g

Table A-VIII

Values of the period 7 measured in a
pendulum experiment

T

Trial (Sec) T - T (7, - -T-)Z
1 2.28 0.01 1x10°%
2 2.27 0.02 4
3 2.31 0.02 4
4 2.29 0.00 )
5 2.31 0.02 4
6 2.29 000 0
7 2.25 0.04 16
8 2.29 0.00 0
9 . 2.33 0.04 16
10 2.28 0.01 1
o N -4 _ =2
Y= 229 46 x 107%=5 (7, -7)

The question arises, "How precise is thi
value for g?" First we calculate the variance ¢

-2
(1. - 1)
o= il —=T (13)
i=1-

2
UZ i ('ri - 2.29)
i=1 9

When we substitute the ten values for 7 from Table
A-VIII into the above e quation and sum the squares
of the deviations, we obtain

o7 oAby 1072

9

2

o2 =5.111 %1074

The standard deviation ¢ is then 0.0226 sec. This
means that in about 68.3% of the cases, the measured
value of 7 was within 0.0226 sec of the mean value

T of 2.29 sec. From the foregoing we have an indi-
cation of the accuracy of a single measurement.

Next we wish to know the precision of the
mean value 7. The standard error o_ is
T

o= =0/~Nn (15)
0.072.26 /10
o~ = 0.00715 sec.

Therefore, the mean value T is 2.29 + 0.00715. This
gives a percentage of error of 100(0.00715/2.29=0.312%
for 7.

From ]Eq. (18) we recall that in a function of
the type Z = X" the fxéactional error in Z is twice the
fractional error in X“,

o(Z) 20(X)

A X (18)

Equation (20) is of this type, with g = Z and 7 = X.
_’l:herefore, the fractional error in g is twice that in
T:

olg) _ 20(7
‘8

T

-~

The percentage of error in g is then 2x 0.312% =
0.624%. The absolute error in g is )

0.00624 (981.67) = 6.42 cm/sec’.

The calculated valu% of g may thus be written
981.67+6.42 cm/sec From the size of the absolute
error it is apparent that there is little value in
retairing the figures to the right of the decimal point,
since from this experiment we can say oéﬂy that g is
somewhere between 976 and 988 ¢m/sec”.




B. ATOMIC PHYSICS

Roger W. Wallace

The Chemical Foundations of
the Atomic Theory

By 1800 four laws governing the mass and
volume relations between chemical compounds had
been discovered. These laws led to the atomic and
meclecular hypotheses long before any experiments
were conducted that measured the individual properties
of atoms. These laws deal only with enormous num-
bers of atoms or molecules, and yet their furin is a
direct consequence of the individuality of atoms and
molecules. The laws are:

a. The law of conservation of mass* - The
total mass of a system 1s not affected by any chem-
1cal ¢change williin the syotom.

b. The law of definite proportions - A par-
ticular chemical compound always contains the sdwe
elements combined in the same proportions by weight.

c. The law of multiple proportions - If two
elemcnts combine to form more than one compound,
the different weights of one that combine with the
same weight of the other are in the ratio of small
whole numbers.

d. The law of reciprocal proportions - The
weights of two (or more) substances that react sep-
arately with identical weights of a third are also the
weights that react with each other, or simple multiples
of them.

Based on the above laws Dalton, in 1803, in-
troduced the atomic hypothesis which states that

a. chemical elements are discrete aud iu=
dividual,

b. all the atoms of an element are the same,
anAd

c. simple numerical relations exist between
the numbers of atoms that combine into molecules,

Soon after this Avogadro introduced the molec-
ular hypothesis in 1811, which states Lhat eqgual vol-
umes of gases contain equal numbers of molecules.

Somewhat after this Faraday drew the following
two conclusions from his experiments with the passage
of electricity through solutions:

a. The weight of an element that is deposited by
an electrical current while passing through a solution
is proportional to the absolute electrical charge carried
by this current through the solution.

b. The weight of various elements deposited
by the same charge is proportional to the chemical
equivalent of these elements.

Faraday found that 96,500 amperes flowing
for one second deposit one chemical gram equivalent
or mole of a monovalent element. From this num-
ber and the charge on one electron (which was meas-

*This law is now known to be strictly true only if
instead of mass we also include energy. As far as
masses that can be weighed on a chemical balance
are concerned the law is exact.

ured many years later by Millikan) one can calculate
the number of atoms_in one mole of an element. This
turns out to be 6X 102 , which is called Avogadro's
number, since he was the first to point out that each
mole contains equal numbers of molécules. All of
the preceding inforwmation, plus a great deal of chem-
ical data (with the exception of the more recently
wmeasured Avogadro's number), was available to
Mendeléef in 1869 when he suggested that the chem-
ical elements could best be understood if arranged in
a periodic table, He was drawn to this conclusion by
the following facts:

a. The chemical properties of the elements
tend to repeat themselves in a periodic fashion when
the elements are arranged in the order of their atomic
weights.

b. Sirmilar élements either Lhave opproximatoly
tho came weight nr have regularly increasing weights.
(An example of this is the halogens — flourine, chlo-
rine, and bromine.)

c. The order of the atomic weights is also the
order of the chemical valences. (There are a num-
ber of exceptions to this. For example, some ele-
ments have two or three valences. However, these
exceptions can be explained.)

d. The common elements have small atomic
weights and sharply defined chemical properties.

e. The magnitudes of the atomic weights
determine the chemical characteristics of the ele-
ments.

When the elements were arranged in the periodic
table it became immediately possible to predict the
oxietence of several elements that were then unknown--
all of which have since either been found in nature or
have been produced artifically. The table also made
it possible to check the accuracy of the atomic weights
of ndjacont elements and to make excellent predictions
about the chemical properties of elements, which
were yet to be discovered or were little known.

The preceding material forms the classical
bases for the modern atomic theory and was under -
stood and accepted by the latter part of the 19th
century. At the close of the 19th century the atomic
theory began to develop very rapidly, owing to the
discovery within a few years of cathode rays, x-rays,
the quantum theory, the special theory of relativity,
and the photoelectric effect.

The Electron

Without any attempt to be chronological, we
will first consider the discovery of the electron.

Thompson in 1897 used an evacuated tube of
the type shown schematically in Fig. B-1 to demon-
strate the properties of cathode rays which he even-
tually called electrons. This tube is very similar to
the modern television tube, and all of Thompson's
experiments could in principle be performed by any-
one with a television set. The negative electrode,
or cathode, in the tube emits electrons which are
accelerated toward a slit system that has a positive
charge on it. Some of the electrons pass through the
slits in a narrow beam and strike the far end of the



tube, which has a fluorescent surface. Thompson

observed or demonstrated that

a. cathode rays travel in straight lines, in the
absence of electric or magnetic fields;

b. they can penetrate a thin foil;

c. they are negatively charged (as shown when
they are allowed to charge an electroscope); and
' d. they carry with them a considerable amount
of energy, since they easily heat the surface on which
they fall. When he applied a potential across two
parallel conducting plates oriented parallel to the
beam, he found that the electrons are deflected to-

- ward that plate which is positively charged. He also
observed that the electrons are deflected on the arc
of a circle when they pass through a magnetic field
whose lines of force are perpendicular to their
direction of wuliun.

anode (slits to define beam)

electrons boiled)off cathode - floux:escent
Y coating
r /
= — —
.

-
magnetic- electrostatic
field region + deflecting

plates

Fig. B-1. Thompson's cathode ray tube.

By passing the cathode rays through a region
in which there was an electrical ficld pulling the
cathode rays one way and this was exactly balanced
by a magnetic field pulling them in the other direction,
he: was able to measure their velocity. Since the
electrical force eE balances the magnetic force
Hev, we have

eE = Hev,

where e is the charge on the electron, E is the
electrostatic field strength, H is the magnetic

field strength, and v is the velocity of the electron.
Therefore, the velocity v equals the ratio E/H.
Thompson found this velocity was typically about 10%
of the velocity of light. When he turned off the mag-
netic field and used only the electrical field he was
able to measure the ratio of charge to mass (e/m)
for the cathode rays, which turned out to be about

2% 1017 electrostatic units (esu) per gram (later
revised to 5.273X 1017 esu/g). This was about

1800 times as large as the charge-to-mass ratio

of a hydrogen atorn. The charge of the electron was
not known at the time that Thompson performed his
experiment. From this experiment Thompson con-
cluded that the atoms of the cathode were emitting
electrons, which are apparently much lighter in
weight than a hydrogen atom and which are probably
the agent responsible for the conduction of electricity.

In 1909 Millikan succeeded in measuring the
charge e on the electron. His apparatus is rep-
reseuled in Fig. B-2. Two horizontal metal plates
are contained inside a closed vessel. A fine mist
of watch oil is sprayed into the vessel above the
plates. Owing to friction in the atomizer, some oil
droplets are electrically charged. As a droplet
passes through the center-hole in the upper plate and
settles toward the bottom of the vessel, it is observed
with a telescope. The parallel plates are then charged,

" tinuously as had formerly been thought.

the upper plate being made positive. The droplet then
moves upward against gravity. By comparing the
upward velocity and the downward velocity, and
knowing the physical constants involved, Millikan
discovered that the various droplets carried integral
multiples of a unit charge. This unit charge is called
e, and he found its value to be 4.774%X 10-1 esu.
Later, this value was revised to 4.80X10" esu.

watch oil sprayed into box
high- | light L 1

voltage <= —>L M 3
source | I

Fig. B-2. Apparatus used by R. A. Millikan to
determine e, the charge on an electron.

telescope

™

Since e was now known, the mass wm _of the °
electron could be calculated to be 9.108)(10'28 g.
Knowing e also enabled Avogadro's number to be
calculated, as well as the approximate mass of the
proton, since the proton was known to be about 1800
times heavier than the electron. Millikan's experi-
ment had a number of other ramifications of funda-
mental value in physics.

The Quantum Theory

The Emission and Absorption of Electromagnetic

Radiation

Blackbody radiation

In the latter part of the 19th century and the
early part of the 20th century there was much in-
terest in what is called by physicists blackbody
radiation, Any body that is not at the same temperature
as its surroundings tends to come to the temperature
of its surroundings by means of energy transfer
between it and its surroundings. This energy trans-
fer takes place either by conduction, convection, or
radiation. In the absence of air, radiation is the only
means available. Every body above the absolute zero
of temperature is continuously receiving and emitting
electromagnetic radiation, principally in the infrared
region of the electromagrztic spectrum. In order
to produce a region which is all at the same tem-
perature and easily comes into equilibrium it is
conventional to use a closed box with a small hole"’
in it. This hole when viewed from the outside is
said to represent a blackbody, since then the hole
appears to be completely black. If the box is heated
it eventually begins to emit visible light from the
hole, which becomes successively red, orange, and
eventually white as the temperature increases. The
spectral description of the light emitted from the hole
is determined by the temperature of the inner walls
of the box. This radiation is said to be the equilibrium
radiation emitted by a body at the temperature of the
walls.

The spectral distribution of this light (Fig. B-3)
was difficult to explain theoretically until Planck in
1901 suggested that electrons can vibrate only at
certain frequencies and that electromagnetic radiation
must be emitted in discrete quanta rather than con-
When Planck
assumed that the energy E of each quantum or photon
of electromagnetic radiation is proportional to its
frequency v by the relation '

E = hy, (1)



he was able to explain completely the observed spectrum

coming from the above-described hole in a box or
blackbody. The constant h is called the Planck con-
stant and is 6.62X10-%27 erg-sec. The frequency v
of the light emitted is given by v = ¢/\, where ¢ is
the velocity of light (3X 1010 cm/sec) and X is the
wavelength of the light in cm,

observed spectrum

\- <~ Planck theory

/‘\

\#Rayleigh-Jeans
\_ theory
S~

N

Wien —.\
theory S~

Energy emitted per wave-ength interval

blue red
Wave length -

“% Frequency

Fig. B-3. Spectrum of blackbody radiation at a
given temperature.

This discovery was the beginning of the quantum
theory, which later developed into quantum mechanics.

The eventual implications of this theory are far-reaching,

and have affected every branch of physics, chemistry,
and engineering as well as many others.

The photoelectric effect

The explanation of blackbody radiation accounted
for the emisslun uf clectromagnetic radiation. How-
ever, the ahsorption of electromagnetic radiation was
not explained until 1905--by Einstein, who received
the Nobel Prize for it. When light falls on an object,
electruns arc often emitted fruws its surface. Tt is
found that when the intensity of the light is reduced,
the number of electrons emitted is decreased. This
was predicted by classical theories. However, an
unexpected phenomenon was observed. The energy of
the electrons ewmitted is unaffected by the brightness
of the light, but only by its color. This suggests that
light probably consists of discrete particles, each
having a characteristic energy. Changes in the
brightness or intensity of a beam of light affect only
the number of such particles present, but not their
energy.

As Einstein demonstrated, the explanation for
this is that each quantum or photcn of light has asso-
ciated with it an energy E = hv. This energy is also
equal to the kinetic energy 1/2 mv? of the electron,
plus some small quantity w called the work function
(w is the work done by the electron in passing through
the surface of the object). We write

E =hv = (1/2) mv> + w.

One photon of light is all that is needed to cause one
electron to be emitted. Naturally, if more photons
are incident wpon the object, more electrons are
emitted, but their characteristic energy is not in-
fluenced.

Specific Heat of Materials

Another confirmation of Planck's quantum
theory was supplied by Einstein, in regard to ex-
plaining the specific heat of solids. According to
the classical theory of Dulong and Petit, the specific
heat of monatomic solids should be 6 cal/g-mole-C°.
Generally, this is true. Ilowecwver, for diamonds the
specific heat is only 2 cal/g-mole-C®. This dis-
crepancy was accounted for by Einstein using the
quantum theory. As it turned out, his explanation
was not precisely correct, although it was much
closer than the classical theory. Debye later provided
the correct solution, again based on the quantum
theary.

Propagation of Electromagnetic Waves

It can be said that light is emitted and absorbed
in quanta, but that in its propagation through space
it behaves like a wave motion. There are many
uptical cxperiments which clearly domonstrate that
light is o wave mntinn undergoing diffraction, re-
fractivn, scattering, interference, and such wave-
like behavior. On the other hand, there are many
experiments that clearly indicate that light has a
corpuscular, or-particle, or quantum nature. These
two apparently contradictory characteristics of the
behavior of light are not actually contradictory when
light is viewed from a theoretical standpoint, but
are contradictory only when considered by our own
limited personal experience. We are quite familiar
with the behavior of water waves and somewhat less
familiar with the behavior of sound waves, but our
detailed experience with light waves is actually quite
limited since we never directly observe them travel-
ing along as we do water waves, but only see their
resull as they ctrike some object. In general it can
Le said that we think in terms of classical mec¢hanics,
and that we must believe quantum mechanic$ betuause
of its enormous success in the explanation of ex-
periments, but that we must not expect to have a
physical inluition for gqnantum behavior such as this
wave -particle dualism exhibited by light.

The Electromagnetic Spectruw

The electromagnetic spectrum extends over
at least sixteen orders of magnitude of wave length
that have been investigated by physicists up to the
present time (see Table B-I).

Table B-1

Characteristics of electromagnetic radiation

Type of radiation Range of wave length

(cm)

Gamma rays 107 to 1079
X-rays 1077 to 1077
Ultraviolet light 1077 to 107°
Visible light 41075 to 7% 1070
Infrared light 1074 to 107}
Short radio waves 107 to 10%°
Long radio waves 10"-5 to 1077
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All the above radiations travel at the same velocity
and can be thought of as being emitted by accelerated
charges. They all behave as photons whose energy
is equal to hv. A naive picture of the emission of
electromagnetic radiation can be had by considering
that a charged electron is surrounded by an electric
field and that if this electron's velocity is changed
(i.e. it undergoes an acceleration) some of the
electric field surrounding the electron is shaken
loose and appears as electromagnetic radiation.
This can be thought of as going on in the filament of
a light bulb, where the electrons are shaken by the
thermal agitation arising from the heating of the
filamnent, or in a radio antenna, where the electrons
are forced to move hack and forth along the antenna
by the voltages impressed on the antenna by the
transmitter.

Atomic Structure

The Thompson Atom

The earliest definite theory regarding the
internal structure of the atom was that of J. J.
Thompson, who in 1898 suggested a model that is
sometimes called the "plum-pudding atom.' In
this analogy the atom might be thought of as a
sphere (pudding) inside of which are electrons
(raisins). Thompson knew that the positive charges
are much heavier than the negative charges and that
the latter are responsible for electrical conduction
in metals. However, he did not profess to know the
exact configuration of these charges within an atom.

The Rutherford Atom

In 1911 Rutherford and Geiger performed an
experiment (Fig. B-4) in which they bombarded a
thin gold foil with alpha particles, which were known
to be the nuclei of helium gas atoms, and which had
been discovered by earlier workers in radioactivity.
(For our purposes the incident alpha particles can be
considered as heavy geometrical points moving at a
high velocity through the gold foil.) Most of the a
particles went through the gold foil almost undeflected.
About one in 100,000 were deflected or scattered at
large angles, even up to 180°. It could be concluded
from this experiment that very little of the foil was
a solid barrier to the a particles, and that therefore
the solid matter in the foil must have an area that is
only a fraction of its total area. In addition, the
solid matter must be quite heavy, or the large angles
of a particle recoil could not be explained. An alpha
particle weighing almost 8,000 times as much as an
electron could not bounce backward from a collision
with an electron any more than a bowling ball would
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Large-scale view
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Fig. B-4.

atoms in gold foil

Rutherford's scattering experiment.

be expected to bounce back if rolled into a pile of
ping-pong balls. Therefore, to account for a bowling
ball's bouncing back when it hits a pile of ping-pong
balls, there must be an occasional bowling ball hidden
among the ping-pong balls in this large-scale analogy.
Rutherford concluded that the atom of gold must be
largely empty space occupied by electrons, and that
the principal mass_of the gold was concentrated in a
region about 10-12 c¢m in diameter, which is called
the nucleus. It had already been shown that the vol-
ume available to each gold atom was about 10-8 cm

in diam., so that the gold must indeed be mostly
empty space--as are all solids. .

Ever since the days of Newton in the 17th
century it had been known that a thin beam of parallel
white light when passed through a prism of glass is
split up into a variety of colors called a spectrum.
This type of spectrum is continuous, one color
merging into another. If, however, the light is pro-
duced by exciting a gas in an electrical discharge
tube, then its spectrum is not continuous (Fig. B-5).
Rather, only a few colors appear, as isolated parallel
lines. This type of spectrum is called a "line spectrum.'
The wavelengths of the lines are characteristic of each
element contained in the gas. An atom can, in addi-
tion to emitting radiation in spectral line, also absorb
radiation in a spectral line. This occurs if a con-
tinuous spectrum of light passes through a gas. The
atoms of the gas then absorb light, leaving breaks in .
the continuous spectrum at exactly the wavelengths
where the atoms would emit light if they were excited.
As experimental techniques improved, the variety and
complexity of such spectra produred by various in-
candescent materials rapidly increased. "By the
beginning of the 20th century many spectra had been
carefully measured and the wavelengths and intensities
of their spectral lines recorded, but there was no
adequate explanation of the structure or origin of
these line spectra.

pair of
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photographic plate
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lonized gas

atoms in

electrical

discharge tube
spectral lines whose position and
intensity vary with the element in
the discharge (only two lines &re
shown for simplicity, frequently
there are many lines present)

Fig. B-5. Arrangewment for producing line spectra.

Rutherford had postulated that the atom consists
of electrons circling around a central nucleus in a
fashion similar to the planets circulating around the
sun, By the electromagnetic theory, an accelerating
electron must continually radiate energy. The spec-
trum would therefore be continuous rather than con-
sisting of lines as is the actual case. A further
problem with the Rutherford atom is that in continually
radiating energy, the electron would have to spiral
rapidly into the nucleus, causing a catastrophe to
the atom. Of course this does not occur, since atoms
continue to exist for billions of years.




The Bohr Atom

Against this background, Bohr in 1913 made
the following suggestions:

a. Contrary to the requirements of electro- '
magnetic theory, an electron does not radiate energy
while rotating in a closed orbit. Therefore, its
orbit is stable. This is referred to as a ''stationary
state'' of the atom. Several stationary states are
possible. The contradiction'of classical electro-
magnetic theory is left as a moot point.

b. The angular momentum of an electron in
such an orbit can only have certain discrete values
egual to nfi, where 1 is the Planck constant h
divided by 27 and n is an integer, 1, 2, 3, ....
The angular momentum nh of an electron in an
orbit is equal to the linear momentum of the electron
(its mass times its velocity) multiplied by the radius
of the orbit. This requirement is expressed as

(2)

mvr = nh . R
2

This '"quantization' of angular momenturn actually
gives each electron an energy that is characteristic
of its orbit, and the particular orbit occupied by an
electron is determined by its principal quantum
number n.

c. The spectral lines observed in the light
emnitted by an excited element are a result of the
fact that light is emitted or absorbed as an electron
makes a discrete jump from one of these orbits to
another, and emits or absorbs a definite amount of
energy AE, which is the difference in the energy
of the electron in each orbit. This change in energy
AE is equal to hv, where v is the frequency of
the corresponding spectral line (v = cA).

Consider an atom of atomic number Z (Fig.
B-6). For an electron orbit to be stable, thc
electrical attraction of the electron toward the
nucleus, Ze?/r?, must be balanced by the centrifugal

force, mv /r. We write
2
mv Ze
—_— 5 . (3)
r r

To find the radius r of a Bohr orbit, we must com-
bine Eqs. (2) and (3). First, we multiply Eq. (3)
by r, yielding

2
mvz = _Z_C; (4)
r
Next, we square Eq. (2) to obtain
222 . 2R
rZ - n2 ﬁz
mév? (5)
Substituting Eq. (4) into Eq. (5) yields
2 _ nzﬁzr 6
r 2 . (6)
mZe
Dividing Eq. (6) by r gives
2
_ 1 nhi )
s o ( 3 "

as the radius of a Bohr orbit.
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Fig, B-6. Forec diagram of an elgctron revolving
about a nucleus. i

The energy W of an electron in such a Bohr
orbit is equal to the sum of its kinetic energy T
and potential energy V:

W =T+V,

where T =1/2 mv2 =

Therefore, we obtain

(8)

ZeZ/Zr, and V =—Ze2/r.

_ Ze2 ZeZ
W = -
2r r
2
_ Ze
wo=- 2r ! 9

the negative sign indicating thut the clectron is bound
in its orbit.

We now wish to find the energy difference AE

between two different orbits. We write
. Ze2 1 1
AE - - ¢ 2 \+F, T T,

1 21

(10)

where r| is the radius of the first orbit and r,
is the radius of the second orbit, as given by Eq.
(7). Performing the two substitutions of Eq. (7)
into Eq. (10) and rearranging terms, we obtain

Qe
AE = me’ 2% 1 o1
=z 3 2
2h n, n,

(11)

The expression mx-;-‘l/zﬁ2 is defined as the R)idberg
constant R, which has the value 109,000 cm ™",
Therefore, we write

) . 2)

211
RZ (——2
my "2

The value AE represents the energy of a
photon of light emitted by an excited atom. When
a photon is emitted, the electron is said to have
jumped from an orbit of higher energy to an orbit
of lower energy. This is illustrated for a hydrogen

1
AE = - =3
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‘atom in Fig. B-7. The maximum energy that can
be radiated in a hydrcgen atom is 13.5 electron
volts. This occurs when an electron falls from an
outermost orbit (where n is a large number) down
to the "ground state' (where n is one). One atom
can make only one jump or transition at a time.
The many different spectral lines observed are the
results of many atoms making a great variety of
jumps in a short time.

n
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ev
Fig. B-7. Energy-level jumps for an electron in

a hydrogen atom.

The symbol n 1n the above considerations is
called the principal quantum number, and each of
the integral values that it can assume (1, 2, 3, ...)
defines a possible circular orbit for an electron in a
hydrogen-like atom.

The Bohr hypothesis predicts the experimental
values for the lines in the hydrogen spectrum to
about 1 part in 100,000. This close agreement
represented a victory for the Bohr theory, even
though it contained an apparent contradiction. That
is, Bohr used ordinary mechanics to describe the
dynamical equilibrium of the orbits, yet he rejected
classical electromagnetic theory in explaining the
energy jumps by means of the relation AE = hv .
Moreover, while this theory accounted for the im-
portant features of the hydrogen spectrum, it did
not explain many of the fine details of this and
other spectra. '

The Bohr-Sommerfeld Atom

In order to make an adequate explanation of the
observed complexity of the spectrum; Sommerfeld
in 1916 introduced three other guantum numbers.
The quantum number £ [ which can take on the values
0, 1, (n-1) ] is called the orbital angular
momentum quantumn number. It is associated with a
family of elliptical orbits, all of which have the same
energy as a particular circular orbit defined by n.
For £ =0, the orbit is circular; for £ =1, it has a
slight eccentricity; for £ = 2 the eccentricity is
larger; etc. Another quantum number that must be
introduced is s, the spin of an electron; s can take
on the values % 1/2 . Each electron can be thought
of as having its own angular momentum due to its
spin on its own axis, in much the same manner as
the earth, which spins on its axis and at the same
time travels in its orbit. Another quantum number,
m, called the magnetic quantum number, can take
on all the integral values between +1{ and - {

The magnetic quantum number is the component of
£ inthe direction of the z axis,which in turn is
always parallel to the magnetic field.

These four quantum numbers, n, £, s, and

m, by assuming values consistent with the selection
ru].es mentioned (such as that s is allowed to be only

+ 172 or - 1/2) determine the orbits that an electron
can take around a nucleus. For example, for n =1,
£ and m are both 0, but s canbe +1/2 or - 1/2
This means that two electrons can circulate around
a nucleus in an orbit for n=1, as defined by the
equation for the radius above. One of these electrons
has its spin pointed up and the other has its spin
pointing down. It is not possible for any other
electrons to circulate in this particular orbit, owing
to the Pauli cxclusion principle. This principle
states that it is impossible for any two electrons in
the same atom to have their four quantum numbers
n, £, m, and s identical. That is, only one
electron can occupy each possible energy state, as
defined by these numbers.

The atoms that are described for n =1 are
hydrogen and heliumm. When n is set equal to two,
eight other orbits are possible, and similarly for
larger values of n. Table B-II and its accompanying
schematic drawings show the situation in the first
few elements of the periodic system.

Table B-1I

quantum nos. orbit name

2 n t m s
. @ }-
1 10 0 ‘ 1/2 K
2 1 0 0o +1/2
10 o -1/2
3 1 o 0o +1/2
10 0 -1/2
2 0 0o +1/2
4 1 o o +1/2
i ¢ o -1/
2 0 0o +1/2
2 0 0 -1/2
5 1 0 o +1/2
10 0 -1/2
2 0 0o +1/2
2 0 0 -1/2
2z 1 v +1/2
6 1 0 0 +#1/2
10 o -1/2
2 0 o +1/2
2 0 0 -1/2
2 1 1} +1/2
2 1 0 -1/2

The de Broglie Wave Hypothesis

In 1925 de Broglie suggested that matter
can be described in terms of waves. This is a




counterpart to the particle-wave dualism of light

and applies to all elementary ''solid" particles, such
as electrons and protons. The truth of this hypothesis
was demonstrated by Davison and Germer. They
showed that electron beams are diffracted by crystals
in the sawc way as v-rays.

According to de Broglie, an electron cannot
be considered a point source, but must be viewed
as a standing wave around its orbit (Fig. B-8). A
moving particle has associated with it a wave length
A given by

A = h/mv (13)

where h is the Planck constant and mv is the linear
momentum of the particle. If Eq. (13) is substituted
into Eq. (2), it is found that there arc n such wave
lengths of the electron around the circumference of
an orbit of radius r:

n = 2nr/N. (14)

idealized orbit

nucleus

stauding wave
of integral no.
of wavo longths

-~ -

Fig. B-8. The de Droglic atom fnr n = 4,

Thus, we should not think of electrons as
particles traveling in orbits. Moreover, in cal-
culating a Bohr orbit by Eq. (/) we should not think
of r as describing the position of an electron.
Rather, r is a radius about which a standing wave
is positioned.

Nevertheless, an electron does behave like a
particle (or corpuscle) in many situations, for
instance in its motion through electric and magnetic
fields. As Bohr later showed, in a single experiment
it is impossible to prove that matter has both wave
and particle properties. Rather, these are com-

plementary descriptions.

The Heisenberg Uncertainty Principle

In 1927 Heisenberg announced his famous
uncertainty principle. He recognized that the wave-
particle duality of matter is only one facet of a
general law of nature — the concept of a particle
cannot be safely extrapolated from a large scale
picture to atomic dimensions. According to the
uncertainty principle, one can specify the position of
an electron to any desired accuracy, but only at the
expense of precision in stating its momentum. If
Ax is the uncertainty in the position of the electron’
and Ap 1is the uncertainty in its momentum, then the
product AxAp exceeds or equals some finite value,
. We write

Axap > h. (15)

It must be emphasized that this effect is due
not to any limitation in one's measuring instruments,
but rather to an inherent property of nature, namely
that in nobserving an object it is necessarily disturbed
The constant H is so small that 1h praclice LLis lower
limit to measurement is rarely reached. However,
the theoretical implications of the uncertainty prin-
ciple are far-reaching.

Quantum Machanics

Because of the uncertainty priaciple, classical
mechanics cannot be used when dealing with atomic
particles. Instead, one must use quantum mechanics,
introduced by Schroedinger in 1926. In gquantum me-
chanics one does not attempt to state the exact position
and momenturn of an electron at a given instant, but
only assigns 4 slatistical probability far findiug it at
2 given position about the nucleus. This approach
avoids the apparent contradictions of the Buliz system.
Moreover, the quanturn numbers n, £, and m uo
longer seem arbirary, and the selection rules govern-
ing the electron states are derived rather than imposed.

In spite of having achieved a more satisfactory
and rigorous description of atomic structure, quantum
mechanics offers no mcdel which can be readily
visualized. The Bohr orbits of an electron are now
much more complicated three-dimensional probability
functions and are referred to as "energy levels."

In the Bohr theory the emission of a spectral line was
said to accompany a jump of an electron from one

orbit to anuther. In quantum mechanics one thinks

of a transition from cne energy level to another as
cansing spectral lines, The concept of an urbil Las
given way to that of an "orbital, ! Whith repiescits

the probability of finding an electron at a given position
about the nucleus. However, the term "orbit' is

atill often nsed for convenience.

It will be recalled that in the Bohr -Sommerfeld
theory that circular orbits are obtained for £ = 0.
For this siluation, quantum mechanics states that the
probability is greatest that the electron is at the
distance from the nucleus represented by the corre-
sponding Bohr radius r [ from Eq. (7)]. However,
there is a smaller probability that it will be at other
values of the radius.

This can be illustrated by the analogy of a
particle in a 2-dimensional box (see Fig. B-9).
The potential at the edges of the box is infinite, so
that the particle cannot get out of the box. However,
it is free to roll about the floor of the box without
any force being required to produce this motion.
There is no friction in quantum mechanics.
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Fig. B-9. Particle in a quantum-mechanical box.
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According to classical theory, the probability
for the particle being at one point in the box is the
same as for another point. This would be true on a
large scale, such as for a real ball rolling about in
a real box (ignoring friction), but is not true on the
atomic scale.

These probability curves are shown in Fig. B-10.
The probability P(x) that the electron will be at a
distance x from the nucleus is given by the ex-
pression ’

2

P(x) = ¢~ (=), (16)
where the wave function Y(x) is defined as
¢o) = N 2 sin AT (17)

A

In Eq. (17) n ig the principal quantum numwber and
a is the distance across the box and x is’'the position
of the particle in the box.

It should be evident that the probability curve
for n =1 is identical to the fundamental mode of.a
vibrating string. The first harmonic is the same as
the curve for n = 2, the second harmonic for n =3,
and so on. For n = « the probability curve would
be simply a horizontal line, which of course represents
the classical solution for a ball rolling in an ordinary
box. :

It should be pointed out that as n increases,
the energy ‘E associated with a higher level also
increases, according to the expression

- nzhzw2
E = —_—
2 ma

(18)

where h is the Planck constant, m 1is the mass of
the particle, and a is the size of the box. From

Eq. (18) it can be seen that if n is quite large, say
10 0, then the energy would be on the order of that
of a billiard ball. Thus, we see how the classical
solution is a limiting case of the quantum mechanical
solution. -
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Fig. B-10. Probability $2 of finding an electron
~ at a distance x from the nucleus,
where a is the atomic radius.

So far we have discussed cnly the probability
P(x) = ¢2(x) of finding the electron at a certain
distance x frowm the nucleus. Now we wish to con~
sider its orientation in a 3-dimensional frame.

Instead of using x, y, z coordinates, it is simpler
to employ polar coordinates (Fig. -B-11). The angle
in the xy plane from the x axis to the point lying
under the point in question is called ¢, and is the
azimuth of the point. The angle down from the
positive z axis is called 8, and is similar to the
latitude of a point on the earth, except that the zero
point is on the z axis (pole) rather than on the xy
plane (equator). The distance from the origin to the
point is denoted by r , and is simply the radius.
Thus, we have the three variables r, 8, and ¢, for
which we shall find separate solutions.
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Fig. B-11. Polar coordinates.

Figure B-~12 shows the probability P(8) of
the electron being at a certain angle 6 down from
the positive z axis. The probability P(6) is re-
lated to the orbital angular momentum quantum num-
ber £ and to the magnetic quantum number m.
We find that there are zones of high and low probability,
depending on the value of £.
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=0 P(8}
m=0
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xy plane

Fig. B-12. Polar graphs of the function P, - 16)
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Figure B-13 shows the probability P(¢) X P(8)
of the electron being at a certain orientation around
a nucleus.

P (8) P ($)

Fig. B-13.

Polar representation of the values of
the angular probability functions.

The probability P(r) of the electron being at
a distance r from the nucleus is shown in Fig.

B-14.
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Fig. B-14. Electron distribution functions for the

hydrogen atom.

Conclusion

The quantum theory has made it possible to
explain not only the atomic structure of all the ele-
ments but also the spectral distribution of the light
that they emit or absorb. Moreover, this theory can
account for their chemical behavior in compounds or
as ions, and for their physical behavior in solids,
liquids, or gases. The complete elaboration of
this picture is the entire subject of atomic physics.

X-rays

Roentsen

In 1895 Roentgen discovered what he called
x-rays, which he produced by having cathode rays
strike a target. (See Fig. B-15) When the x-rays
that arc cmitted strike a screen coated with a barium
salt, the coating flouresces, allowing the x-rays to
be observed. Roentgen found that x-rays can penetrate
an opaque solid, although some of the x-rays are
absorbed. He found that the x-rays blacken a photo-
graphic plate and cause a gas to conduct electricity,
and that the x-rays travel in a straight line and are
not influenced by electric or magnetic fields. It is
interesting to note thalt witlin a very fow weeks from
the time that Roentyen discoverod x-rays they were
being used all over the world for medical diagnosis
in much the same way as they are used today. Later
workers found that x-rays could indced be reflected,
refracted, and defracted just as light can be. X-rays
differ from visible light only in that they have much
shurle: wavelengths.

1t
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visible
light x-rays & barium salt
’ screen
Fig. B-15. An x-ray tube.

Classical electrodynamics shows that a charged
particle emits radiation wlien it is accolerated nr
deceleratcd. The sudden stopping of an electron when
it strikes a solid is the usual method for producing
x-rays X-rays differ in their penetrating ability,
depending upon their particular energy. The eueryy
E of any one photon of x=rays is cqual to hv, where
v=c¢c/\A, asis the case with light. When a beam of
x~rays from a heterogeneous or nonmoncchromatic
source strikes a solid object, five different types of
radiation are observed emerging from the far side,
as shown in Fig. B-16.
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. B-16. Types of radiations that emerge from
a material struck on the opposite side

by a monoenergetic x-ray beam.



The characteristic x-rays are homogeneous,
moroenergetic x-rays emitted by atoms in the absorber
undergoing specific energy-level transitions. These
x-rays do not depend on the primaries in any way ex-
cept that the primary x-ray beam must contain x~rays
whose energies are greater than a certain minimum
necessary to excite the characteristic x-rays from the
absorber. The scattered x-rays are merely primary
x-rays which have been deflected but are not otherwise
influenced by the scattering material.
x=rays are unaffected by the absorber. We will not
discuss the two types of beta rays, other than to say
that they are electrons which have been knocked out
of the absorber.

Scattering of X-rays

Atoms in an absorber struck by x-rays are
slightly accelerated, but the electrons in the absorber
undergo much larger accelerations and are by far the
most important source of reradiated x-rays. The
electrons absorb energy from the x-rays and then,
in being brought to rest in the absorber, reradiate
this energy or scatter it. In light elements struck
by moderately hard x-rays the incident and scattered
x-rays differ only in their direction of travel. By
classical etectrodynamics it is possible to calculate
the total energy scattered by a free electron from a
plane parallel beam of incident x-rays, as given by
the expression

/ eZ 2
I = w | IO
\mc
_ 8 2
1 = 5 Igmry (19)
where 1) is the incident energy pe cmZ and I is
the energy scattered out of each cm™ of beam. The

expression (ez/mcz) is called the classical radius
ry of the electron and is equal to 2.8X 10~ cm,
wq'xen the values of the electronic charge, electronic
mass, and the velocity of light are substituted.

Each electron has an effective area or "Thomp-
son cross section' which it exhibits to an incident
beam of x-rays. This cross section equals the ratio

I/IO , which we denote by the symbol I - We have
I
g Z —
2
T Iy (20)
‘ 8 2
= 3 Ty
= 6.6X107%° em?
Op = 0.66 barn, (21)

the classical cross section for Thompson scattering
by a free electron, Any x~-ray striking this area will
be scattered from the incident beam. If we consider

a thickness of material, dt, containing n atoms per
c¢m”, and each atom containing Z electrons, then

the fractional attenuation of an incident beam of x-rays
in passing through the thickness dt is given by

—T—=-n Z g dt. (22)
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The transmitted

If we wish to find the fractional loss of in-
tensity as an x-ray beam passes through a thick
absorber made up of many little layers each dt
cm thick, we integrate the above expression, getting

-n20t
e

1 =1 (23)

0

This expression appears in many different physical
situations and is characteristic of any process
whereby an incident beam or stream of particles is
attenuated "exponentially, ' as is the case with visible
light, x-rays, infrared light, uitraviolet light, radio
waves, and with particles undergoing nuclear colli-

sions. This expression is frequently written
=1 e Mt (24)
or
=1 e /N (25)
where p 1is the linear absorption coefficient and

A is the mean free path. If Eq. (21) is solved

for Z , we obtain

————1 In I—
n0t IO

By substituting the calculated value of 0 from Eq.
(21) and the measured value of 1/I, into Eq. (26),
‘we can determine Z for an element that has been
used as an absorber, This makes it possible lu
verify experimentally the atomic number of an
element. By x-ray measurements of many elements
it has been found that nZ0 is given by

z = (26)

nZo T 0.2p, 27)
where p is the density of the element. From Eq.
(27) and a knowledge of Avagadro's number we find
that the atomic number Z is approximately 1/2
the atomic weight A when the atomic weight of
hydrogen is taken to be 1. We write

/2.7

z/A = (28)

Diffraction of X-rays

In 1912 von Laue showed that crystals act as
diffraction gratings for x-rays. In order for a wave
motion to be diffracted by a periodic structure it is
necessary that the wave length be somewhat shorter
than the spacing of the structure, but not very much
shorter. X-rays have wave lengths from about
108 t5 10-9 cm, and crystals have spacings between
their atomic planes of 10-7 to 1078 cm.

If monochromatic x-rays fall on a crystal
"lattice'' at an angle 6 to the surface they are re-
flected from each of many parallel layers of atoms.
These reflected beams are parallel, and if the angle
is chosen in such a way that the x-rays from each
successive layer traverse an extra distance equal to
one wavelength, then the reflected beams of x~rays
will add "constructively, ' and the resulting reflected
beam will be quite intense compared with the reflected
beam observed at slightly different angles. The
values of 6 at which this particular "constructive
interference'' occurs are derived from an examination
of Fig. B-17 which shows the extra path length
traversed by the right-hand reflected beam {(which
must be equal to an integral number of wave lengths,
n\). We have
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n\ =2d sin 8, (29)
which is called the "Bragg condition.' With a
particular crystal, d is a constant. As n changes

by integral values frcm 1 to 2 to 3, etc., the

incident x-rays are reflected by angles 6 _, which
. - n
many be found from the éxpressiuin .
R | /nk
6, = sin \Z_d ) (30)

These are called respectively first-order, second-
order, etc., reflections.

incideént x-rayd

reflected wave frunt

8
o - ]
v o T
S q
4 sin ©
O O A

d sin ©

atoms 1in crystal plane

Fig. B-17.

Reflection of x-rays from a crystal

lattice. Note: 2d sin 8 is the extra
distance traveled by the beam re-
flected from Plane A compared with
the distance traveled by the beam re-
flected from the top plane of atoms,
and is cqual to n . ’

\

X-ray Spectroscopy

A simple spectrometer can be made using a
crystal in the manner just described. Such a
spectrometer is shown in Fig. B-18.
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] ¥
S
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ilon chamber to measure
x-ray intensity as erystal
and ion chamber are rotated

B-18. Crystal spectrometer. As the crystal
rotates through the angle 8, the ion
chamber must rotate through the angle

20 about the same axis.

Fig.

The X-rays coming from the tube consist of
a ccntinuous spectrurn. The lines in the spectrum
change as the target material changes. The lines
move to different angles but do not change in their
relation to one another as the crystal is changed,
since the spacing d of the crystal planes is different
for different crystals.

In 1913-1914 Moseley made x-ray-tube targets
of a great variety of elements. He measured the
spectra arising from each and noted that there is an
orderly shift of the characteristic lines in the x-ray

spectrum from element to element. He concluded

that

a. there must be a physical quantity that
increases from one element to the next in the periodic
system (this is Z, the atomic number);

" b. this quantity must be the total charge on
thé nucleus or the numher of electrons around the
nucleus;

c. the atomic weight increases by about 2
from one element to the next;

d. since we have Z = 1/2A, Z must increase
by 1 unit from one element to the next;

e. the number of the place in Mendeleef's
rhart is.the number of charges on a nucleus; and

f. the order of the atomic uuisbers Z is the
samc as the order of the atomic weighta (except
where it was already known that the weights disagrecd
with the order of the chemical properlies).

Futhermore, Moseley was able to verify the vacancies
left in the tablé by Mendeléef for missing elements.

Relation of the Photo Effect t6 X-Rdys

The photoelectric effect is described by the
equation
E = hv-w, (31)
where E is the energy of the photoelectron, hv. is
the energy of the incident photon, and w 1is the work
function of the surface of the metal through which
the electron must escape.

The energy of an electron striking a target and
thus producing x-rays is eV, where V is the po=-
tential difference between the cathode and the target.
The mavimum energy E of x-ray pholuns that

- . max
are thus emitted is

E =
max

hv =

where e is the charge on the electron. In all x=rvay
cases w, the work function of the metal surface,

is << hv. Therefore, the energy of a photoelectron

emitted by an x=ray is approximately the same as the
minimum energy of an electron that could have pro-

duced that x-ray.

X-ray Spectra
The several features of x-ray spectra are:

a. There is a continuous ( or '"Bremsstrahlung')
spectrum due to electrons being decelerated by the
target without exciting any particular atomic level.

‘b. There are line spectra due toa K or an
L electron being ejected and an outer élecirun Lhen
falling into this vacancy. In a heavy target these
photons have much more energy than the hydrogen
spectra had when an electron fell into the K orbit
of hydrogen. This can be seen from the energy
equation for an L-to-K jump:

AE = mZZe4 1 o1
Sz  \z "~ 2
2k 1 2

AE = Z— lﬁj_ z-1)% . (11)

The term (Z-1) is the effective charge of the nucleus
with one K electron circulating around it as seen



by an electron jumping into this K orbit and thus
filling the K orbit. The large value of (Z-l)Z
accounts for the high energy of x-ray lines compared
to optical lines.

c. There are no x-ray absorption lines because.
the orbits for some distance outside the K and L
shells are filled, and the only place a K or L -
electron can be knocked by an x-ray is into the
continuous or unbound energy region above the zero
of energy in the energy-level diagram (Fig. B-19).

L absorption edges

/

~

K absorption edge

/

Absorption

E—»
- Y
Fig. B-19. Energy-level diagram.

d. There are "absorption edges'' in the x-ray
absorption spectra, which occur at the energies
where a K or L electron can be knocked completely
out of an atom.

- The Special Theory of Relativity

Einstein, in the year 1905, proposed what is
now called the special theory of relativity. Although
it is commonly thought that relativity has overthrown
many principles of classical physics, this is not
true. Relativity merely extends and refines what
was previously known, or treats subjects left un-
tounched by earlier theories.

The word ''special" refers to the limitation of
the theory to problems involving unaccelerated
rectilinear motion between two observers. Where
there is an acceleration between two observers or
where there is motion in a curved path the general
theory of relativity applies. For instance, problems
concerned with gravitational fields are treated only
by the general theory, however there are some prob-
lems involving force, acceleration, or curved paths
can be treated by the special theory of relativity.

Origin of the Special Theory of Relativity

The special theory of relativity grew out of
certain dilemmas encountered by scientists at the
end of the nineteenth century. To them it was in-
conceivable that light could vibrate and be propagated
except in scme medium. Yet it was known that light
passes through space that is devoid of any obvious
matter. It was therefore suggested that some
weightless gelatin-like material called "ether' must
exist. According to this theory, the ether pervades
all of space and is stationary in an absolute sense.
The earth and other objects move through the ether
without disturbing it. Yet when one applies the
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equations for the velocity of sound in a solid to

finding the velocity of light in ether, some very
remarkable results appear. The ether not only is
weightless, it is also more rigid than steel. This,

as well as other disturbing factors, led physicists

to devise experiments that would test the ether theory.
The one which has had the most profound significance
is the Michelson-Morley experiment, first performed
in 1881.

In their experiment, Michelson and Morley
sought to measure the velocity at which the earth
travels through the presumably stationary ether.
(See Fig. B-20) Suppose that a light is first aimed
in the direction the earth travels around the sun.
Classically the absolute velocity of this light beam
should e ¢ + v, where ¢ is the velocity of light
(3)(1010 cm/sec). Next the light source is rotated
90°, The absolute velocity of the beam should then
be just c. By means of an interferometer, Michelson
and Morley made these measurements. To their
This equation

astonishment they found ¢ +v = c.

can be true only if v is zero, that is, only if the
earth travels through the ether at zero velocity.

The Michelson-Morley experiment. In
(a) the velocity of light ¢ is measured
parallel to the direction of the earth,
and in (b) perpendicular to it.

Fig. B-20.

This surprising result can be interpreted in
one of two ways:

a. The earth carries thé ether along with it,
b. There is no ether.

Statement (a) is conceivable but hardly plausible.

It can be imagined that the earth could drag the ether
along with it in the immediate vicinity of the earth.
But it is fantastic that the earth should carry with it
all the ether in the entire universe. This would be
an unthinkable egotism on our part comparable to
believing that our planet is the center of the universe.

As a consequence of this experiment and others
the ether theory was gradually abandoned. In its
place arose the theory of relativity. Although it




is still referred to as a ''theory, " relativity has been

confirmed in so many ways that its status is that of
physical taw. Table B-III surnmarizes the results of
the principal experiments that confirm or refute the
various theories regarding space, time, and simul-
taneity. While the other theories are seen in many
cases to be contradictory to fact, the special theory
of relativity is in complete agreement,

Table B-1i1

Experimental evidence of the special
theory of relativity
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( / — agrees, N — contradicts, O — does not apply}

The experim cnts outlined above present evidence that:
{1}. The proeence of an cther, either stationary or convectively carried,
cannot be established.

i2).  mudifhiubicw of *testendynamics hv the emission type theory is untenabte.
Theory Classical Special thoory

Emisslon theory ether theory relativity
Properties
Vofarance No reference Stationary ether |No reference
System aystom. as refurcocy rytom,

system.

Velocity Velocity of light Velocity of light | Valacity af light is
Dependence depends on motion | is independent of | independent of
of Light of source motion of source.| motion of source.
Space-time Space and ta Gpass end tima | Spaceand time are
Connection ace . are i . intard ent.

What the Theory Is

The two principal concepts of special rela-
tivity may be summarized as

a. all motion is relative, and
b. the velocity of light is constant to all
observers.

The first (a) means that it is impossible to measure
or detect the unaccelerated translatory motion of an
object through free space. This is because there
are no unambiguous reference points from which to
take measurements. Therefore, when two objects
are moving relative to each other at a constant veloc-
ity one cannot say that one is moving and one is
stationary. Thus, the observeris forced to conclude
that physical laws are independent of the velocity of
the system in which events are described. If they
were not, their difference would define an absolute
velocity.

These ideas were obvious to physicists as
early as Newton and are implicit in all classical
thinking. However, little emphasis was placed on
them because few situations were encountered where
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therée was no frame of reference from which to
measure. This is not true in modern physics.

The second major principle (b) of relativity,
that the velocity of light is a constant to all observers,
has broadened the vistas of physics as no other sin-
gle postulate has ever done.

It was this aspect of relativity which was im -
plied by the Michelson-Morley experiment. Many
experiments conducted since that time have demon-
strated this notion to be an experimental fact. None-
theless, it runs grossly contrary to our classically
conditioned intuition.

Consider the following situation, which is very
disturbing to a classical thinker. (See Fig. B-21l.)
Two rocket ships are approaching, each with onehalf
the velocity of light relative to an observer midway
between them. One rocket ship carries a light which
it directs toward the other one. The second rocket
Lias a devico for measnring the velocity of this light,
A classical thinker would suppose that the velocity
of the light as measured by Lhe second rocket ship
would be ¢ +1/2 (¢) + 1/2 (c) = 2c. However, he
would be wrong. The measured velocity would be ¢
no matter what the relative velocity might be between
the two rockets.

velocity of

light always
reads

c=3x 1010 cm/sec
I‘ ——————————————— -—
[rocket 1 )—* -
v=1/2¢c v=12¢
Fig. D=21. "Thought evperiment' in which two

rocket ships approach each other.

The fact that the velocity of light is a constant
to all observers has [urced us to rooxamine nur con-
cept of simultaneity. The notion of a "universal"
time scale is no longer tenable. This can be demon-
strated in the following situation. Imagine a light
pulse starling from a point P. 'I'his event is seen
by observers stationed in two rcference frames.

One frame contains P at the origin, whereas the
other frame moves relative to P with a velocity

v. At the start of a light pulse the origins of the two
frames coincide. Since the light has the velocity c
relative to both observers independent of their re-
lative velocity Vv, then both observers must see the
light wave propagating as a spherical wave centered
at their respective origins. This is in gross dis-
agrecmeant with our classical intuition. Classically
only the '"stationary''observer would see a spherical
wave centered at his origin.

We therefore must abandon the concept of a
universal time scale as not corresponding to reality.
In its place we must formulate a mechanism whereby
simultaneity can be established in a given frame.
This mechanism must be such that a measurement of
the velocity of light in the particular frame using
its time and distance scale always gives c¢. Thus,
the only way to define simultaneity is in terms of the
velocity of light. The way in which we must define
simultaneity is as follows. Two instants of time t)
and t, observed at two points x; and x, ina
particular frame are simultaneous if

a. a light wave emitted at the geometrical
widpoint between x) and xp arrives at the time



t) at x) and at the time t, at x,, or if
b. a lfght wave emitted at x; at time t,
arrives at x, at a time

X, - X
R S
1 c

Statement (a) assures that a light pulse emitted
at the origin will reach all equidistant points simul-
taneously and that the wave surface is therefore a
sphere in that referense frame. Simultaneity of
two events at two spatially separated points therefore
has no significance independent of the frame. The re-
lation of the time intervals observed by two different
frames is dependent on the distance between the events.

We must therefore transform the coordinates
X, ¥, z, t inframe S into coordinales %', y', z',
t' in frame S'. Such a transformation must remain
linear to assure mathematical equivalence of all points
in space and time. However, the spatial and temporal
coordinates need not transform independently. This
transformation must obey the postulates of special -
relativity. The following "Gedanken experiments"™
illustrate how this is done.

Experiment I - Comparison of Parallel Measuring
Sticks Oriented Perpendicular to their Direction of
Relative Motion

In Fig. B-22 there are two frames S and S'
moving relative to each other. Prior to the experi-
ment the two systems were brought to rest and the
lengths of two measuring sticks (one belonging to
each) were adjusted tu be equal. It 1s assumed ex-
plicitly that the properties of a given body of specified
structure are independent of its past history when
observed in a frame where that body is at rest.
Such a frame is called a "proper frame, " and the™
length of a rod is called its "proper length" when
measured in a proper frame.

.

P p'J
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Fig. B-22. "Thought experiment' in which S'
’ moves relative to frame S witha
velocity v as measured in S.

Let the two systems S and S8' approach
each other so that the midpoints M and M' co-
incide. At the instant when O and P coincide
with the y' axis, light pulses are emitted from
O and P. Since OM!' remains equal to PM'dur-
ing the motion, O and P appear to cross the y'
axis simultaneously in both systems.

It may therefore be concluded that along a
direction perpendicular to the direction of relative
motion, simultaneity means the same to both sys-
tems. Both observers can compare the positions
of the end markers at the time of crossover and
arrive at the same result, since the time of chser-

E3
Thought experiments.

vation for both ends is defined identically in both
systems. Hence both observers conclude that either
OP> O'P', or O'P' » OP. Since both systems are
fully equivalent as to their state of motion, an asym-

metric solution would provide a means of determining

absolute velocity. Thus, the relationships OP >

O'P' and O'P'> OP are ruled out by the postulates

of special relativity., We therefore have
OP = O'P'

or, in the general case

Experiment Il - Comparison of Clock Rates

In comparing clock rates between systems,
we discover a very astonishing phenomenon: a
clock in a moving system runs slow compared to a
clock in a system at rest! Consider two frames S
and S' (Fig. B-23). Suppose that we are in frame
S, which we consider to be stationary. Frame S'
is moving relative to our own at a high velocity v.
This -velocity is nearly-equal to that of light, so
that the effect' we are describing will be noticeable.
We have one clock located at the origin of S and
another at some point on the x axis. A third clock
moves with S' and is located at the origin of S',
At time t = 0 the three clocks were synchronized.
initial position of M
position of M at time
of refleclion

z 2 | .
|
. M M,
mirror M' ey €3
A
SN
' I
o s PERTERN s
. / | \
/ ' N
H N\B
Felock and x! x
light source vat
clock clock

v

Fig. B-23. "Thought experiment' in which frame
S' moves relative to frame S witha
velocity wv.

At time t = 0 the frames S and S' are on
top of each other. At that instant a light pulse is
emitted from the origin of S'. A light wave travels
along the 2z' axis to a mirror M' located at point
z'. It is then reflected back to the origin, where the
time interval At' is recorded hy the clock. This
interval At' is related to the distance 2z' traveled
by the light wave by the expression

at! = 2z'/c. (32)

The situation as observed in the stationary
frame S is quite different. Before the light pulse
is reflected back toward the x axis, the mirror M'
has traveled a certain distance in the x direction,
to Point A. The light wave therefore strikes the
mirror at some angle. The light wave is then re-
flected from the mirror and strikes the x axis at
Point B, where the second clock is located.

The time required for the wave to traverse
this path is At, as measured by the two clocks in



S. The length of the path is ¢ At, i.e., the velocity
of the wave multiplied by the time interval.

The path length of the wave can also be found
from the geometry of the triangle. The distance
from the origin to Pt. B is vAt. The distance from
the origin to Pt. A is & (z')% + (v At/2)%, where
the relation z = 2' has been used. The path length
is twice this, Therefore, we equate the two ex-
pressions for the path length:

cAt = z~/ (z')Z + (vm/z)z.

Solving this equation for t, we obtain

J (z')?‘ + (vAt/Z)z
[}

at = & (33)

Tn order to generalize this cxperiment we
should eleminate z' from Eqs. (32) and (33). To
do this we substitute the value for z' irom K¢. (32}
into Eq. (33):

' 2 2
~ cAt' vAt
c(At) = 2 ( = ) + =

Solving for At', we obtain

v2
(-
At' = At I-T
c

Defining the ratio v/c as P, we have

att = araf1 - p? (34)

‘The quantity 1/ N l-ﬁz (which is always >1) is
called the '"time dilation'" and is referred to by the
symhol y. Thus, we may write

At = oyat', - (35)

From Eq. (35) we see that the (not-proper)
time interval At measured in 5 by two clocks
not at the same place is longer than the (proper)
time interval At' measured in S' by one clock,
since y 1is always less than unity, From this an
observer in the stationary system S would con-
clude that a clock in the moving system runs slow.
To an observer in the moving system S', the two
clocks in S would appear out of synchronism. This
is reasonable because simultaneity between two events
displaced along the x axis is not independent of the
frame.

The apparent asymmetry of Eq. (35) causes no
paradox, since this is not a symmetrical situation.
The time interval At' is a "proper time interval'
between two events because it is measured between
two events occurringat the same place in the §'
frame. The interval- At, on the other hand, is not
a proper interval, since it is measured by two clocks
at different places. A proper time interval is a
definite function of the physical nature of the clock.
For example, a particular radioactive decay constant
is a constant in a frame where time intervals are
observed at a single point, i.e., in a frame where the
"clock' is at rest. However, if the clock is not at
rest, the decay constant is changed so that the radio-
active material lives longer than an observer in a
stationary frame would expect,
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Another consequence of time dilation is illus-
trated by the famous 'twin paradox."™ Consider two
twins. One remains on the earth while the other twin
makes a voyage into outer space at a very high velocity.
Because his biological clock runs slow, the traveling
twin does not age as fast as the one at home. When
he returns to earth he finds that he is younger than
his brother!

As an example, suppose that a rocket ship
capable of traveling at a velocity of § = 0.993 makes
a trip to Arcturus, a star some 40 light years away.
The time At for this journey, as we would measure
it on earth is

_ 40
At = 09T
At = 40.3 years.

The time dilation y at a velocity of P = 0.993 is

1

e o —————

- (0.993)%

y = 10.07.

Now if one twin goes on this imaginary flight he will
return in 2%X40.3 = 80.6 years, according to our
clock, However, he will have aged only 2X3.8 =
7.6 years. The twin who remained at home will thus
be 80.6 - 7.6 = 73 years older than his brother.

It may appear that the above argument is
specious. According to the first principle of re-
lativity, all motion is relative. How then can one
determine which twin has traveled and which one
siayed al Lome (and therefore aged the more), since
absolute motion cannot be detected? The fallacy in
this line of reasoning is that this siluation is not
symmetrical. The twin who remained on earth while
his brother traveled had no difficulty knowing wheth-
er or not he was traveling. It was his brother who
experienced acceleration inside a rocket ship while
taking off from earth and traveling relative to the
stars and other mass in the uhiverse.

Theoretically, if a rocket traveled exactly at
the speed of light its occupants would remain per-
petually young. However, it should be noted that we
are assuming that biological ageing is influenced by
time dilation. This has never been proven because
no living organism has ever traveled at velocities
high enough to make the relativistic effect noticeable.
It is evident from the expression

at' = aty 1-v8/c2

that where v is much less than c, At' is practically
the same as At. Only when v approaches c¢ do

At and At' differ remarkably. Thus at low veloci-
ties no difference is detectable.

Therefore, the time At' for this journey, as meas-
ured by a clock traveling with the rocket, is

, _ 40.3
e T
At' = 3.8 years.

*See E. M. McMillan, The Clock Paradox and Space
Travel, Science 126, 381-384 (1957); and C.G. Dar-
win, The Clock Paradox in Relativity, Nature 180,
976-977 (1957). —



It is impossible, even theoretically, to build a
rocket capable of attaining thé velocity of light. This
is because the mass of an object increases without
bound as it appreaches the velocity of light. (Fig.
B-24) To accelerate a rocket ship to the speed of
light would require an infinite amount of energy. Not
even our entire Federal budget could support such an
undertaking.
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Fig. B-24. Increase in mass of an object as it
approaches the velocity of light c:
m is the total mass, m, the rest
mass, and v the velocity of the object.

The case is different for an extrewely light
object such as an atomic particle. With modern high-
energy accelerators it is possible to obtain particles
having velocities as great as 99.999% the speed of
light. It is interesting to observe that the mass of
these high-energy particles actually does increase,
exactly as predicted by the special theory of re-
lativity. (Refer to the section "High-Energy Particle
Accelerators' for a discussion of how this relativistic
mass increase of particles affects the design of a
cyclotron. )} ’

Time dilation is also observed in connection
with cosmic rays. At an altitude of, say, 10, 000
feet one counts a certain number of p mesons, which
travel almost at the velocity of light. At sea level
one again counts the number of mu mesons, which of
course is less, owing to the normal decay of many

or the loss of others by interaction with air molecules.

After making corrections for the expected total loss
one finds that many more p mesons exist at sea level
than can be accounted for. The only explanation
consistent with the facts is that the mean life of those
high-velocity mesons has been prolonged by the time
dilation. That is, the atomic clock carried by the
high-velocity mesons runs slow, allowing them to
live longer than expected. (The same phenomenon is
observed in connection with particles from high-
energy accelerators. (Refer to the section "Bubble
Chambers'' for a brief account of how time dilation
of decaying particles affected the design of the 72-
inch bubble chamber, causing it to be made elliptical
in shape.)

Experiment III - Comparison of Lengths Parallel
to the Direction of Motion

The results of the Michelson-Morley experi-
ment can be explained in yet another way. In that
experiment, it will be recalled, the velocity of light
was first measured parallel to the direction of motion
of the earth, and then perpendicular to it. The veloc-
ity of light was found always to be c. This effect
can be explained by what is termed the Lorentz con-
traction.

Consider two systems, S and S' as shown
in Fig., B-25, §' is moving at a velocity v relative
to S. As measured in S', a rod moving with §'
has a length x'. That is, its proper lengths is x'.
A light source at Sy' at one end of the rod sends a
pulse to mirror M' at the other end, where it is
reflected back to the source. The time interval
At' betwesn the line of emission and the time of
arrival is measured by a clock at Sp'. Note that
At' is the proper time interval, being observable
with a single clock at one point. Evidently we have

At' = 2x'/c. (36)
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Fig. B-25. '"Thought experiment' in which frame
S' moves relative to frame S with
a velocity v.

In S, these same events appear to be more
complicated. At the time of emission the source
Sy3' was at SO and the mirror M' at M0 . (This
statement has unique meaning only when referred to
S'.) By the time of reflection the mirror has moved
to M]. By the time the pulse returns to the source,
Sy' has moved to.S;. The time interval At is
therefore measured by two clocks, one at S, and
the other at S;. Thus, At is not a proper interval
[ and therefore Eq. (34) applies to this situation].

The time required for the light to reach the
mirror at M, after being emitted is SyMj /c.
Thus, the dis\l.ance SOMI is ’

SogM, = x+v ('s_OM_l /c), . (37)

where x is defined as the distance 5,M,.  Solving
Eq. (37) for SOMI’ we obtain

= . 1

SoM, = - v/c

M. = —X

S5gM, = T-p (38)

Similarly, the time required for the light to travel

from the mirror at M, backto 5, is M5, /c.
The distance Mlsl is

MIS1 = x - v{ 151 /c)
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Mlsl = —1-_’_—‘5"— {39)
The total time interval At is
S M, + M, S
At = 071 171
c
ot = iT_ (40)
c(l - p7)

To find the relationship between x and x'
we substitute Eqs. (36) and (40) into Eq. (41):

At
St = — (41
.J 1 - ﬁZ )
2x 2x'/c
c(1 - %) 1 g2
x = wA1-p (42)

This relation, called the Lorentz contraction, is
also asymmentrical in x and x', since it gives

the relations between measurements of a proper

length x' (at rest in S') and an improper length
x (not at rest in S). The length x in S is de-

finable only on assumption of the constancy of the
velocity of light.

From Eq. (42) it i; evident that a moving
object appears contracted along the direction of
its motion. In thé Michelson=Morley ouporiment
this effect accounts for the fact that the velocity
of light is found to be independent of the direction
of motion of the earth. The explanation for this
is that the interferometer itself appears to be
shrunk along the direction of motion when viewed
from the ''stationary ether'.if there were such a
thing. Because the velocity of the earth is small
compared to that of light, the percentage of
difference is small. However, even if the difference
were quite large it could not be measured with a
meter stick, because the meter stick itself would
undergo the same effect. Since we are moving in
the same reference frame as the meter stick, we
could not see that it had shrunk when aligned with
the direction of motion. However, it would be
apparent to an observer in the same reference frame
as the sun. (It should be noted that the Lorentz
contraction does not entail a physical rearrangement
of matter; it is a sort of optical illusion that is
nonetheless quite.real to an outside observer.)

Consider, for example, an electron at rest.
(See Fig. B-26.) Its electrostatic equipotential
lines may be represented by a family of concentric
spheres. As it begins to move, we see these potential
surfaces contract in the direction of motion, so that
one of them looks like an ellipsoid. When the electron
is traveling at the velocity of light, its electric field
appears to have the shape of a flat plate.

equipotential equipotential
spherical

surfaces

equipotential
oblate surfaces now
spheroidal completely flat
surfaces /

side
view
electron at —_—
rest v = fractlon of ¢ vee
electric, magnetic
field fiela
v
head-on
vigw vl
electron
in motion
Fig. B-26. Representation of an electron at rest

and in motion.

it is this apparent foreslhortening of the electran's
field whon moving that explains how its electric field
and the magnetic field resulting from the motion fori .
a pattern like a spiderweb when viewed head on. (Fig.
B-26). A complete discussion of this phenomenon is
beyond the scope of this lecture, but may be found in
textbooks on electrodynamic theory. An electron at
rest has a spherically symmetrical electric field,
but at rest, the electron has no magnetic field
associated with it. As it moves, the component
electric field vectors are shortened along the direction
of motion, so that now its electric field is elliptically
shaped. In addition a magnetic field is created as a
result of the motion of the electron's charge. The
charge appears like a current and every current has
an associated magnetic field. When the electron
approaches the velocity of light, the electric field
approaches a disc shape with all of the electric field
lines lying radially in the disc.

7

If a moving electron is decelerated or collides
with some object and stups, this clectromagnetic
disc-shaped field pattern must nevertheless continue
in its original direction of motion since it has mo-
mentum of its own. The form in which it continues
is as a photon of light (Fig. B-27). The electric aud
magnetic field vectors (E and B) are perpendicular
to each other. Physical optic experiments on light

generally affect only the electric vector E.

Schematic representation of a photon
of light, which consists of an electric-
field vector E perpendjcular to a
magnetic-field vector B. Photons are
plane -polarized.

Fig. B-27.



X-rays are formed by the process just des-
cribed. The procedure involves allowing a beam of
high -energy electrons to strike a heavy metal target.
The electrons are stopped and the x-rays proceed on.
Not every electron gives off .an x-ray; in fact, fewer
than 1% do. The probability for this occurring is
directly related to the degree of flattening of the
electrons electromagnetic field. Thus, the higher

the velocity and consequently the energy of the electron,

the greater is the probability of its giving off an
x-ray when it strikes a metal target such as tungsten.

Experiment IV - The Synchronization of Clocks

In Experiment II the statement was made that
to a moving observer two clocks separated a certain
distance in a statinnary framec would appea¥ out of
synchronism. This statement was made without
calculating explicitly the error in synchronization
0 . We will now consider this situation in more de-
tail.

Consider two clocks synchronized in a stationary
frame S and located a distance x apart (Fig. B-28).
In a moving frame S' there is a single clock which
records the time ty' and t]' as it passes each of
the two clocks in S. The corresponding times in
S are recorded by the two clocks in S and are
denoted by ty and t).

to t
clock clock

S (stationary; clocks
synchronized to observe
in S)

(t " tl')

@ S' (moving)

—_—
v

Fig. B-28. "Thought experiment'' in which frame
S' moves relative to frame S ata
velocity v and the synchronization of

the two clocks in S is checked by S'.

Because the difference t}' - to' is a proper
time interval in S', we can apply Eq, (41) (in
reverse), giving o

(43}

The observer in S' could apply the dilation equation
(41) to the rates of the individual clocks at the ends
of x, but would conclude that they are out of step
by an amount &:

t, -ty +0
'tl" - to' = -1 0 , (44)
2
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Both observers have to obtain the same value for the
relative velocity v between the frames, since if one
obtained either a larger or smaller value, the frames
‘would not be equivalent. Hence, we have

t] -ty = x/v (45)
and
t)' -ty = x'/v . (46)

However, since x is a proper length in S, we obtain

x' =x'J1-ﬁZ.

Combining Fgs. (14), (45), (46), and (42), we have

(42)

6 =.--xB |

v

(47)

The negative sign indicates that in the opinion of S'
the leading cLock (to) in S should have indicated a
larger time, = in order to make the elapsed time
between t; and t; as observed by S' smaller.

Summary of Experiments

~

These four experiments have thus demonstrated
four kinematic relations:

a. Distances transverse to the direction of
motion are invariant,

b. A time interval At measured in a frame
moving with velocity + v relative to a frame in which
the time interval AT between two events is proper
{i.e., the two events occur at one place) is given by

At =BT (48)
N1 -p2

c. The length Ax of a rod measured in a frame
moving with velocity #v relative to a frame in which
the rod is at rest and has the proper length A\ is.
given by '

2

Ox = AAN L =BT, (49)

d. Two clocks, synchronous in a given frame,
and separated by a distance AN in that frame,
appear to be out of synchronism as cbserved by a

frame moving with a relative velocity -v to the clock
frame, by an amount given by

_ BNV

2
c

0 (50)

The Lorentz Transform

The above thought experiments.have led to
kinematic relations that will now be combined into
a general relation between the time and space co-
ordinates of a particular event as observed from
inertial frames in relative motion. This relation
is called the Lorentz Transform, and is given by
the relations

x' +vt' .

1 - gt

. . ‘
The clock that is ahead (i.e., met first) is behind
(in time).




where B = v/c.

So far we have dealt with kinematics only, no
forces or masses being involved. In order to
preserve the conservation of momentum we are
forced by the above relations and others for the trans-
formation of velocities to conclude that a mass
moving relalive to uc mnst he increased according
to the relation

. my

m = —_— R

J1 g2

where mmp 15 the rest mwaoc {the mass we would
incacure 1f the body were brought to rest).

Another direct result of the Lorentz trans-
formation and the conservation of momentum is
that the tutal encrgy of a body--that is, the sum of
its "rest energy' and kinetic energy--is

E = mc ,

. 2 . .

where the rest energy is m,¢ It is this energy
E = mc® that is conserved in any interaction. It
is thus necessary to realize that each erg of energy
has associated with it 1/c® gram of mass. - The
chemical law of the conservation of mass and the
First Law of Thermodynamics (the law of the con-
gcrvation of energy of which we have not spoken)
thuo becnme one law.

Blbliogra;)ixy

1. .M. da . Andrade, The Birth of the Nuclear
Atom, Scientific American, Y3ttf. (Wouv. 195%6).

2. M. Born, Atomic Physics (Hatner, New Yu.k,
1946). (Very good, not elementary, covers
many subjects in modern manner)

3. T.B. Brown, Foundations. of Modern Physics,
Second Edition (Wiley, New York, 1948).

4. K.K. Darrow, The Quantum Theory, Scientific
American, 47ff. (Mar. 1952).

5. S. Dushman, Fundamentals of Atomic Physics
(McGraw-Hill,” New York, 195I).

38

11,

le.

13.

14,

15,

16.

17.

LY.

19.

20.

21.

22.

W. Finkelnburg, Atomic Physics (McGraw-Hill,
New York, 1950). (Advanced but qualitative)

G. Gamow, The Exclusion Principle, Scientific
American, 74-86 (July 1959).

V. L. Ginzburg, Artificial Satellites and the Theory
of Relativity, Buientific American, 149-160
(May 1959).

S. Glasstone, Sourcebook on Atomic Energy,
Second Edition (Van Nostrand, Princeton, 1958),
Ch. 1.

A. E. Green, Nuclear Physics (McGraw-Hill,
New York, 1955). -

D. Halliday, Introductory Nuclear Physics,
Secnnd Edition (Wiley, New York, 1955}, {Very
good. )

G. P. Harnwell, Principles of Electricity and
Electromaghelisus, Eecond Fdifinn (McGraw-
Hill, New York, 1949).

G. P. Harnwell and J. J. Livingood, Experi -
mental Atomic Physics (McGraw-Hill, New York
1931).

G. Joos, Theoretical Physics (Hafner, New York,
1947). (Touches on a great variety of subjects)

I. Kaplan, Nuclear Physics (Addison-Wesley,
Reading, Mass., 1955).

F.K. Richtmyer, E.H. Kennard, and T.

Lauritsen, Introduction to Modern Physics
(McGraw-Hill, New Ycrk, 1942). (Best for
relativity) ‘

L. N. Ridenour, Modern Physi¢s fur the Diginoer
{McGraw-Hill, Ncw York, 1954),

A. E. Ruark and H (. Urey, Atoms, Mode-
cules and Quanta (McGraw-Hill, New York ,

1930).

H. Semat, Atomic Pliysics (Rinohart, New York,
1946). (Clementary

J. C. Slater, Modern Physics (McGraw=-Hill,
New York, 1955).

R. L. Sproull, Modern Physics: A Textbook
for Engineers (Wiley, New York, 1956). (Well

written, very good, very modern.}

R. C. Tolman, Relativity, Thermodynamics,
and Cosmelogy (Claredon, Oxford, 1934). (High
level, but very good, a classic.)




C. NUCLEAR PHYSICS

Warren Fenton Stubbins and Robert W. Kenney

Units and Description of the Nucleus

There are several systems of units in use in
the sciences. They are the cgs, mks, and fps.
Nuclear physicists use almost exclusively the cgs
(centimeter-gram-second) system. The electrical
and magnetic fields and the strengths of charges are
expressed in three systems of units also. These are
the emu, esu, and practical systems. In computa-
tions, the units must be adjusted to agree, i.e., be
in one system only. (See Table C-I.}

Table C-1I

Review (and- extension) of units

unit mks cgs fps atomic
(1) length meter cm foot atomic
(m) mass kilogram gram pound mass unit
(t) time second second second = amu
(F) force newton dyne pound
(E) work  joule erg (dyne- foot- electron
cm) pound volt

power watt watt horse-

(joules / : power

sec)

We shall encounter a number of natural con-
stants and useful values of certain quantities, some
of which arise by definition. ~ A tabulation of a num-
ber of these is given in* Table C-1II.

Table C-II

Approximate values for some ph);sical constants

Quantity Symbol Value
Velocity of light c = 3 x 100 cm/sec
Electronic charge e = 4.803 x 10_10 esu
Planck's constant h = 6.625 x 10_27erg sec
Avogadro's constant N, = 6.02 x 1023per gram

mole
Rest mass of .28
electron m = 9.1x10 ""g=0.51
’ Mev
1 atomic mass _24
unit (amu) = l/N0= 1.66 x 10 " 'g =931
Mev
Ratio mass
electron/proton = 1/1836
One electron volt 1 ev= 1.602 x 10-12erg

One million ev =

1 Mev, = 1.602 x 10_6erg

Einstein revealed much of the nature of nuc-
lear physics in his study of special relativity, and
the direct application of this theory is necessary

in order to permit analysis and understanding of the
observations of nuclear systems. Thus we note the
following definitions of the energy content of a sys-
tem and other quantities. We accept the premise
that mass and energy are equivalent and are con-
nected by the relations

E =ymg c? mg ? 'Jl-ﬁz =m, cz/'\ll—‘v/c:2

T+m0c2, (1)

where E is the total energy of the system; mg is the
rest mass of the particle and v is its velocity; ¢ is
the velocity of light in a vacuum, a universal con- .
stant; B = v/c, the ratio of the particle velocity to
the velocity of light; y is defined by the above equa-
tion; and T is the kinetic energy. When the velocity
of the particle is small compared with the velocity
of light, Eq. (1) reduces to the classical, i.e., non-
relativistic, expressions of our daily experience.
For example, the value obtained when the velocity
is zero is the rest mass in energy terms. The
difference between the energy and the rest energy
is the energy of motion, or what is called kinetic
energy. Thus we define kinetic energy as the total
energy less the rest energy. For a slow particle,

B << 1, the kinetic energy by our definition becomes
the classical

T = 1/2 m, " (2)

However, if the particle is not slow, a serious error
results if one uses the classical expression for kinetf-
ic energy. One may decide to consider a particle as
relativistic when this error exceeds an arbitrarily
chosen limit. As an example, for a particle with a
velocity 1/10th the velocity of light, the total energy
is about 0.5% greater than the rest energy. This in-
crease is the kinetic energy of the particle. As the
velocity increases the energy increases, and as the
velocity nears the velocity of light the total energy
increases without bound. For a particle with the
velocity of light its total energy would be infinite;
thus we conclude that this velocity is not attainable
by particles. In high-energy accelerators the energy
of the particles may increase higher and higher, but
the velocity only approaches the speed of light.

The linear momentum of a particle is defined
as

1
p = m,v F—F—= = m.,vy, (3)
. 0 A h_‘VZ/CZ 0

and a useful relation between the momentum, rest
energy, and total energy is

EZ - mOZ C4 + p?. CZ. (4)
The simplest nuclei have masses of about
10-24 gram. An atomic mass unit -- a useful unit
of the masses of nuclei and atoms -- is defined as

1/16 the mass of that isotope of oxygen having 16
nucleons. By this choice, 1 amu equals 1.6599 x
10~ gram; the masses of all other atoms are very
close to integers when expressed in atomic mass
units. In energy units, 1 amu is equivalent to 931




Mev. The atomic masses are dete termined by com-
parison in mass spectrographs, by dividing the total
mass of a sample of a substance by the number of
atoms in it, or by other means. A relation between
the mass of a substance and the number of atoms

in it is given by Avogadro's number (6.02 x 10%3),
whose numerical value is the reciprocal of the atom-
ic mass unit.

The atomic size may be learned by x-ray
examination of crystals, and nuclear sizes by scat-
tering high-energy neutrons off the nucleus or by
studying the theorygof alpha decay. Atoms have a3
radius of about 10 = c¢m and their nuclei about 10
cm. An interesting and revealing relation between
the radius of a nucleus and the number of nucleons
making up the nucleous is

r o= rOAl/3, (5)

wheff A is the number of nucleons and r, = 1.3 x
10""?cm = 1.3 fermi. A picture of the disttibutivn
of nuclei in the most dense material, a crystal, may
be seen by expanding the nuclear size from its small
actual size to the size of a baseball and allowing
atomic dimensions to increase similarly. We thus
find a 3-in. ball hung in space about every 2 miles
in each direction. This wide spacing may make the
diffusion of neutrons through matter a little more
plausible, but because of the number of nuclei in
matter (as reflected by Avogadro's number) a neu-
tron can travel only a few centimeters through mat-
ter before a nuclear reaction occurs.

The density of nuclear matter may be calcu-
lated by dividing the mass of a nucleus by its volume.
This is seen to be approximately 10°* grams per
cubic centimeter, or about one billion tons péf cubic
inch.

It is neressary to define the terms '"system"
and ''state of a system.' For our purposes a sys-
tem consists of the atomic and nuclear particles of
interest prior to and after the nuclear process.
These particles may be few (or even only one) before,
and few or many afterwards. For example, a sys-
tem of a decaying alpha emitter is initially the sing-
le nucleus, and afterwards the alpha particle and
the recoiling residual nucleus. It may be initially a
neutron and a uranium nucleus, and afterwards a
number of free neutrons and several fission frag-
ments. The state of a system is the description of
the condition of each member of the system, includ-
ing the energy, momentum, type of particle, charge,
and other parameters.

An atom consists of a nucleus and a system of
negative electrons about it. The un-ionized atom is
neutral, i.e., the number of electrons is equal to
the number of positive charges in the nucleus. An
ionized atom is one from which one or more elec-
trons have been removed, and is thus no longer
neutral. The chemical properties of the atom are
determined by the electrons surrounding the nuc-
leus. The positive charge on the nucleus is equal
to the sum of the charges on the protons contained
in it. The other nuclear constituent is the neutrons.
The protons and neutrons are both called nucleons,
and their total number is called the mass number
and is designated by A. The number of protons --
equal to the number of electrons -- is called the
atomic number and is'designated by Z. The differ-
ence A - Z equals the number of neufrons and is
called N; i.e., N=A - Z.
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By the definition of the atomic mass unit,

the acutal mass of the nucleus (a particular isotope)
is very close to the numerical value of A when the
mass is ex;z)gessed in mass units. For example, the
mass of Al“' is 26.9899 amu. . This is the number of
nucleons in the aluminum nucleus. We know that
aluminum has 13 electrons about it, so that the num-
ber of protons, Z, is 13* Thus, there are 27 - 13 =
14 neutrons in the nucleus. We may denote this by

3Alz , but we should observe that the 13 is redun-
éant because it and the chemical name "aluminum''
both mean the same. Thus we may not wish to write
both.

Any nucleus is complctely identified by speci-
fylng ils A and Z. Somo nuclei (A, 7) are stahble and
found in nature, while others are radioactive, having
various types of radiuliou associatcd with them. A
radioactive nucleus is one that changes from one
state to another spontaneously. The time required
for half of the nuclei of a specific kind in any sample
to decay is ralled the half lile for that kind of nucleus.
This time may be small or large. If it is so large as
to be unmeasutrable -- say, suvwething lilee 1027 years
—we then say that the nucleus is stable; otherwise the
nucleus is radioactive.

Any chemical element (i.e., of a given Z}
may have several different values of A. These to-
gether are the isotopes of the chemical elel ent'1 for
example, the isotopes of carbon include C
cl , and c!. Whereas the isotopes of a particular
element are chemically indistinguishable, for all
practical purposes, the isotopes differ greatly in the
following respects:

a. They have different masses.
b. They vary in stability.

1. If they are unstable, the characteris-
tic radiations differ.

2. They have different prubabililies of
nuclear reactions (we say simply that
their cross sections differ).

c. The abundances of the stable isotopes
found in nature differ.

For the radioactive isotopes, differences be-
tween the types and characteristics of emitted radia-
tion permit each isotope to be indentified, e.g. the
half life and energy of radiation.

Those isotopes of different chemical elements
which have the same mass number A are called isobars.
Isobars can be separated chemically and they each have
different nuclear properties. Scirge examples of iso-
bars are: BelO(z=4, N=6), BIO (2 =5, N=5), and
cll0(z =6, N =4),

Conservation Laws

A conservation law is a statement which says
that some property or quantity characteristic of a
given system remains unchanged when the state of
the system is altered in some way. In nuclear re-
actions the following properties are among those
that are always conserved, i.e., the amount present
before and after a reaction is the same:

a. Energy. In applying this conservation
law one must bear in mind the mass-energy equiva-
lence given by E = T + muc for each particle, where



E is the total energy, T is the kinetic energy, m

is the rest mass of the particle, and c¢ is the velocity
of light. The sum of total energies of all particles
in a system is conserved in any change of state.

b. Electric charge. The total electric
charge in a system is the same both before and after
a nuclear interaction.

¢. Linear momentum. Linear momentum p
is defined as the relativistic mass m times the velo-
city v of the particle: p = mv. This expression is
equal to ymgv, where y is the relativistic factor
given by

Both before and after nuclear interaction, the state
of a system has the same linear momentum, although
it may be distributed differently among the various
particles.

d. Angular momentum. For a particle of
relativistic mass m rotating at a radius r about some
point, its angular momentum is mvr, where v is the
linear velocity of the particle. The angular momen-
tum of a system is conserved in any interaction.

e. The number of nucleons (baryon number).
Nucleons are each assigned a value of +1, and anti-
nucleons a value of -1. For example, consider the
reaction

mhp=~u+p+(p+p)
and the baryon numbers

0+ 1=0+1(+1-1)

+1 = +1.

The pion, w, not being a nucleon, is assigned a
value of 0 (see the lecture "Elementary Particles').
The proton, p, is given a value of +1 and the anti-
proton, p, a value of -1. Since the total value on the
left side of the equation equals that on the right, the
number of nucleons is conserved. )

f. Lepton number. This conservation law,
as well as the one immediately above, are discussed
in the lecture "Elementary Particles.' Also dis-
cussed in that lecture are three other properties of
nuclei that are usually, but not always, conserved in
interactions. They are:

g. Parity,

h. Isotopic spin, and

i. Strangeness.

A particular nuclear reaction may be pro-
hibited because one or more of these paramenters
are not conserved. 'Selection rules" apply to por-
tions of a system and give the allowable changes in
some of the properties listed above during changes
in state of the system; e.g., during certain radio-
active decays, the total angular momentum of the
nucleus (exclusive of the emitted radiation) may
change by 0 or 1 unit. The system as a whole still

conserves total angular momentum. Nuclear-reaction

equations can be balanced similarly to chemical-
reaction equations by requiring charge, number of
nucleons, etc., to be conserved.

Stability of Nuclear Systems

A nucleus is composed of N = (A - Z) neutrons
and Z protons. The configuration of a stable nucleus
must be more stable than any other arrangement of
the same number of nucleons. Otherwise, the nucleus
will decay into the more stable arrangement (pro-
vided that no other restriction is violated in the decay,
e.g. no selection rule is violated).

The energy holding the nucleus together is
called the binding energy. We find that the nucleus
is less massive than the sum of its separate parts.
We call the energy equivalent of this mass difference
the total binding energy, TBE. Its value is given by

- , 2
TBE = (AMp + NMy -MA’Z) c”, (6)

where Mp is the mass of a proton, My is the mass of
a neutron, and MA is the mass of tgle. nucleus. The
greater the TBE, the more stable is the nucleus.
Thus, for a given A, the less mzssive the nucleus the
more stable it is.

As an example, consider a proton and a neu-
tron at rest and far enough apart so that they do_not
interact. Their total rest-mass energy is-Mpc® +
Mpc“ =938 + 940 = 1878 Mev. If the neutron and
proton then approach each other closely, so that
they come within the range of the nuclear force, then
they radiate an energy of about 2 Mev in combining
to form a deuteron. The rest-mass energy of the
deuteron Mp is :

2
D¢ *
=938 + 940 -2

2
M MPc + MNc - TBE

2
Mpc™= 1876 Mev.
Thus, the deuteron is 2 Mev/c2 lighter than the sum
of the masses of its separate constituents.

Another concept of interest is the binding
energy per nucleon. The average value of this may
be found by dividing the total binding energy by the

number.of nucleons, A:

2 2 2
TBE _ 2MpS FNMyc - M, ;e (g

A A

Figure C-1 shows the ratio TBE/A plotted against
the mass number A. The heaviest elements have
about 7.5 Mev TBE/nucleon, and the middle ones

have about 8.5 Mev TBE /nucleon.
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Fig. C-1. Total binding energy per nucleon vs the
mass number.




If uranium fissions and becomes two middle
elements, the energy available per nucleon is roughly
8.5 - 7.5 = 1 Mev. the total energy released in the
fission of uranium is about 235 time this, or about
200 Mev. If hydrogen is combined to make hellium,
energy is also released, about 7 Mev per nucleon.
Thus, we see that the fusion of hydrogen is about
seven times as productive of energy for each nucleon
involved compared to the fission of uranium. For
this reason a great deal of scientific effort is being
expended in attempting to produce a controlled ther-
monuclear reaction, which could provide a nearly
limitless source of power for peaceful uses.

We still must ask how we know a niicreur
system is stable and under what conditions a nuclear
reaction will take place. A necessary but not suffi-
cient condition for a nuclear system to change its
state spontaneously is that the energy E¢ of the (inal
state be less that the energy E; of the initial state.
Wc refer to the energy released or absorbed in a
nuclear reaction by the symbol Q, which is given hy

Q= ok - Ef. (8)

If energy is released, then Q is positive and the sys-
tem is unstable. If this is the case, a nucleus can
spontaneously change its state. This type of reaction
is termed exoergic. On the other hand, if energy must

be supplied to the system in order to make the reaction

proceed, Q is negative and the system is stable. This
reaction type is called endoergic. However,
rules govern the way this happens and may prohibit
change. As a rule of thumb, the greater the energy
Q, the more likely it is that the change will happen.
That is, we expect a shorter half life for large-Q

values than for small.

If the mass (energy) of a nucleus is larger than
the masses of the parts into which it could divide, we
suspect that it will transfer to the lower energy state
by dividing. On the other hand, ifit is less massive
than any combination of parts into which it may be
divided, it is stable. Its stability is determined by a
simple calculation of the masses involved. If we
subtract from the mass of a nucleus the masses of all

products ul 4 particular division, we learn whether
the initial or final state is the more massive. The
calculation is as follows:

=M - (M + M
A A, Z AZZ‘Z

2 121

= M itial

nl\Jon(\jD

- Mfinal
Az Maz
the masses of the inigiaf nucleus and product nuclei,
respectively. Consider a reaction in which a very
slow neutron impinges upon a stationary B"" nucleus:

*
1 g0 ot i’ smefro, ()

+ B
1. 10 . .
WIIT';;e n’is a neutrc:m, B is a boron isotope, and
B is an intermediate nucleus (called the compound
nucleus ) which exists for a very short time. Lithium
and helium are the final products. We have

(.)/c2 =

)

where MA VA and M etc., represent

B

Mi_Mf

(1.00893 + 10.01618)

-(7.01822 + 4.00390)

+ 0.00299 amu

le}
I

+ 2.79 Mev,

selection
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since 1 amu equals 931 Mev. Because Q is positive,
energy is released in the reaction. Therefore, the
reaction proceeds spontaneously. The energy re-
leased appears as kinetic energy of the Li and He.
This exoergic reaction is used for detecting neutrons,
which cannot be detected directly because they carry
no charge (see the lecture "Survey of Particle De-
tectors'').

A neutron detector might consist of a pro-
portional counter containing B 0F3 gas. An entering
neutron causes the reaction described by Eq. (11) to
proceed. The reaction products, being charged, are
then readily detected by the counter. (See the lecture
'‘Counters used 1n Migh=Eucrgy Dhycice” far further
exposition.)

Nuclear Systematics

Thc known nuclei display many of their prop-
erlies to good advantage when arranged in tho form of
the (hiart chown in Fig (-2. This chart is divided
into 4 large number of squares, with Z (the number
of protons) plotted vertically and N (the number of
neutrons) plotted horizontally. Each nuclide is then
placed in the appropriate square according to its
composition. It is evident that the nuclides arrange
themselves about a diagonal line drawn across the
chart. Those nuclides that are nearest this line are
the most stable; those that are off this line tend to
adjust their ratio of protons and neutrons by radio-
active decay so as to move toward the line, thus
becoming stable. Those above the line decay in a

Isotopes
140 P
r
i
100 : il
N Lk
\ He
« 4
50 o
(0] 2
0 50 100
A
Fig. C-2. Number of neutrons vs the number of

protons by stable nuclei.

manner which gives fewer neutrons and more pro-
tons to the final nucleus. This process is negative
beta decay. Those below the line exhibit positive
beta decay. The increased number of neutrons in
the heavier elements is expected because of the
relatively greater Coulomb repulsion between the
protons in the heavier nuclei. A lower-energy state
(for a heavy nucleus) can be achieved with fewer
protons than neutrons.



We recall that the relation between the radius
of a nucleus and the number of nucleons in the nuc-
leus is given by

r= r0A1/3. (5)
This tells us that nuclear forces are short-range
forces, by the following argument: The volume of a
nucleus, is given by

V= (4/3) w2 = (4/3) 7 AL (12)

The volume is proportional to the mass number (the
number of nucleons). If each nucleon were attracted
by each other one in the nucleus, we would expect
the density of the nucleus to increase as the number
of nucleons increases, since each additional one
would be even more tightly bound. Because this is
not observed we believe the nuclear forces to be
short-ranged and the interaction roughly limited to
adjacent nucleons.

When the Coulomb repulsion between prdtons
has been accounted for in the nucleus, the binding
between one proton and another proton is equal to
that between two neutrons or between a neutron and
a proton. Nuclear forces are therefore charge-
indevendent. Three types of forces are known:
gravitational, electrical, and specifically nuclear.
The nucleus cannot be bound by only gravitational
and electrical forces as we know them at long range.

The nature of the nuclear force is represented
in Fig. C-3. It is evident that when two nucleons
approach one another within a distance of ahout 1/2
fermi, the repulsion between them becomes very
large. The greatest attraction occurs at a separation
of about 1 to 2 fermi, and the attraction diminishes
quite rapidly at smaller separations and finally be-
comes a strong repulsion at the ''core."

repulsive

(o]

0.5 3 Separation (fermi)

Potential energy

attractive

Fig. C-3. The nuclear force between two nucleons
as a function of their separation, expressed in
fermis (1 fermi = 10~ 13¢m).

No one has yet formulated an equation that
adequately describes the nuclear force in all its
details. However, it is known that this force is
made up of several components, the details of which
depend upon the particular nuclear model one dis-
cusses.

A nucleon is surrounded by a meson field
through which it interacts with other nucleons,
producing the nuclear force. This interaction via
an intermediary pion is analogous to two charged
particles interacting with each other by virtue of
their electromagnetic fields. The w meson carries

the field from nucleon to nucleon in a fashion com-
parable to a photon propagating the electromagnetic
field. For nucleons on the surface of the nucleus,
the number of adjacent nucleons is fewer and they
are less tightly bound. Minimizing the number of
such nucleons leads to a more tightly bound nucleus
(in the lowest energy state). This leads to a spher-
ical nucleus.

Few nuclei are exactly spherical; some are
prolate ellipsoids (footballs) and some are oblate
ellipsoids (pocket watches). A nonspherical shape
of a nucleus (and its electric charge) gives rise to
an electric quadrupole moment. The nuclide with
the largest.quadrupole moment, Q, is Lu , for
which Q = +7 x 1024 ¢m2. This represents a de-
parture from the spherical of about 18% The nuiki.?le
with the largest negative quadrupole moment is I ,
with 2 Q of -0.6 x 10-24 ¢cm?%. This is about a 3%de-
parture from spherical. When Q is positive the
nucleus is a prolate ellipsoid (football); when it is
negative the nucleus is an oblate ellipsoid (pocket
watch); and when it is zero the nucleus is spherical.
Most nuclei have positive quadrupole moments, but
the departure from the spherical is never great.

It is also instructive to group the stable nuclei
found in nature according to whether they have an
even or an odd number of protons or neutrons (Table
C-III). From Table C-III it is evident that those
nuclei that have an even number of both protons and

‘neutrons are by far the most abundant (stable). Next

in abundance are those having an even number of pro-
tons but an odd number of neutrons. Those nuclei
having both vdd are the least stable. (However, the
number of odd-odd unstable nuclides is quite large.)
From the foregoing we conclude that pairing of either
protons or of neutrons increases the stability of the.
nucleus. ‘

Table C-III

Classification of nuclei as to whether they have an
even or an odd number of protons (Z) or neutrons (N)

Group Designation Number of stable
nuclei

Z even, N even even-even 163

Z even, N odd even-odd 56

Z odd, N even odd-even 50

Z odd, N odd odd-odd 4

It has been found that none of the even-even
stable nuclei possess spin {angular momentum). How-
ever, the other stable nuclei do have spin. The latter
also have associated with them magnetic moments,
by viture of their rotating charges.

Another observation concerns the relative
stability of some nuclei with respect to others. Those
nuclei which have 2, 8, 20, 50, 82, or 126 neutrons,
or 2, 8, 20, 50, or 82 protons are more stable (more
abundant and have more isotopes) and are more tight-
ly bound. This suggests that there is a shell struc-
ture of nucleons in the nucleus analogous to the shells
of electrons about the nucleus.

In performing experiments it is convenient to
have a formula that gives the mass of a nucleus very
precisely, so that values may then be substituted
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into the energy-balance equation to find whether or
not a certain reaction will proceed. The semiempiri-
cal mass formula, which fills this need, is

MA, = MPZ + MNN - alA

+aAZ/3+4
2
2

va Z
34 —mA »

where we have the following correction factors:

(a/2-2)%
,alzz)

(13)

(H‘IA) for the bulk heat of condensation
(binding energy),

(aZAZ/?’) for the decreased binding at the
nuclear surface,

2
(AZ-Z)J
[’% /A

for the unpaired nucleons
in the nucleus, and

(24Zd) for the mutual Coulomb repulsion or
protons.

In Eq. (13) the terms a,, a 2 , and a, are constants.
Equation (13) can be s.lmphflecis by com %mmg the vari-
ous constants. Whe:n this is done, we obtain
MA, 7 = 0.99391 A - 0.00085 2 )
+0.014 %/3 4 0.083 (A/ZA;Z)

+ 0.000627(22/a 3 + 5, (14)

where the term § depends on the pairing of nucleons
in the nucleus in question (see Table C-IV).

Table LV

Values of § to be used in Eq. (14)

N 2 6
even even -0.036 A 374
ndd even or odd o
-3/4
odd odd +0.036 A
Radioactivity

The discovery of radioactivity and the subse-
quent experiments showed that the rates of decay and
the types of radiation are independent of the atomic
conditions in which the nucleus lives. Pressure,
temperature, and chlemical combination do not alter
radioactive characteristics. This is a clue that A
radioactivity is a nuclear, not an atomic property.
The rate of radioactive decay is proportional to the
number of atoms of a particular species, since each
nucleus decays independently of every other nucleus.
These facts may be combined in the following equa-
tion, which applies when one has a very large num-
ber of nuclei:

dN/dt = - AN, (15)
where N is the number of nuclei of the specific type
present at the time t, dN/dt is the rate of their
radioactive decay, and \ is a proportionality cons-
tant called the decay constant. The dimensions of
X are sec” Equation (I5) may be integrated to give

N = Nye ™, (16)

0 and
(See

where N, is the number present at the time t =
e is the gase of natural logarithms (e = 2.718).
the lecture '""Elements of the Calculus. ")

The half life T ‘is defined as the time re-
quired for 6ne half th! nuclei preseul at t = 0 to dccay
The half life is found by setting N equal to 1/2 N
which gives
Tl/z = 0.693/x. (17)

Another useful concept is that of the characteris-
tic time 7. which is usually referrgd to as the mean
life of an unstable nucleus. By definition, the mean
Liic is .

T = 1A.

The fraction of nuclei remaining after one mean life
(1=1)is 1/e = 0.37 (see Fjg. C-4). At 7= 2 the
fraction remaining is /e "%y, 14, etc. A mure
convonient presentatinn nf the data obtained in this
manner is obtained by plotting the logarithm of N/N0
vs time. For a simple radioactive decay the data
fall on a straight line (Fig. C-5). One usuilly plots
the data on semilog paper directly.

(18)
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If two radioactive species are present in the
sample being measured, a plot of the measured
radioactivity on semilog paper gives a curve (Curve
a in Fig. C-6). Curve a represents the composite
activity of the two species. It is evident that curve
a is asymptotic to a straight line, i.e., to curve b,
which represents the activity of one of the species

present (the long-lived one). By subtracting curve

b from curve a, one obtains curve c, which repre-
Sents the other species (short-lived one) present. In
this way, the decay constants for each of the two
species may be obtained.

300
o 200
3T Ne
S 1001
w E:‘___:
0 50 prSt
~ C _—
g \ M-
° V
\
» 10 .
b
% SEEEE
» v
3
< :
\
1 A
0 4. 8 12
Time (hours)
Fig. C-6. Activities vs time for two radioactive

species in the sample.

When observing initially pure radioactive sub-
stance (parent) that decays into another radioactive
substance or a chain of radioactive substances, one
may observe the growth of the daughter radiations.
Eventually, if the parent is long-lived, an equilibrium
is established between the ratios of each substance.
This is observed in the mixtures of radioactive iso-
topes found on the earth which may have relatively
short half lives all stemming from a very long-lived
parent, which continues to replenish them.

During constant production of radioisotopes in
a reactor or accelerator, the loss by decay increases
until eventually the loss rate is equal to the produc-
tion rate. For example, after one half life of irradi-
ation, one half of all the radiocactive nuclei that will
ever be available are present. The next half life of
irradiation increases the amount present to only 75%
of the maximum, while the third half-life exposure
builds it to only 87.5% For equal additional irradi-
ation times a seriously diminishing return occurs.
Extremely short activities can be irradiated in a
short time to maximum activity, but must be removed
very guickly to be counted. One technique is to trans-
fer the material from target to counter by a ''rabbit, "
which works like a pneumatic letter carrier in a
department store. Another method is to have coun-
ters located so that the radioactive substance mounted
on the periphery of a wheel is passed by them quickly
after passing an irradiating beam. Electronic
switching methods are also applied to this problem.
Measurements of half lives as small as 103 sec are
not difficult with these last two methods.

Two units of radiation are of interest. One,
the curie, measures the rate of radioactivite disinte-
gration but says nothing about the energy, type of
radiation, or hazard. One curie of a substance is
that amount which has 3.7 x 1010 disintegrations per

second. This is approximately the number of dis-
integrations that occurs in one gram of radium per
second. For any sample, the strength in curies is
obtained by

1

— AN, (19)
3.7 x 1010

strength =

where \ is the decay constant and M is the number of
radioactive nuclei in the sample. N is computed by
N of

N = A v, (20)
where N, is Avogadro's number (N, = 6.023 x 1023
atoms per mole), A is the mass number, p is the
density in grams per ¢cm”, and V is the volume of
the sample in cm”. A large decay constant » means
a high decay rate and a correspondingly short half
life.

The roentgen measures the effect of radiation
by indicating the amount of energy released by the
radiation. The roentgen is defined as that quantity
of x- or y-rays which produces 1 esu of charge (of
either sign) in 1 cm” of dry air at standard conditions
of temperature or pressure. The rate of exposure is
given in roentgens per hour.

Types of Radiation

The radiations from radioactive substances
consist of three characteristic types. They were
initially named a, B, and y and were later identified
as helium nuclei, fast electrons, and photons, re-
spectively. They differ greatly in their properties,
the way whey interact with matter, and the processes
that govern their emission.

Alpha particles

The longest-lived radioactive substances
found in nature are the very heavy elements; these
are alpha emitters. Alpha emission is defined by
the transition (A, Z) - (A-4, A-2) + a. Shorter-
lived nuclei that emit alpha particles have been pro-
duced artificially. The range of half lives is from
3x10-7 to 1010 years, or a factor of about 10°, but
it is surprising that the energies of the emitted alpha
particles vary only by a factor of about two, from
4 Mev to about 9 Mev. The higher the energy, the
shorter is the half life.

The strong dependence of half life upon alpha
energy was explained by Gamow and independently by
Condon and Gurney when they applied a quantum-
mechanical analysis to the problem. The nucleus is
bound by being in a negative potential-energy state
while having a positive potential barrier about it
(Fig. C-7). For an outside alpha particle to enter
the nucleus easily, it must have sufficient energy to
surmount this barrier. On the other hand, an alpha
particle within the nucleus can be emitted by tunnel-
ing through the potential barrier. The radius of a
nucleus is about 10- cm, and the velocity of an
alpha particle within the nucleus might be of the
order of 109 cm/sec. Therefore, the al%ha pafgicle
encounters the potential barrier about 107/10" =
104* times per second. The probability P that this
nucleus will decay in one second is

1/r=pP=10"1p (21)

1°*

where P, is the probability of an alpha particle beiﬁg
emitted in a single encounter with the potential




barrier. (See the lecture '""The Statistical Analysis
of Data.') The value of P, is given by

ZTTZZEZ
“V
P, = e '
1
where z is the charge of the alpha particle, Z is the
charge on the nucleus, e is the charge of an electron,
4 is the Planck constant divided by 2w, and v is the
velocity of the alpha particle after it has tunneled:
through a large potential barrier.

(22)
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Fig. C-7. Coulomb barrier surrounding the nuc-
leus inhibits entry or exit of charged particles.

"_ nuclear radius r = roAl/3

Equation (21) gives the lifetime 1/7 of the
nucleus, However, there is a more convenient
expression for arriving at this same value, called
the Geiger-Nuttall rule, an experimentally deter-
mined relation:

20

1/7=crRT3, (23)
where c is a constant and R is the range of an alpha
particle in air (expressed in cm). The constant ¢
is different for the three naturally occurring radio-
active ?families. For the uranium familx4 S is
107 *“-?- for the thorium fg.mily cis 1077%:%; for the
actinium family c is 10-46.3 “The range R depends
on the energy; for a typical nucleus a change of alpha
energy from 6 to 7 Mev reduces the half life by a
factor of a million.

Equation (23) thus gives a useful method. for
evaluating the range R of an alpha emitter when its
lifetime can be measured, or conversely, for
evaluating the lifetime if its range can be measured.

The mean life of an alpha emitter is very
dependent on the radius of the nucleus. Quantum
mechanics gives a clear relationship between them.
Therefore, by observing the decay rate of an alpha
emitter, one obtains a very fine determination of
the radius of its nucleus. The nuclear radius is
given by

r= r0A1/3, (5)
where r,is 1.2 to 1.5 x 10-13cm, depending on
which aspect of the nucleus one is viewing.

All alpha particles from one nucleus have
almost the same energy, but some are accompanied
by gamma rays, which account for the small differ-
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ences in a-particle energies in the decay of a
single nuclear level. The nuclear change may be
symbolized by the diagram shown in Fig. C-8.

(A, 2)

NN

initial state

change in
energy (mass)

(A-4 2-2)

tinal (grouund) slate

Fig. C-8. Change in nuclear states may proceed in
onc jump, (A, Z) =(A-4, 7.-2), ar in two jumps
via intermediate excited states.

Experimentally, the photon, Y3, and a
be shown to be associated. The fraction of al
alphas which take a given path is the branching ratio
for that path. For instance, if 1% of the decays go
to the ground state directly, and 99%go to an
excited state first, then the branching ratio for the
ground state is 1/100 = 0.01. The several energy
levels to which the alphas decay indicate a condition
in the nucleus analogous to that in the atom, in which
quantized energy levels exist.

can

Beta particles

Negative beta particles are identical to those
electrons that surround the nucleus in the atom and
which are responsible for the chemical properties
of an element. The nuclear transitions, which are
called beta decay, are of three types. The princi-
pal type; called §~ decay, is illustrated by the decay
of a neutron (n) into a proton (p) and a negative
electron (B7):

n—+p+fp |see Eq. (24 Rev.) belovﬁ].

Since mass and energy must be conserved, and since
the mass of the neutron and proton are known, one
can calculate the energy of the -~ emitted. However,
when the experiment is performed and the energies of
the B~ particles emitted are measured, an unexpected
result appears. Exceedingly few B~ particles actually
have the calculated energy. Instead the energy dis-
tribution shown in Fig. C-9 is obtained. Where has
the missing energy gone? To answer this, as well

of betas

No.

Energy Eax
Fig. C-9. Observed counting rate of beta particles
in B~ decay. The numbcr calculated from Egq.

(25) gives the maximum B energy, E ...



as to satisfy the other conservation laws, one must
postulate an additional neutral particle as being in-
volved in the reaction. This particle is called the
antineutrino and is designated by ¥. It carries away
the missing energy. Therefore, Eq. (24) should
properly be written

n+p+p +7V. (24 Rev.)

A general expression for B~ decay is
(A, 2)~ (A, Z+]), (25)

which states that when a beta-active nucleus of mass
A emits a - particle, the mass of the nucleus re-
mains (essentially) unchanged, because one neutron
is converted into a proton. Thus, the final state has
(Z + 1) protons, the number of nucleons remaining
the same. However, the nuclear charge is increased
by one unit.

+ A second type of beta decay, called positron
or § decay, may be described by

(A,2)~(A,Z -1). (26)

An example of this is the reaction

+
p—™e

+ n+v, (27)

in which a proton yields a positron (positive electron),
a neutron, and a neutrino. In this reaction the mass
of the nucléus remains (essentially) unchanged, but
the nuclear charge is reduced by one unit, since it
contains one less proton than formerly. When a
positron comes to rest it annihilates with a negative
electron, producing a characteristic radiation -- two
gammas of 0.51 Mev each, which proceed in opposite
directions. The presence of this radiation is a clue
that positron emission is occurring.

A third type of beta decay is termed K capture.
This occurs when a nucleus is in a state such that its
energy can be lowered by the absorption of a negative
electron. When one of the inner atomic electrons,
ey , gets sufficiently close to the nucleus this

shell .

process may occur, decreasing the charge of the
nucleus by one unit.. {This process may also be de-
scribed by Eq. (Zb)J After a K capture occurs, there
is a hole in the k shell of the atom. Electrons in adja-
cent shells then cascade inward to the hole, thus
emitting gamma radiation, which can be observed.

The three beta processes can be illustrated
by the following:

H3 12 yrs He3

Cll 11 min B11

7 52.9days
€ —_—

+8 +v,
+[3++v, and

B Li7 -

®k shell * ¥

One may expect nuclei rich in neutrons (above
the stable ratio) to emit negative electrons in order
to move to a more stable ratio, whereas proton-rich
nuclei emit positrons. The fission of uranium pro-
duces neutron-rich fission products, which are
negative-electron emitters.

Gamma rays

Gamma rays are emitted from a nucleus when
it reorganizes itself by making a transition from one
_state to another of lower energy. The numbers and
kinds of nucleons do not change, and the reaction

can be symbolized. as

(a2 ~(a,2) +y, (28)

where the asterisk indicates an excited nucleus. The
energy of the gamma ray that is emitted is equal to
k. This energy k may be exactly the amount that the
excited nucleus possesses in excess of its ground
state, On the other hand, the excited nucleus may
go through several intermediate excited states before
reaching the ground state. Such a cascade reaction
may be represented by

1

(a,2)'— (a,2)" +y

(A, 2)" +y
(A, Z) +v. (29)

In such a case, the original excited nucleus probably
cannot proceed directly to the ground state, owing to
certain selection rules. :

The amount of reorganization that must take
place in the nucleus determines the lifetime of the
nucleus. The lifetimes of gamma emitters are in
general very short, some as short as 10~ sec.
However, some nuclei exist in an excited state long
enough for their lifetimes to be measured. These
are called isomers. Isomers may live for seconds,
hours, or even years. What prevents some nuclei
from jumping immediately to the ground state that is
their angular momentum must undergo a large change
in the transition. For example, a nucleus of ground-
state spin 0 might be in an excited state with a spin
of 9/2. This excited state must possess only a small
excitation energy so that its transition will likely be
directly to the ground state. It must lose all its
spin in one highly forbidden transition to the ground
state. Since it can lose spin easily only in increments
of 1/2h, and further since there is only a small ex-
citation energy to drive the reaction, its lifetime is
prolonged.

The reorganizction of the nucleus changes the
distribution of charge, which leads to the emission
of electromagnetic energy in the form of a photon.
This process is parallel to the emission of electro-
magnetic energy from an accelerated electric charge.

A process that de-excites the nucleus but
results in the emission of a beta instead of a gamma
is called internal conversion. Internal conversion
occurs when an electron of an inner shell of the atom-
perturbs the nucleus by being in the region of the
nucleus. If energy can be released it may be.trans-
ferréd to the electron rather than coming out as a

of betas
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Fig. C-10. Energy spectrum of an internal-con-
version transition.



photon. The energy of the beta, E,, is related to
the gamma energy, k, according t
L!EI‘3 = k-W, (30)

where W is the energy required to remove the elec-
tron from its atomic shell. W is called the work
function. In contrast to the betas from a beta
emission, the internally converted betas have a dis-
crete energy. The graph obtained when the spectrum
of beta particles is plotted vs energy, a sharp spike
is obtained for the internal-conversion electrons.
(Fig. C-10.)

Sometimes a spectrum such as that shown
in Fig. C-11 is obtained. The broad spectrum indi-
. cates that a beta decay to an excited state occurred,
and the sharp spike shows that it was followed by an
internal-conversion transition to the ground state or
to-a lower energy excited state. Thus, by knowing
the details of the states in the final daughter nucleus,
and by, knowing the characteristics of the radiation
involved in the transitions, one can learn the prop-
erties of the parent nucleus.
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Fig. C-11. Energy spectrum ot a beta décay followed

by an internal-conversion transition.

Tn internal conversion a hole is left in the
electron-shell. Characteristic x-ray cascades are
then produced when electrons drop into the k and 1
shells, which are filled up successively.

In addition to nuclei, certain other basic
particles are radioactive. We have already seen
that the neutron (a nucleon) decays into a proton, an
electron, and an antineutrino |Eq. 24 Rev. In
fact, most of the ""elementary" particles are unstable,
including all the mesons and hyperons. The study
of various processes among the mesons and hyperons
forms a major portion of the work at this Laboratory
in the high-energy field. It is discussed elsewhere
in this volume in detail.

Interaction of Radiation With Matter

Each type of radiation behaves differently as
it passes through mattex Energy is usually trans-
ferred to the matter, which then becomes ionized.
This ionization permits detectors to note the presence
of the radiation and is the basis for most counters.

Heavy Charged Particles Traversing Matter

Heavy charged particles include all particles
heavier than electrons. ‘I'heir interaction with
matter is characterized by ionization along their path.
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These heavy particles brush the very light electrons
off the atoms in their way and the heavy particles
themselves scatter very little in the process. Infre-
quently, the particles suffer a deflecting collision,
which is caused by a nuclear encounter.

The intensity of ionization differs along the
path as the particle velocity changes. Figure C-12
shows a Bragg curve for alpha particles. The inten-
sity of ionization in the matter increases as the par-
ticles lose energy until a maximum is reached near
the end of the path. The ionization per unit length
then drops rapidly as the particles come to a stop.
The initial low rate of ionization is caused by the
short interaction time as the fast particles pass the
atoms of the material. As the particle slows down,
its interaction time with these atoms becomes longer,
at first, but finally its energy becomes too small to
cause ionization and the energy loss then drops to
zero.
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Fig. C-12. Bragg curve -- the number of ion pairs

per unit length vs the path length in matter.

A beam of heavy particles of a given energy
will have a more or less sharply defined range in
any given material, since about the same number of
ionizing interactions 15 réquired to siup each parti=
cle in the beam. This is seen in Fig. C-13. One
may define the range as the average path length of
a given particle of a given energy.
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Fig. C-13. Number of heavy particles detected vs

the path length in matter.

The rate of energy loss by a particle per
increment of path length is -dE/dx. When -dE/dx
is plotted against the energy E of an incoming parti-



cle, the curve represented in Fig. C-14 is obtained.
This contains the same information as a Bragg curve,
but is presented in a different way and is more com-
plete. Region A is of little interest to high-energy
phygicists. In region B the curve is proportional to
1/v%, where v is the velocity of the particle. The
point of minimum ionization occurs at an energy
equal to approximately the rest-mass energy mocz.
For a proton this is about 1 Bev; for an electron it
is about 0.5 Mev. For energies higher than this,
relativistic effects enter, which result in increased
ionization. In region D the curve reaches a plateau,
owing to an effect called screening.
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Fig (Ca14. Rate of encrgy loss per increwent of
path length vs energy for a charged particle
traversing matter.

The stopping-power curve in regions B, C,
D, and E (Fig. C-13) is given by

2
(ln ZVIm Y2 _ [32) (31)

for a particle of atomic number Z and velocity z
travelirég through an absorber containing n electrons
" per cm*“, where e is the charge of an electron, m is
the mass of an electron, y is the relativistic factor

v =1/N1 - vé/cé, B equals v/c, and I is the ioniza-
tion potential of the absorber. The ionization poten-
tial is the number of electron volts (ev) required,

on the average, to tear an electron off an atom in the
absorber. The ionization potential is roughly 30 ev
for each ion pair produced, but differs for each ele-
ment. It should be noted that Eq. (31) is independent
of the mass of the incoming particle, as long as the
particle is much heavier than an electron. -

dE _ 41rZZe4n
T dx T Z

mv

For convenience, Eq. (31) has been evaluated
for various types of particles traversing different
materials with specified energies. These values
have been tabulated in UCRL-2301 and UCRL-2426
Rev., Vol. II,™ which one frequently uses for solving
range-energy problems.

For instance, in designing an experiment,
one may want to know the energy E' of an emergent
particle after it passes through a specilied absorber
of thickness t, where the energy E of the incident

M. Rich and R. Madey, Range-Energy Tables,
UCRL-2301, March 1954; J. H. Atkinson, Jr.,
and B. H. Willis, High-Energy Particle Data,
UCRL-2426 Rev., Vol. 1I, June 1957.

particle is known. The procedure is, first, to
consult the range-energy table and find the range R
of the particle in the specified material. The energy
E' of the emergent particle is related to the range

R' by

R' (E') =R (E) - t. (32)
Suppose that a 300-Mev protoréis incident on a copper
plate of thickness t = 30 g/cm®. Consulting the table,

we find that the range R is 76.44 g/cm2. Therefore,
the range R' is

R' (E') = 76.44 - 30
R' (E') = 46.44 g/cmz.
Again consulting the table, we find that the energy E'

corresponding to a particle of range R' (E') = 46.44
g/cm® is about 230 Mev.

-Electrons Traversing Matter

The ionization loss by electrons is important,
but it is not characterized by the intense ionization
and the straight paths of the heavy charged particles.
Electrons are more lightly ionizing than heavy parti-
cles of the same energy and are scattered about as
they encounter atomic electrons {(of equal mass) in
their path. Thus, their range is greater than that
of heavy particles of the same energy, but they tend
to lose their initial direction rapidly. When the
beam emerges from an absorber it is no longer
colliimaled, bul rather fans out in every direction.
However, the angular distribution is normal about
the direction of the incident beam (Fig. C-15).

The number of electrons emerging at any angle g,
with respect to the forward direction, is

2

]
2<e2” (33)

I{e)= I(O)ﬁe

<67 bl
where I (g) is the number of electrons incident at
o = 0°, eis 2.718, and<g)is given by
21
(o> = 5 NT, (34)

where E is the energy of the incident beam in Mev
and t is the thickness of the absorber in radiation
lengths.
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Fig. C-15. Angular distribution of electrons emerg-
ing from an absorber.




.As electrons are deflected by their encounters
with matter, a deceleration (change in velocity)
occurs. Since they are charged particles, the de-
celeration causes them to lose energy by electro-
magnetic radiation. This is the source of x-rays,
and for high-energy electrons this is known as
Bremsstrahlung. The Bremsstrahlung loss exceeds
the ionization loss when the electrons are very
relativistic, which occurs at energies of a few Mev
in some materials. The ratio of Bremsstrahlung
loss per cm to ionization loss per cm is

Bremsstrahlung loss/cm _ E Mev

ionization loss/cm 0 (35)

where Z is the atomic number of (he absorber and
E is the energy of the incident electron beam in Mev.

The critical energy E_ is defined as that
energy at which the Bremsstrahlung loss equals the
ionization loss, i.e., for ZE/BOO = 1. At energies
near to and above the critical energy, the phenome-
non of cascade showers is observed (Fig. C-16). A
high-energy electron traversing matter radiates pari
of its energy as an x-ray {(Bremsstrahlung). The
x-ray, after traveling a certain distance, converts
all its energy inte an electron-positron pair. The
electron in turn radiates part of its energy as another
x-ray; the positron does likewise. In the meantime
the original electron again radiates part of its re-
maining energy, producing another x-ray, which in
turn converts its energy, producing another x-ray,
which in turn converts its energy into an electron-
positron pair, and so on. In this fashion, a single
incident electron produces a cascade shower of
x-rays and electron-positron pairs.
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Fig. C-16. Cascade shower of x-rays and electron-

positron pairs produced by a single high-energy
electron incident on matter.

Gamma Rays Traversing Matter

The interaction with matter of gamma rays
or photons occurs by way of three principal process-
es at low and moderate energies: the photoelectric
effect, the Compton effect, and pair production. A
single gamma ray traverses matter without inter-
acting until it suffers a single catastrophic collision
in which it is totally absorbed. For this reason the
attenuation of gamma rays follows an exponential
law instead of having a well defined range, as do
heavy particles (which lose their energy approximate-
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ly continuously in a large number of interactions with
atomic electrons, only a small fraction of the parti-

cle's energy being transferred in a single interaction):
e” WX,

I=1 (36)

0

where I is the intensity after passing through a
thickness x of the material, I, is the initial intensity,
p is the absorption coefficient, and e is 2.718. (See
Fig. C-17.)
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Fig. C-17. Number of gamma rays surviving after

traversing a specified thickness of matter.

The photoelectric effect occurs if a gamma
ray interacts with an atom and removes a bound
electron from an atomic shell (Fig. C-18). The
entire énergy k ul the gamma is imparted to the
electron, which leaves with an energy Egj. equal
tn k minns its binding energy in the atom. 9I‘his
process is most important for low-energy gammas
(below 1 Mev).

X=ray of e~ of energy =
energy = k k - binding
energy

L J
electron
L]
nucleus
Fig. C-18. The phntnelectric effect.

scattered gamma
ray of energy
kl

gamma ray of
ener =k

e~ of energy

k - k!

Fig. C-19. Compton scattering.
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The Compton effect is the interaction of a
gamma ray of energy k with an electron which is
essentially free, that is, an electron whose binding
energy << k. (See Fig. C-19.) The application of
the rules of conservation of energy and momentum
permits this problem to be solved to show that the
gamma ray may lose only a part of its energy to the
recoiling electron. This effect is important up to
gamma energies of several Mev (see Fig. C-20).
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Fig. C-20. Probability curve for the occurrence of

the Compton effect.

Electron-positron pair production becomes
possible when the gamma energy equals or exceeds
twice the rest mass of the electron, i.e., gamma
energies in excess of 1.02 Mev. (See Fig. C-21)
A gamma ray may be converted into an electron-
positron pair in the presence of a heavy nucleus.

nucleus

Fig. c-21. Electron-positron pair production.

(See Fig. C-22.) This is the interaction of greatest
importance for high-energy gammas, i.e., those
above several Mev. The gamma energy in excess of
the two rest masses is shared (not necessarily equally)
by the electron-positron pair and becomes their
kinetic energy.

The probability for any one of these three
effects occurring as a photon traverses matter is
simply the sum of the three probability curves (i.e.,
Figs. C-15, C-18, and C-19). This total probability
or total cross section is denoted by the symbol Oy

No. of electron-positron pairs detected

1 Mev
(threshold energy)

500 Mev

~

Energy of incoming gamma ray

Fig. C-22. Probability curve for electron-positron .
pair production.

The cross section oy for photons interacting with
light elements is plotted in Fig. C-23. At low
energies the photoelectric effect and Compton effect
occur with about equal probability. At high energies,
pair production is predominant. In.Fig. C-23, the
cross section for photons interacting with hecavy
elements, it is seen that the Compton effect is not
manifest.

gzgigzlectric Vpair-production
region
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Fig. C-23. Cross section op for photons interacting

with (a) light elements or (b) heavy elements.




Cross Section

In all nuclear reactions one is interested in
being able to say how probable the reaction is, i.e.,
under given conditions how frequently will the speci-
fic reaction occur? The measure of this probability
is called the cross section and it is expressed in ¢
per nucleus or per particle, whichever is applicable.

The cross section may refer to all processes,
when it is called total cross section; or it may refer
to a particular process, and it is named to indicate
that. For example, one refers to the cross section
for fission, for scattering, etc. Specific cross
sectione are designated as ¢ (n, f) for neutron-
induced fission, o (y,n) for photon production of
neutrons, etc. Cross sections, total or specific,
vary with the process, the energy of the bombarding
particle, and the target nucleus.

The convenient unit of cross section for a
nucleus is the barn. One barn equals 10-24 em?,
The area of a nucleus as computed from the radius
is about this size. Cross sections for nuclear pro-
cesses usually have values in the neighborhood of a
barn, with a range from a millibarn to 1000 barns.
Some nuclear cross sections lie oulside these valucs,
and some high-energy cross sections are measured
in microbarns (107°Y cm®“). At the threshold of any
reaction, the cross section is zero, by definition,
so that a cross section may take values between
zero and these foregoing small-sounding numbers,
depending upon the circumstances involved.

The cross section applying to the nucleus
alone is called the microscopic cross section and is
usually designated by 6. The microscopic cross sec-
tion when multiplied by the number of nuclei per cm
of the substance gives the macroscopic cross section,
sometimes designated by Z:

z (37)

_ 0
N LA

The rcciprocal of the macroscopic cross
section is the mean free path in the particular matter
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under the conditions implied by p, its density. N0
is Avogadro's number and A the mass number.
Differential cross section is the term applied
to the probability that a nuclear reaction will result
in the particle's going out at an angle to the incident
beam. Differential cross section is designated by
do/dQ, in which Qis the solid angle into which the
particle is directed. The integral of the differential
cross section over all solid angles is the microscopic
cross section for the process under study. The
differential cross section gives added information
about the nuclear structure and nuclear forces.
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D. SOLID-STATE PHYSICS - INTRODUCTION

Roger W. Wallace

Solid-state physics is largely a development of
the past twenty years., Today it is one of the most
active areas of research, owing largely to the de-
velopment of the transistor and its very important
role in the electronic industry.

Transistors are formed of semiconducting
materials, i.e., those having a resistivity roughly
midway between that of good conductors and good in-
sulators. The semiconducting materials most often
used in transistors are silicon or germanium crystals.
In this lecture we shall discuss the properties of
crystals and consider how, under certain conditions,
they can be used to rectify or amplify electrical
currents.

It is easy to understand why a diatomic crystal
like sodium chloride can be formed, since there is a
simple electrostatic attraction belween the positive
sodium ions and the negative chlorine ions. However,
it is not obvious why sodium metal alone or any other
monatomic substance can form a crystal. In fact,
crystal formation by an element cannot be explained
on a classical basis. Instead, one must consider a
quantum-mechanical picture.

Figure D-1 plots the potential energy between
two atoms as a function of the separation of their
centers. As the two atoms approach one another, the
potential and kinetic energy of their clectrons chauge.
At an infinite separation the potential energy may be
regarded as zero. As the atoms come together the
energy of their outermost electrons decreases, pro-
ducing an attractive [orce between the atoms. This
continues, until at a separation of about one dngstrom
the energy increases quite rapidly, producing a re-
pulsive force between the two atoms, If this did not

occur, the electrons in their outer shells would approach

so closely that they would have identical quantum
numbers. This is prohibited,-as explained by the
Pauli exclusion principle. When a separation dis-
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Fig, D-1. Energy between two atoms as a function

of the separation of their centers.

tance is reached at which the repulsive force balances
the attractive force, the atoms no longer come to-
gether but merely vibrate about this equilibrium
position, thus forming a crystal.

On the other hand, if the attractive force be-
tween two atoms is insufficient to cause binding, no
crystal is formed. This case is represented by the
upper curve in Fig. D-1.

A more sophisticated explanation of crystal
formation may be obtained by considering the wave
functions assoc¢iated with the outer valence electrons
of two atoms, say of sodium. These two outer valence
electrons may be thought of as sitting in separate
boxes or potential wells (Fig. D-2a), which of course
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Fig, D-2. Case A: probability curves for two atoms
(having wave functions of the same sign) at
different separations.

represent their potential energy. At a certain separ-
ation, the two electrons do not influence each other,

The probability is greatest that each electron will be

in the center of its box, and less that it will be at the
edge of the box. This is represented by the probability .
curves in Fig. D-2. [It will be recalled that the proba-
bilityé P is equal to the wave function squared, i.e.,

to . (See Section B "Atomic Physics. ")]
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As the two sodium atoms are brought together,
the picture changes as shown in Fig. D-2b, c, and d.
Eventually the probability curves merge. They must
be joined by a smooth curve, since the combined
probability curve must remain well-behaved. This
means that the junction point does not go all the way
down to zero. Finally, the two potential wells come
together, and there is no longer any barrier between
them. The combined probability curve now appears
as one big hump, the depression in the center having
disappeared.

The foregoing picture is valid for atoms whose
wave function Y never changes sign. The probability
is always positive regardless of the sign of the wave
function, since Y* is always positive whether Y is
positive or negative.
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Fig. D-3. Case B: probability curves for two atoms

(having wave functions of opposite signs) at
different separations.

On the other hand, when the wave function ¥
changes sign, a different picture results (Fig. D-3).
If by chance, as will be the case in half of all the pairs
of atoms considered, one wave function is negative, then:
as the two atoms are brought together in order for the
probability curves to join, the combined curve must
always go through zero. Therefore, a double-humped
probability curve results. This means that the electrons
have different physical positions, i.e., there are two
points of greatest probability for the electron positions.

The first case (A), in which ¥ never changes
sign, is called the symmetrical case. It is a lower-
energy state than the second case {B), called the
antisymmetrical case, in which § changes sign.
situation is analogous to a vibrating piano string.
fundamental (one hump) has the lowest energy
associated with it, whereas the first harmonic (two
humps) has a higher energy.

This
The

In a crystal containing, say, 1029 atoms one finds
2x1020 energy levels associated with a given state,
e. g. the lsstate. (There are 1020 levels, each
allowing one spin-up and one spin-down electron, so
there are 2x1020 effective levels) The spacing be-
tween tevels is so fine (10~ Oev) that the separate
curves are indistinguishable and one refers to the
group as an allowed band (see Fig. D-4). The width
of this band does not grow with the number of electrons
in the crystal; the number merely determines the
closeness of individual curves within a band. The
energy region between two neighboring allowed bands
is referred to as a forbidden band,
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Fig. D-4. Energy levels as a function of inter-

nuclear separation for a crystal containing a
large number of atoms. An allowed energy
band, conscicting ef innumerahle curves, is
asoociotod with each state.

It is evident from Fig. D-4 that the average
energy of the electrons in the various allowed bands
is negative, indicating thai the crystal is bound. Thic
effcct is known as metallic binding and accounts for
the attraction of noncharged atoms.

Consider a crystal such as sodium that has a single
walence electron., An electron on one atom can move
to a neighboring atom in which the corresponding
electron on that atom has the same quantum numbers,
if it flips its spin so that the two spins are not the
same. Thus, an electron can move about from atom
to atom until it encounters an exclusion situation, i.e.,
one in which the spin quantum numbers are identical.
Therefore, the outer electrons are bound to the crystal
as a whole but not to a particular atom., This ability
of an electron to drift throughout the crystal is what
makes the material a conductor.

On the other hand, a material like sulfur that has
its outer shell filled cannot become a conductor. An
electron cannot move to a neighboring atom without
getting into an exclusion situation since there are al-
ready two electrons there, one of each spin orietation.
Therefore, such materials are nonconductors.

There is another class of materials known as
semiconductors, in which some electrons can migrate
but others cannot. The four important semiconductors
(all of which have a diamond-like crystal structure)
are silicon, diamond, germanium, and gray tin, They
should all be nonconductors, since their energy bands
are full. However, if a high enough potential is applied
to 4 semiconductor, it begins to conduct, This occurs
when an électron gains sufficient energy from the ex-
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ternal electrical field, between collisions with the
crystal lattice, to pass into ahigher-energy band: The
voltage required depends on the separation of the bands.

Figure D-5 shows the energy bands for silicon.
The 3s band is completely {illed, and the 3p is
partially filled. Silicon becomes conducting when a
3s electron gains 1.9 ev, enough to allow it to jump
into the 3p band. For germanium, only ~0.6 ev is
required for this jump, so that it conducts more easily.

empty

partially
filled 3p

1.09 ev
partially
filled 38

filled

Energy

* Separation r

equilibrium separation

Fig. D-5. Energy bands in silicon as a function of
internuclear separation.

Impurities are added to semiconducting crystals
to change their characteristics. For example, a
material like phosphorous that has five valence electrons
may be added in small amounts to germanium, which
has four valence electrons (see Fig. D-6). The outer-
most electron from the phosphorous is so far from its
parent atom that it can move about with considerable
ease. A crystal of this sort is called "N type, ' since
it has an excess of negative charges.

germanijum
crystal

impurity
(phosphorous)

Fig. D-6. N-type crystal, in which an impurity having
an excess of valence electrons is added.

On the other hand, the impurity may have only
three electrons in its outer shell. This variety of
crystal is called a P type, since it has a deficiency
of negative charges. Instead of the extra electron
being free to move about, we speak of a 'hole" as
moving through the crystal. Conductivity by means
of a hole is not quite as effective as by an excess
electron.

In the manufacture ¢f transistors, the crystals
are grown artificially. What one does is to allow the
crystal to grow for a while, adding an impurity like
phosphorous with a valence of five, then shifting to
an impurity like arsenic with a valence of three. The
resulting single crystal, part with an electron excess
and part with an electron deficit is called a PN
junction diode (Fig. D-7).

P side N side

,

Fig. D-7, PN grown-junction diodc.

junction

The energy-band diagram of a PN junction
diode is represented in Fig. D-8. In order for
the diode to conduct, and electron must jump from
a band that is full to a higher-energy or conduction
band, which is not full. Thermal vibration of the
crystal provides a certain average energy (called the
Fermi energy) to an electron, but this is not suf-
ficient to allow the electron to make the jump. How-
ever, if one applies a voltage across the diode in
such a way that the N-side is negative and the P-
side positive, the applied voltage adds to the Fermi
energy and the electrons are caused to flow across
the junction of the diode.

conduction
conduction band
band

Energy

valence band "~ valence band

t

transition
region

Fig. D-8. Energy-band diagram of a PN junction
diode in equilibrium.

It should be emphasized that the applied voltage
does not push current through the diode. Rather it
acts as a valve, allowing electrons to jump to a
higher band by virtue of their Fermi energy. The
thickness of the transition layer between P and N
type is important to good operation of the diode as
well as several other characteristics.

If the voltage is applied in the reverse direction,
the Fermi energy is opposed and the electrons cannot
make the jump. Thus, no current flows in the reverse
direction through a PN diode. This property of
diodes makes them useful as rectifiers.

It is also possible to produce triodes, for ex-
ample an NPN junction triode (Fig. D-9). In this
type of triode one can control the flow of electrons
by varying the potential across the P-section, which




is called the base. Thus, the base in an NPN
junction triode is analogous to the grid in a vacuum-
tube triode. By controlling the base current, a
transistor may be used as a current amplifier,

emitter base collector

Fig. D-9. NPN‘ grown-junction triode.
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What are the elementary particles? Physicists
today know of some thirty particles and antiparticles
of which atoms are made. Some of these are prob-
ably more elemental than others in terms of explain-
ing physical phenomena. Unfortunately, we do not
know which ones to choose for this distinction. We
must be content to list them all and see what proper-
ties they have.

An analogous situation existed during the last
century in regard to the chemical elements when the
Russian scientist Mendeleef published his periodic
table. He systematized the elements, arranging them
in rows and columns that indicate similar chemical
properties. Although Mendeleef did not understand
the underlying principles, he recognized the useful-

ness of emphazing the regularities that were observed.

With the discovery of the nuclear atom and quantum
mechanics in this century, one can now interpret and
explain the periodic table.

At present we have succeeded in systematizing
the particles but have no general theory which ade -
quately explains them. In this lecture we shall dis-
cuss principally the systematics of the particles.

Much is known about the more common parti-
cles -- the proton, electron, and neutron -- and how
they interact. From these three particles the atoms
of the periodic table are made. Why then was it necn
essary to seek beyond this simple array?

The reason is that in many experiments there
are facts which cannot be explained in terms of these
three alone. One example of this is in beta decay --
the emission of electrons from radioactive nuclei, as
in the case of the decay of a neutron into a proton and
an electron. In this reaction momentum and energy
cannot be conserved unless one hypothesizes the
emission of an additional particle, the neutrino. The
neutrino is a neutral particle with no mass. A parti-
cle that had to be postulated in order to explain, for
example, the photoelectric effect is the photon. This
particle, which has no mass and always travels at
the velocity of light, is the carrier of electromagnetic
energy. The meson is another type of particle which
was hypothesized in order to explain an observed
phenomenon, in this case the very strong forces that

hold the proton and neutron together within the nucleus.

Thirty particles or antiparticles have been
observed or postulated. Some of these, such as the
hyperons, were discovered more or less accidentally.
QOthers were first predicted to satisfy an otherwise
incomplete theory and then found after a deliberate
investigation. A few antiparticles that have heen
postulated have not as yet been observed.

One of the most useful ways to classify these
particles is according to how strongly they interact,
i.e., according to the intensity of the force between
two particles that exists when they are in intimate
contact. Three types of interactions are well recog-
nized. These are the strong, weak, and electromag-
netic. The strong interactions are those associated
with the nuclear forces. The weak interactions are
involved in the spontaneous decay of electron-emitting

E. ELEMENTARY PARTICLES
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radioactive materials or unstable particles: The
electromagnetic interactions occur between charged
particles by virtue of their electric charges or mag-
netic moments. These interactions differ enormously
in strength. If we arbitrarily place the strong inter-
actions on a scale of one, the electromagnetic inter-
actions then have a value of 1/137, and the weak
interactions a value of only 10~ 4,

The strong interactions occur in an extremely
short time. For example, consider a proton approach-
ing a stationary nucleus with a velocity nearly, gqual
that of light. Since a nuclear diameter is 1071 cm,
the proton passes by the nucleus in 10-2%sec. If
otherwise possible, a strong interaction may well
result in a nuclear reaction in this brief period. The
electromagnetic interactions are an order of magni-
tude slower, i.e., they occur in about 10"21sec. The
weak interactions, on the other hand, are inordinately
slow by comparison, taking about 10" “sec at the
fastest.

Table E-I shows how particles are classified on
the basis of strong or weak interactions.

Table E-1I

Classification of particles
as to how atrongly Lhey interact

Spin (angulgr

Interaction type momentum)

Strong Weak (h
fermions baryons leptons ) 1/2
bosons || mesons photons 0 (or 1)

2This is not to be confused with isotopic spin, which
is discussed below. Angular momentum is
measured in terms of N, which is Planck's cons-
tant h divided by 2w.

All the leptons that have so far been discovered are
light particles--the electron, the neutrino, the muon,
as well as their respective antiparticles (see Table
E-I1I). However, the basis for calling a particle a
lepton is not its mass, but rather the fact that it
undergoes a weak interaction. Baryons are heavy
particles that interact strongly. These include the
nucleons (the proton and neutron, and their antiparti-
cles) and the hyperons (lambda, sigma, and xi
particles, and their antiparticles). The mesons are
strongly interacting particles which are heavier than
leptons and lighter than baryons. The photon, although
it has no mass,is not considered a lepton. It is in a
class by itself and only undergoes electromagnetic
interattions.

The terms '"fermion’’ and "boson' have to do
with properties such as the angular momentum (spin)
of a particle. Fermions all have half-integral angu-
lar momenta; in fact, all those presently known have
a spin of 1/25. Bosons have a spin of zero, except




the photon, whose spin is B. Another property of
fermions is that they obey the Pauli exclusion princi-
ple, whereas bosons do not. It is not necessary to go
into this further for our present purpose.

Table E-II

Classificalivn of particles

MassF

Particle Antiparticle @ Mean life
{Mev) {sec)
neutrine v |antineutrino v ] stable
f_eptons [electron e  |positron e+ 0.51 stable
muon® p~ [antimuon M 106 2.2x 107
pion ot | 140 }2.6x108
- (its own =° 13 m'”’m 10713
antiparticle)
Mesons |K meson K' K™ | 494 1.2 x 1078
k) RY| 492 [1071°
K¢ B2l 494 |3x 10780 1078
2 2
& . ST e T
o w|PToton P antiproton P 938 stable
2 S|neutron n |antineutron = 940 - R1100
lambda  A° A% 111s [2.7x10710
Baryond |sigma =° £%1 1190
=* £ 1184 [0.7x10710
- =+ -10
@ z z 1197 1.5x 10
Slo. =0 =0
Olxi (cas- = =% 1320
¢l cade -10 -9
& hyperons) =~ Ef; 1320 10 to 10

a For-every particle of ordinary matter there is a corres-
ponding antiparticle, with an opposite electric charge
(in the case of charged particles) and an opposite mag-
netic moment, but with the same mass and half life. A
few of the listed antiparticles have not yet been observed.

b The difference in mass between a charged and a neutral
particle of a given type presumably arises from the
electiomisgnetic interarction

¢ Formerly, the tarm '""mu meson" was used for this
particle. The muon is now recognized as a lepton
because it does not interact strongly. ''Meson' is
rocervad far atrangly interacting particles.

Before proceeding further with a discussion of
the systematics of elementary particles, we must
review the various conservation laws of physics (scc
Table E-III}). The first five listed in Table E-III are
always conserved in any nuclear interaction. For
instance, when two particles collide and form several
new particles, the mass of the system remains un-
changed, providing one considers the mass that is
converted into energy. The last three listed in Table
E-III are conserved in strong interactions, but not
always in weak ones.

Table E-IIT

Conservation laws

energy and mass
electric charge
momentum (angular and linear)jalways conserved
baryon number
lepton number
parity
strangeness
isotopic spin

usually conserved, and always
in strong interactions

[ RS o NE B VON ol

The first three conservation laws have been
explained in Section C, “"Nuclear Physics.” The
others are perhaps unfamiliar. ''Baryon number"
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and'lepton number" do not,refer to the number of
baryons or leptons present; rather, they are quantum
numbers. The lepton number is always +1 for leptons
-1 for antileptons, and O for particles that are not
leptons. An example of the lepton number being
conserved is in a reaction where a gamma ray pro-
duces an electron-positron pair:

y——'—)e_+e

The lepton number for the gamma ray is zero, since
it is not a lepton. It is +1 for the electron, and -1 for
the positron, because the positron is an antiparticle.
The value on the left side of the equation cancels the
sum on the right.

In a simmilar way, the baryon number i +1 for
a baryon, -1 for an antibaryon, and 0 for nonbaryons.
Since the baryon number must be preserved in any
interaction, the proton cannot decay. This is one
way of saying that our universe exists. For instance,
if a proton wcre to decay into ™ mesons, the baryon
number would be +1 on the left side of the eguation
and 0 vn the right, Therefare, this reaction cannot
occur.

There is no "meson number' that has to be
conserved. This implies, as is true, that a single
meson can be produced in an interaction, whereas
leptons and baryons occur in pairs.

"Parity'" refers to the fact that "right'" and
"left' are not fundamental properties of nature. ,rFor
a discussion of this conservation law and an account
of its overthrow a few years ago, see Philip Morri-
son,' The Overthrow of Parity, ' Scientific American,
45-53 (April 1957)]

"Strangeness” Is alsov a quantum number This
concept is discussed later. "Isotopic spin', or I-spin
as it is often called, must be conserved in 2 manner
analogous to that of the lepton or baryon number. The
concept of isotopic spin étiginated iu Louncetion with
neutruns and protons. Except for the fact that the
proton carries a charge and the neutron does not,
these particles are very similar. They have almost
the same mass and inleract with about the same
strength. The question naturally arises as to whether
or not they are merely different aspects of the same
particle, which we now call the nucleon.

It must be emphasized that isotopic spin is
totally unrelated to electron spin, which is a true
angular momentum and is denoted in units of 1.
However, it is instructive to consider electron spin
because there are certain analogies that can be made.
In a magnetic field, electrons can spin with one of two
possible orientations, either parallel or antiparallel
to the field. If parallel, we say that the electron spin
is +1/2. If antiparallel, we say the spinis -1/2. The
direction of the magnetic field is often designated the
z axis of a coordinate system.

In an analogous way, we think of an isotopic
spin (I-spin) associated with nucleons as follows:
This spin has two components in a preferred direc-
tion in space (not ordinary space!) called the z direc-
tion. Nucleons are assigned an I-spin of 1/2. The z
component (I,) for a proton is said to be +1/2, and
for a neutron -1/2.

It is then possible to write an expression for
particles that relates their charge Q, in units of the
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electronic charge; z component of isotopic spin I,;
and baryon number N. We have

Q=1 + N/2. (1)

Consider a proton, which has the values Iz = +1/2 and
N = +1. We write

Q 1/2 + 1/2

Q = 41,

which we know is the charge of the proton. For the
neutron, we have Iz =-1/2and N = +1:

Q = -1/2 + 1/2
Q = 0,

indicating that the neutron is a neutral particle, This
type of reasoning, which of course is a formalism, is
nevertheless useful for such things as predicting
particles presently unknown.

We use the term ''singlet' to describe a type of
particle whose I-spin can have only one possible
orientation. An example is the lambda (AY). (See
Table E-IV) Similarly, the terms '"doublet' and
"triplet' describe particles capable of two and three
possible orientations, respectively. For a singlet,
the I-spin is taken as zero, in which case I_ must
also be zero. For a doublet, the I-spinis 1/2; 1
may then be +1/2 or -1/2. For a triplet, the I-gpin
is 1; Iz may be +1, 0, or -1.

Table E-TV

Strangeness number and isotopic spin
. for baryons, antibaryons, and mesons

Isotopic spin
Baryon |Strange-| Singlet |Doublet Triplet
no. nessno.| I =0 |1 =1/2 I=1
N s L =0 |1 =+1/2,-1/2] 1.=41,0,-1
2 2z . 2- .
1 -2 =0 =
Baryons 1 -1 AY = 2 =
1 [4 P n
-1 0 P n
lAnti- ) 1 RO B
lbaryons {not ob-
served)
o1 z ETEY
o -1 K0 K
Mesons 0 0 70 o w
{not ob-
served)
0 +1 k' K°

The number of particles of a given type which
can exist is the same as the number of possible
orientations of the I-spin. Thus, a doublet like the
nucleon can exist in two states; hence the proton and
neutron. A singlet such as the lambda can have only
one state, and that is neutral.

These systematics were generalized to include
the strange particles (K mesons and hyperons) by
Pais and Gell-Mann. This involved introducing a new
quantum number, the ''strangeness' number S (see
Table E-IV). The strangeness number is related to
isotopic spin I and charge Q by the expression

S = 2(Q - I) - baryon number.
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As an example, consider a T particle. From Table
E-IV we see that its isotopic spin is -1. Its charge
is -1 and its baryon number is 1. Therefore, we

have
ZEl -(—lﬂ-l

-1.

S

S

In order to accommodate the strange particles,
Eq. (1) for electric charge rnust be generalized as
follows: ' ’

Q=1 + N/2 + s/2. (2)

Where S is zero, as in the example given with Egq,
(1), Bg. (&) reduces to Eq. (1). Consider a particle
where S is not zero. An example is the xi zero (Z"),
the neutral cascade hyperon discovered recently at
this Laboratory. For the =0 we have 1,=+1/2, N=1,
and S= -2 (from Table E-IV). Therefore, we write

Q
Q

1/2+1/2 4 (-2)/2

0.

It should be noted that certain blocks are
excluded in Table E-IV, i.e., they contain no parti-
cles. The reason for this is that for a particle to
fit into one of the excluded blocks, it would have to
have one-half an electronic charge. Since this is
impossible, we believe that this table is complete and
that no other particles can exist. Same particleco gre
listed which have not yet been found; the singlet 7
meson and certain antiparticles. Experiments are
now underway which seek to discover these particles.
It is the general belief that they can exist and will be
found, with the possible exception of the singlet 7"

Table E-IV shows very simply and concisely the
relationship between various properties of the parti-
cles. Why the particles can be arranged in this way
is not known. Perhaps some day we will be able to
explain it, just as we can now explain the periodic
table of the chemical elements.

~
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The subject of antiparticles must begin with
electrons and their antiparticles, positrons. The
electron was discovered in 1895, and much physics
has gone in to the study of its behavior since that
tirne. Another theme which must be drawn on
heavily in this lecture is the theory of relativity,
propounded in 1905. Of primary importance here

is the assertion that energy and mass are equivalent.

There appeared in 1926 the theory of quantum
mechanics, and two years later the theory of Dirac.
This last theory is quite complicated. It is well
known that the momentum P of a particle can be
expressed by the equation

M, v
p=-2___ (1)
l-vz/c

where M, is the rest mass of the par(:icle‘,~ v o is

its velocigy, and ¢ is the velocity of light. Also,

the total energy ' E of a particle can be expressed

by
M0 cZ

E = 0— (2)

N1ov2/c2 )

Physicists usually combine these relations into a
fairly simple form:

E? = (Po)? + (M, <), (3)
or
E = mc", (4)

where m is the total mass of the particle. Dirac
was trying to follow this reasoning to its natural
conclusion. One of the strange properties of Eq. (3)
is that when it is solved, the energy E can be
either positive or negative:

E = £ (Pe)? +(Mye? 2. )

Notice that in E% (5) the minimum value for the
energy is Mg c“ , which would be for a particle

that has zero momentum. As the momentum is
increased, the value for energy can go higher but

not lower. Interms either negative or positive, the
energy can only move above the minimum value. The

picture derived from Dirac's theory is consistent with

this equation.

Figure F-1 may be used to illustrate Dirac's
ideas. At first Dirac did not know what to make of
the negative energy state. It does not make sense in
our everyday way of thinking to talk about negative
energy. That is, what could take place according
to this theory? Imagine a single electron and a
positive -energy state. This might correspond to a
vacuum box that was empty except for one electron.
The electron could give off a gammma ray and be
reduced to one of these lower energy states. The
electron could then give off another gamma ray and
drop to a still lower energy state. This presents
other difficulties, however. To get around this,
Dirac said that these states were thée possible states
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of an electron, but there is an E = 0 line, in

Fig. F-1. Above this there are allowed states which
are usually empty. Below this line there are allowed
states of an electron but they are usually full, It
will perhaps be remembered that electrons in atoms
are restricted to only one electron to each quantum
state. There are only two electrons in the innermost
k shell; the reason that there are no more than two

is connected with the Pauli exclusion principle that
two electrons cannot fit identically in the same state.

IilT

allowed states

(usually E=+
empty)
E=0
allowed states
A
Fig. F-1. Energy diagram suggested by Dirac.

One electron has the spin pointing up and the other
the spin pointing down. Thus, there are actually

two states and two electrons - there cannot be more.
The next shell has room for only eight electrons.

The same thing is illustrated in Fig. F-1. Dirac

said that there is only one electron to each possible
state. Moreover, in his theory this peculiar situation
is the way a vacuum is represented. In other words,
the vacuum box in this theory is an infinile sea of
fitled electron states of negative energy.

Curiously enough, if all these electron states
are completely filled, none is missing. It is true
then that most of the things one would seek exper-
imentally must look just like 2 vacuum. For instance,
there is no sign of an electric current flowing anywhere,
because for every state of electrons moving in one
way there is also a state of electrons moving in the
opposite direction at the same speed. They must
cancel each other perfectly. The same is true for
all other possible directions. Actually, this is a
peculiar way to represent a vacuum, but this is the
best that Dirac could do by way of illustrating his
argument.

Then Dirac asked another question. What
would be the behavior of one electron found in one
of the positive energy states? His answer was that
it would correspond to the typical behavior of an
ordinary electron. What then, he asked, happens
when one electron is missing from this infinite sea?
The situation might be viewed in this way. One starts
with a filled band but removes just one electron. The
dot in Fig. F-1 indicates that one electron is missing.
Dirac found that in this situation, for all experi-
mental purposes, the empty space would look like
a positive charge., This makes sense because from
a complete closed system one negative charge has
been removed and the result is one positive charge.
The hole acts like a positive charge and it moves
like a positively charged part of what was removed.
Dirac studied this in some detail and what he found
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was that this particle would move much as though

it were the opposite charge of the electron. So the
logical results was to think of an electron whose
charge is negative, and a hole which behaves just
like a particle with a positive charge. He examined
the angular momentum or spin that such a particle
would have. Many of these particles are like tiny
tops constantly spinning. They have an angular
momentum built into their nature as particles. The
spin of the electron was known to be 1/2, where §K
or Planck's constant divided by 27 is the unit. He
also found that the spin for this hole would be 1/2
unit. Similarly, he identified the mass of this hole.
He was a little in doubt about the mass, as there
were various possibilities; howecver, he found that
if we call the mass of Lhe elcctron m, , it could be
strongly suspected that the mass of this hole in his
infinite sea would have the same mass as the
electron.

In 1932 this particle was discovered by C.D.
Andersun of tho Califarnia Institute of Technology.
He called it the positron. Figure F-2 is a dia-
gramatic representation of Auderson's original
picture, which was a cloud chamber photo of the
first identified antiparticle. A lead plate was
mounted through the center of the chamber. Because
of the plate he could be quite certain of the direction
in which the particle was moving. It had lost mo-
menturn by its encounter with the lead plate. The
cloud chamber was in a magnetic field. Therefore,
the curvature of the track in the cloud chamber
indicates the curvature of the particle that made the
track, and this may be used to give a direct measure
of the particle's momentum. It is evident that the
curvature was greater at the lower side of the plate.

positron

c¢loud
chauiber
77777777777 e
plate

N

Drawing of the cloud chamber photo
obtained by Anderson. Note the greater
curvature on the lower side of the lead
plate.

Fig. F-2.

The direction of travel for the particle was very
important because this would determine whether it
was a positive or negative electron. The presence
of the plate allowed him to tell the direction the
particle followed. He could then say that the cur-
vature was such that the particle was positively
charged. If it were an ordinary negative electron
it would curve in the opposite direction. This was
proof that the positively charged particle existed.

Figure F-3 is another drawing of a cloud
chamber picture, again with a lead plate. Occasion-
ally an electron pair is seen originating in the plate.
The large spiral track shows where an electron has
made many turns in the magnetic field of the cloud
chamber. Unseen gamma rays have come in from

the top and made a pair at the point of origin. One
of the pair was of rather low energy and circled for
a time in the chamber. In many cases where such
a pair is created the particle does not remain very
long in the cloud chamber. Usually it spirals up
or down and quickly leaves the chamber.

Fig. F-3. Drawing of a cloud chamber photograph.
Pair production involving gamma rays is a
familiar subject. A gamma ray may change into
an ordinary electron and a positron. This process
does not occur in vacuum because if one applies
simultaneously the conservation of energy and the
conservation of momentum, it turns out that a gamma
ray cannot turn into an electron and a positron with-
out the presence of matter. A nearby nucleus
which has a large electric charge can absorb a little
bit of the momentum of the gamma. Lead plates are
ideal because of the large charge of lead auclei.

Considering the succcas of Andersnn and others
in identifying the positron, it was only natural to
look for other particles. What might be expected of
thom ? The proton is well known. Its charge is pos-
itive, its spin is also 1/2 unit, and its wass is known.
Tho questinn was asked, '"Can one say the same things
about an oppositely charged particles which wiglt be
called antiprotons?'  If there is to be an antiproton,
what is believed to be true about it from the Dirac
theory indicates that it must have a charge opposite
that of the proton. If the proton is plus, its anti-
particle must be minus. It should have the same
spin and presumably the same mass. There are
a number of other properties to be predicted by
this theory, such as the magnetic moment, but they
can perhaps be omitted for the present.

The main problem not many years ago was to
decide under what circumstances one might be able
to make an antiproton. It is known, for exarnple,
that a proton is a stable particle. By this is meant
that it does not suffer a radioactive decay and change
into something else spontaneously. According to
Dirac's ideas, if the proton is stable the antiproton
should also be stable. This means that an anti-
proton in a vacuum should last forever. The fact
that the prc*on is completely stable has made us
suspect for a long time that there is a very rigid
rule of physics that the only way to destroy a proton
is to arrange an annihilation process with an anti-
proton. The reason the proton is stable is the fact
that there are no antiprotons around to destroy it.



This rule that protons are never lost suggested
very strongly that if an antiproton were ever made,
it would have to be made as a member of a pair with
another proton. Thus, the following experiment was
suggested: Cause two protons to dash into each other
at high energy. In the process they might form not
only the original two protons but an extra pair, a
proton and antiproton. This reaction may be written

ptp—>ptp+tp+tp

(The antiproton is indicated by p, as is customary.)
A pair would be created if the reaction can be made
to proceed. How much energy must be put into the
colliding protons in order to make these extra
particles? This refers back to Einstein's relation
hetween mass and energy, as nnted ahnve. If we
are to create in the final products some extra mass
then we must supply the equivalent amount of energy.

This can be computed simply from E = mc?.

The mass of a proton times cz, in energy
equivalent units, is 938 million electron volts (Mev).
Compare this with the electron. The mass of an
electron times c2 is just about-a half million volts
(0.5 Mev). This is quite a difference. The proton
is roughly 2, 000 times heavier than the electron and
must have 2,000 times as much rest energy. The
energy that must be supplied in order to make this
creation appear is just twice this amount, because
it is assumed that the antiproton and the proton
have the same mass. More correctly, it should be
asserted that ZMpc2 would be 1878 Mev, where Mp
ic the maee of a proton. If it were possible to
cause one proton to collide with another while they
were moving toward each other, then this would be
the minimum amount of energy required. One would
put 938 Mev into one proton and the same on the
other; when they collide there would be just enough
energy available to make a pair possible.

Up to the present time we are restricted to
having but one proton in motion and causing it to
collide with a proton that is virtually stationary.
The only part that counts is the effective energy
of these two colliding. The actual minimum energy
that must be supplied, called the threshold energy,
turns out to be six times the mass of the proton
times c2 , which is about 5,600 Mev. When
Professors Lawrence and McMillan were making
plans for the Bevatron, they had this figure in mind
so that antiproton production might be possible.
Indeed the machine was planned to deliver a fraction
over 6,000 Mev. It was worthwhile therefore, to
seek this reaction.

Dirac had predicted the existence of this anti-
proton many years ago. However, when Professor
Anderson scanned his cloud chamber pictures show-
ing cosmic ray tracks he looked very carefully for

any evidence of the antiproton as well as the positron.

However, he did not observe the antiproton. There
was a growing suspicion that the antiproton did not
exist. When the Bevatron became a usable tool for
research the opportunity was first presented for
finding it by machine methods. The apparatus
shown in Fig. F -4 was set up to detect any possible
antiprotons resulting from the reaction already
noted. At the upper left of Fig. F-4 we see the
circulating proton beam in the Bevatron. This beam
strikes a target T consisting of stationary protons.
Any antiprotons that might be formed would go
predominantly in the forward direction. Those
particles having just the right momentum would
follow the line going through D and Ql. These
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particles would be focused into a beam by magnet
Q1, which serves as a magnetic lens. This beam
is then passed through a bending magnet M1, is
again focused, is passed through a second bending
magnet M2, and is again focused (by Q2). In our
first experiment the apparatus was limited to what
is shown in Fig. F-4. Later, additional features
were added; Figure F -5 shows the apparatus
schematically. Again at the top of the picture is

Fig. F-4. The antiproton experiment (preliminary
arrangement).
péro« BEAM
IN BEVATRON
ANTIPROTON 16 ey furic
EXPERIMENT MOMENTUM DEFINING MAGNET-PRISM
waﬂum FOCUSING MAGNETIC LENS
CONCRETE SHIELDING
'81. SCINTILLATION COUNTER
MESON AND

COMBINED
OSCILLOSCOPE RECORD

Em—reson

d
puLse He Y TipROTON

L4 +

'Q2. QUADRUPOLE FOCUSING
MAGNETIC LENS

™M2. MOMENTUM DEFINING
MAGNET - PRISM

ACCIDENTAL
——-T|ME~———+ EVENT
'S2. SCINTILLATION COUNTER

1. CERENKOV COUNTER

2. CERENKOV VELOCITY SELECTION COUNTER

33, SCINTILLATION COUNTER

Fig. F-5. The antiproton experiment (final
arrangement).

the Bevatron beam. A copper target was the source
of target protons used in antiproton production. The
first bending magnet is indicated by a prism because
of the very close analogy between the way a magnet
bends a charged particle and the way a prism will
bend the path of light. Think of light of different
colors being bent by the prism. In the same way
particles of different momentum are bent differently
by the analyzing magnet. If you wish, you might
think of this as a very simple spectroscope. The
essential minimum is one prism and one lens.

Their function is to separate out a sort of image of
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the target. If the color of the light is correct you
will see an image at the point S-1 in Fig. F-5,
where a focus is indicated. The diagram shows a
second spectroscope working in the same way. S
and S, are actually scintillation counters. These
were placed at the two focus points. Counts being
recorded at the time indicated that one particle

had gone through one counter, through this magnetic
system, and on to the other counter.

The problem was complicated by the fact that
many particles might have the right momentutn to
move through this system successfully. Many other
particles were produced from the same target. In
fact there were many w~ mesons,which are likewise
negatively charged. We had hoped that there might
be some antiprotons and also expected that there
would be quite a number of electrons coming from
the copper target. It was necessary to inquire into
the velocity of these particles as they came through
the magnetic system. The magnet selected one
value of momentum. Knowing the momentum of
these particles, we could calculate their velocity
for any assumed mass. It was determined that
the pi mesons would be going 99% of the velocity of
light. Antiprotons are heavier and need not move as
fast to have the samme momentum. They would be
going 76% of the velocity of light, while the electrons
with slight mass would be moving essentially at the
velocity of light. On this basis we hoped to separate
antiprotons. Some effort went into measuring this
velocity precisely. This was done by measuring the
time it took the particle to go from counter Sl to S2.
Using refined techniques, we were able to measure
this time quite accurately. Furthermore, we used
counters which specifically measure particle velocity.
These are Cherenkov counters (see Section K:
"'Scintillation and Cherenkov Counters''). They
proved especially valuable in this experiment. At
the lower right of Fig. F -5 is seen the oscilloscope
traces of the electrical signals from the various
counters. Particles in rapid flight show pips or
deflections close together. The slower moving
antiprotons give pips that are morewidely separated.

Fig. F-6. An antiproton stopping in emulsion.
Evidence of antiproton production was gathered
by this sort of appartus. Also immediate attempts
were made by other procedures to collect further
confirming evidence. One procedure was to stop
these particles in nuclear emulsions. Figure k-6

is one of the first records made of a stopping anti-
proton. The track labeled L comes in from the top
as a heavy ionization and represents an antiproton
coming to rest. When at rest, it combined with a
proton from a nucleus in the nuclear emulsion re-
sulting in their annihilation . This might be described
as an antiproton and proton essentially eating each
other up and regurgitating five mesons or so.

In a short time another picture of a similar sort
was found which was very important to us (Fig. F-7).
This was the first picture to show that the energy of
this annihilation was so great that it could be nothing
but the p-p annihilation. Let us see how this could
be proved to be an annihilation process. The mass
of that particle coming in could be measured and
compared with the known mass of the proton. The
measuring of the mass, in effect, came from knowing
the particle momentum, by careful control of the
magnetic field, and measuring its range in the
emulsion stack. The resulting figure definitely agreed
with the mass of the proton; also there was justifiable
reason for saying that it brought with it energy of
938 Mev. In the annihilation process, however, there
are two things being destroyed: the incident anti-
proton and a proton. The process should contain
twice the energy that the antiproton brought in,
because two proton masses--one proton and one

Fig. F-7,

A proton-antiproton annihilation.

antiproton-are involved. It is in this sense that
the energy release was definitely close to the
amount expected, proving that it could not have
been merely a particle decaying by itself.

Logically, the next question to ask was:
""Now that the antiparticle of the proton has been
found, what others might exist? ' It is not
reasonable to expect that the neutron would also
have its antiparticle? The antineutron was also
found rather recently. The neutron has no charge,
and likewise the antineutron has no charge, but
each has a spin. Therefore, Lthe only difference
that can exist between the neutron and antineutron
is the direction of spin. This antineutron was
found first by Wenzel, Piccioni, and Lambertson
at this Laboratory.

Figure F -8 shows the antineutron process
diagrammatically. The original photograph was
taken with the 30-in. propane bubble chamber.

The particle entering from the right can be identified
as an antiproton, but one which suddenly disappears.
What happened is that it suddenly traded one meson
with a particle in the chamber and became an anti-
neutron. This antineutron coasted along for a short
distance, leaving no track in the chamber (as it

was without charge). Then it ends in an annihilation
star. Just as the antiproton can be eaten up in an
annihilation process, so also can the antineutron.



Fig. F-8. Diagram of a photograph taken with the
30-in. propane bubble chamber.

Because of the presence of ordinary matter,
antimatter cannot live for long as such. K there is
any place in our universe where antimatter exists
independently and in isolation, we do not know about

it. There is no way known to tellwhetherthe distant

stars and galaxies are composed of antimatter or
ordinary matter. As far as is known, matter or
antimatter would look exactly alike. There is a

faint hope that someday a process can be seen in
which ordinary matter and antimatter might collide
out in space and result in great showers of pi mesons.
So far, nothing like this has been identified with
certainty.
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G. DESIGN OF EXPERIMENTS

Robert W. Kenney

Proficiency in designing experiments comes
only with experience, just as skill in playing the piano
is attained only through practice. Each physics ex-
periment presents its own unique problems of design.
No simple set of rules exists for solving all of these.
However, there are some general principles that, if
followed, may save the experimenter time and effort
and enable him to obtain more meaningful results.

To investigate a phenomenon intelligently re-
quires a thorough understanding of what is already
known about it. No one wants to repeat work that
someone else has done, but more than this, it is
essential to comprehend the theoretical implications
of existing knowledge. Also, one should be familiar
with the experimental background. Knowing what has
failed and what has succeeded may allow the experi-
menter to avoid the same mistakes and capitalize upon
the goud points.

After one has a complete grasp of the relevant
physical principles and of the pertinent techniques
and materials, he can proceed to design the '"nuts and
bolts, '"i. e., the apparatus that will be used. In their
younger and more foolish days, some people go about
this in the reverse order. First they design the nuts
and bolts, then they decide what it is they are hoping
to accomplish, and finally they examine the existing
theory.

In general, we can divide experiments into two
classes: those that explore a new field, and those
that gather precise data. In approaching a new area
of investigation, one usually does an exploratory ex-
periment first. This is to give a broad view of the
situation and reveal what phenomena exist. The
apparatus used in this type of experiment must not
restrict one's over-all view,

In performing exploratory experiments one should
notice and remember rare events, because new effects
sometimes appear in this way. For example, two
Australians, Rochester and Butler, were scanning a
large number of cloud chamber photographs of cosmic
rays in 1947, They noticed two tracks that were un-
like anything they had previously seen. One track
resembled a hook and one a fork. Because they were
careful experimenters, Rochester and Butler tried to
understand everything they saw. It would have been
easy to ignore these unusual tracks, ascribing them
to some malfunction of the equipment. Instead they
treated these tracks as being due to unknown particles.
As it turned out, these were tracks of previously un-
known '"elementary'' particles. Today the major effort
of the physics groups at this Laboratory is involved in
the study of these particles.

Once the over-all field has been assayed, one
then designs an experiment to give precise answers
to specific questions. Previously, resolution was
sacrificed in order to take in the largest possible
area of information. But now one is interested in
detail. Therefore, the broad view must be sacrificed
in favor of resolution. For instance, a beam of
nuclear particles coming out of a cyclotron invariably
has some energy spread. In an exploratory experi-
ment the physicist might be interested in looking at

all these energies; the beam intensity would therefore
be great. However, in a precision-type experiment,
he would exclude all particles except those of a very
narrow energy interval. That is, he would sacrifice
beam intensity for resolution. Resolution and in-
tensity are thus complementary; if one is small,

the other is large, and conversely.

Suppose that a new type of nuclear particle has
been found in an exploratory experiment. The physicist
then wants to know its physical properties, i.e., its
size, mass, charge, energy, mode of decay, etc.

To do this, he must be familiar with the kinds of
instruments that are suitable for taking these measure-
ments.

Of fundamental importance in this type of experi-
ment is the question, '"Just how precise must the
measirement be in vrder Lo be teauingful ?" Suppooc;
for example, that you wanted to know the time of day
so that you would not miss a train. A calendar would
be useless, because its smallest time increment is
24 hours. Likewise it would be uneconomical for this
purposc to build and maintain an elaborate electronic
device that would measure time intervals to, say,

1077 sec. All that you need is a reasonably accurate
watch. Thus, the answer to our question is that a
measurement must be accurate enough to give useful
results. That is, for a given purpose, how much in-
accuracy can be tolerated? In many cases, an answer
to this will involve a statistical analysis. The lecture
entitled "The Statistical Analysis of Data' discusses
this topic in more detail.

It may turn out that it is impossible to measure
a given quantity with the required accuracy using
known techniques. At present the practical limits of
accuracy are indicated in Table G-I,

Table G-1

The hest precision now possible in measuring certain

quantities

Quantity Accuracy Method
mass 1 part in 105 calibrated weights in-
length 1 part in 107 terferometer methods
time 1 part in 107t0 108 electronic methods
voltage 1 part in 104 standard cell
magnetic

field

strength 1 part in 107t0 108 precession frequency
of proton magnetic
moment

To measure mass as accurately as 1 part in
107 requires using carefully calibrated weights.
This might be improved to 1 part in 10°, but only
with great effort. Length is measured much more
easily, by means of an interferometer. This is an
optical instrument which measures length or thick-
ness in terms of known wave lengths of light. Time

-



can be known with an accuracy of 1 part in 107 or
10° by listening to the time signals broadcast by

WWYV, the Bureau of Standards radio station. Voltage
can be measured to 1 part in 10® by means of a
standard cell. Currents cannot be determined as
accurately. Magnetic fields,_on the other hand, can
be determined to 1 part of 10/ or 108, This is done
by measuring the precession frequency of a proton
in a magnetic field. The magnetic moment is a well
known parameter of the proton. When a proton is

in a magnetic field it spins with its axis oriented'in
a certain direction relative to the field. If a radio-
frequency is then applied, this axis then precesses,
or flips. By measuring the frequency at which this
occurs, one has a very precise indication of the
magnetic field strength,

Thus, for results that are the most precise,
one should design an experiment so as to measure
mass, length, time, or magnetic field strength,
avoiding measurements of voltages or currents.

A very important class of measurements might
be called "differential-type measurements!An example
of this is determining the difference in length between
two long metal tapes. One might be a tape whose
length is well known, say 1/4 mile.. The other tape
is supposedly 1/4 mile long also, but in fact is slightly
less than that. To determine the error in the second
tape one does not take a third tape, measure the first
two with it, and then compare the difference. Rather,
he puts the two tapes side by side with, say, the left-
hand ends together. Then he observes tahe right-hand
ends and notes the slight difference in length as in-
dicated by the tape whos'e length is well known.

Another case in point is in regard to 'measuring
the mass of a given element, say, heliurm 4, In nu-~
clear physics, the mass of oxygen is taken as 16,0000...
atomic mass units, in order to have some standard.
We would then want to compare the mass of He™ to
the mass of Ol A mass spectrograph would be used
for this (Fig. G-1). It utilizes the principle that a

Het olé
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Fig. G-1. Method for determining the mass of an

element with a mass spectrograph: (a)incorrect;
(b) correct.

charged particle is deflected in a magnetic field. The
radius of curvature p is proportional directly to the
ratio of mass to charge, and inversely to the magnetic
field:
m 1
PE & B

Thus, for singly ionized particles, oxygen will have
a radius of curvature about four times as great as
helium 4 (see Fig. G-la). To compare the mass of
He? to that of Ol by this method we would have to
measure the two radii of curvature extremely
accurately. Furthermore, we would have to
measure the magnetic field strength quite precisely
at each point. The mass of He? could be obtained,
but not very accurately.

A more precise method would be to use Ol6that

. has been ionized four times and He4 that has been

ionized only once. Their radii of curvature in the
mass spectrograph would then be almost the same.
By measuring the small difference & (Fig. 1b) with
only moderate precision, one could then calculate
the mass é)f He™ very accurately, to about l-part in
10° or 10°.

It is also possible to determine the mass of
particles by another type of differential measurement.
This method depends upon knowing very accurately
the mass of one particle involved in a nuclear re-
action. Consider, for example, the reaction

H3 - He3 +B+v,
in which tritium decays to helium 3 by emitting a
beta particle and a neutrino. The mass of He” is
known very precisely. The energy given off in the
form of the beta and the neutrino can be measured.
By adding this to the mass of the helium-3 nucleus,
one can then find the mass of the tritium nucleus

. quite closely, because energy is conserved in the

reaction.

Perhaps a better example of a differential
measurement is the experiment performed about
10 years ago by Professor Panofsky in which he
determined the mass difference between the 1V and
7~ meson. He did this by observing the reaction

L +p—>Tr0 + n + energy.

The mass of the proton and neutron were known with
good precision. Therefore, by measuring the energy
released, he could calculate the difference in mass
between the w~ and mY. The accuracy of his result
would depend directly upon how closely he could
measure this energy. To improve the precision of
this measurement, Panofsky designed an experiment
in which this energy would first be amplified about
six times. This meant that the result would be about
six times as accurate for a given precision of the
measurement itself,

Panofsky knew that the energy that is released
serves to kick the two reaction products, the w“ and
n, away from each other with equal and opposite
momenta. This energy would then reside only in the
kinetic energy of motion of the two particles.Panofsky
then measured this kinetic energy by observing the
velocity of the wY, He could have done this by ob-
serving the neutron velocity, but this was not nearly
so conducive to careful measurement.

The principle upon which he measgred the 170
velocity is explained as follows: The w° decays into
two y-rays (photons) almost immediately, before it
has a chance to lose any energy. Because the w" was
moving before it decayed, the laboratory energy of
the photons will be shifted from the energies 6neasured
as seen from an observer moving with the 7~ meson.
This is analogous to the toot of a moving train; as
the train approaches us, the toot is higher in pitch
than that heard by the engineer and is still higher



than when the train is going away. This Doppler
effect also applies to photons.Ifthe photonis moving
toward us, the frequency of the light that we observe
is increased. But if it is moving away, the frequency
is decreased. Panofsky measured the frequency of
the light produced in many of these reactions and re-
lated it to the photon energy. His results are given
in Fig. G-2. He found that the energy ranged be-
tween 83 and 55 Mev, a spread of 28 Mev.

je— 28

—

No. of photons

55 83
Photon energy (Mev)

Fig. G-2. Spread in photon energy due to the Doppler
effect.

If Panofsky had measured directly the energy
released in the reaction that he was studying,he would
have found it to be only 5 Mev. Thus, by designing
the experiment so that this was amplified to 28 Mev,
he obtained an amplification factor of 28/5 = 5,6.

This is a differential-type measurement, because
one does not measure the energy directly, but rather
an energy difference.

A precaution that has to be observed in any
experiment, whether it is a precision experiment
or an exploratory one, is to beware of background.
By harkgrannd is meant all the extraneous effects
that enter into a measurement. This applies not
only to experiments in physics, but to thouse of every
field as well. In the case of nuclear physics, the
term background has a rather specific meaning,
i.e,, radiations other than those being studied that
in some way enter a detector, Background radiations
come from cosmic rays, from particles penetrating
the shielding of a cyclotron, or from other sources.
For example, particles scattering from a material
other than the target can sometimes enter the counter.
If this happens, a false counting rate is observed. Of
course,steps should be takento reduce the background
to as low a value as feasible, but some background is
unavoidable. In fact, in some experiments where low
levels are being studied, there may be equal contri-
butions from the background and the effect. No matter
how low the background is, its value should be de-
termined and taken into account in evaluating one's
results.

We will conclude this lecture with a brief dis-
cussion of the design of the '"nuts and bolts't of an
experiment. After the purpose, the method of approach,
and the required accuracy have been determined, one
then proceeds to design the nuts and bolts. To do this
well requires a great deal of practical knowledge and
insight. One must know what types of materials and
apparatus can be purchased commercially, as well
as those that can be fabricated here at the Laboratory,
Also, there is the matter of cost. One does not use
platinum or osmium when brass will do. On the other
hand, one should not practice false economy.
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The cost of labor must be considered in addition
to that of the material. Brass is more expensive than
steel, but it is so easily machined that the total cost
is often less. Also, brass does not rust. Stainless
steel does not either,butitis one ofthe more difficult
materials to work. For example, we often make
cryogenic containers of Mylar (rather than glass)
since it does not crack when filled with liquid hydro-
gen or liquid helium. Mylar is the same material
as the Orlon used in textiles except that it is called
by a different name when it comes in blocks or sheets.
Mylar is as strong as steel on the basis of weight,
it is tough, and it is inexpensive, Like other plastics,
Mylar can be easily formed into various shapes. Also,
it comes in sheets as thin as 0.001 inch.

Very useful cements for use with Mylar or
many other substances are the epoxy resins, which
maintaintheir adhesive properties over atemperature
range from absolute zero up to approximately 100°C.

In deoigning tho nuts and bolts ane must know
the limitations of the materials that he is going to use,
such as their elasticity, hardness, eté. Theseé con-
stants should preferably be memorized for the more
common materials so that it is not necessary to
consult the appropriate tables at every step.

Another essential in designing the nuts and bolts
is to be familiar with how Nature itself operates in the
range being studied. An example of this is in regard
to designing an electromagnet. Steel saturates at
perhaps 15 to 20 thousand gauss. At higher field
strengths steel is no more effective than air, so it
would be senseless use steel in a 100-kilogauss
magnet,

A dcsign that looks good on paper may be overly
upliauistic unlcoo all the relevant ~fferts have heen
considered. Suppose that you are designing an electro-
magnet to give a tield of one hundreqd kilogauss (a
very unusual magnet!). You might use some standard
formula [ur cuinputing the number of ampere-turns
required. DBut your answer would be considerably in
error unless you took into account the heat loss in the
coils, which becomes exceedingly great at the large
currcnts required to produce a field of this magnitude.
Ouce you becomc aware of this difficulty you might then
decide to utilize the phenomenon of superconductivity
to circumvent the heat losses. This involves cooling
the coils down to a temperature very close to absolute
zero in order to reduce the resistance almost to zero.
Unfortunately, in a field larger than a few thousand
gauss, a conductor loses all its superconductivity.
Therefore, this approach would also be fruitless.
Very recently a suggestion came from the Livermore
Laboratory for obtaining very strong magnetic fields
by cooling the coils down to about 80CK, in the case
of copper coils. Although superconductivity does not
exist at this temperature, the resistance of the coils
is greatly decreased. This reduces the energy loss
in the coils. With this technique one can get by with
less copper and steel for a given field strength, But
the gain is largely offset from a financial point of
view because a large refrigerator is now required
to cool the coils. However, in those applications
where a small magnet is needed, this method may be
very useful. For example, sometimes only a limited
space is available near an accelerator for a magnet
butthe refrigeration equipment can be located remotely.
Another advantage of this might be that the bulk of
the heat loss occurs not in the experimental area,
but at some remote point where it does not
interfere with any measurements,
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H. HIGH-ENERGY PARTICLE ACCELERATORS

David L. Judd

The first accelerated particles used in
physics research were supplied by natural radioactiv-
ity. Beta rays and alpha particles of a few Mev were
available from these sources. Not until the end of
the nineteenth century were particles first acceler-
ated artificially, by J. J. Thompson and others,
using direct-voltage machines. The principle of
machines of this type is illustrated in Fig. H-1.

P . +
. jicles
negative pArtic2 —
- i
gl STt
i ——
ion source T ——
charged
plare
Fig. H-1. A direct-voltage accelerator for charged
particles.

Charged particles emitted from an ion source,
such as a heated filament, are attracted toward an
oppositely-charged metal plate. The apparatus is
enclosed in a tank which i§ evacuated so as to keep
the particles from scattering as a result of collisions
with air molecules. To accelerate negative electrons,
for instance, the plate is positive. The amount of
acceleration is limited by the voltage that can be
applied to the plate. -~

Voltages much higher than those previously
available were obtained in the 1920's with the Cock-
roft- Walton voltage multiplier and the Van de Graaff
generator. In fact, protons with sufficient energy to
cause nuclear transformations were produced by Cock-
roft and Walton in 1932, These machines are restrict-
ed to a few Mev because they operate on the ""one-
push' principle. That is, particles experience but
one push in a single electric field before they strike
a target.

Modern high-energy machines make use of
repetitive acceleration, in which a particle is made
to speed up by giving it a series of pushes. The first
successful repetitive accelerator was the Sloan-
Lawrence linear accelerator, built in 1928 here at
Berkeley. (See Fig. H-2)
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Fig. H-2. A linear accelerator.

Particles emitted from an ion source are attracted
toward an oppositely-charged cylindrical tube. Once
inside the tube, the particles are shielded from the
electric field and merely drift through. In the mean-
time the sign of the potential on the drift tubes has
been changed. This is done by connecting the drift

tubes to a radiofrequency oscillator, a source of
high-frequency alternating potential. When the parti-
cles emerge from the first drift tube, they are re-
pelled by it, since it now has the same sign as the
particles. However, the particles are attracted
toward the second drift tube because it has the
opposite sign. The particles enter the second drift
tube, and again the sign of the potential on the drift
tubes is changed. As this process is repeated, the
particles gain energy each time they are accelerated
across a gap. Owing to their ingroased velornity, the
particlos travel progressively farther in a given time
interval. Therefore, the drift tubes must be made
successively longer. If this were not done, the
particles would get out of step with the alternating
voltage and would arrive at a gap too soon to be
accelerated.

With a linear accelerator one can obtain
high-energy particles even though a relatively low
voltage is applied across each gap. For example, if
100 gaps were used one could obtain 100-Mev parti-
cles by applying only about one million volts between
each pair of drift tubes.

The early linear accelerators did not accel-
erate protons, because the oscillators then available
could not operate at sufficiently high frequencies.
However, since World War Il many proton linear
accelerators have been constructed. The first of
these was the 32-Mev machine built under the direc-
tion of Dr. L. W. Alvarez at this Laboratory. A few
years ago it was dismantled and sent to USC at Los
Angeles. The largest proton linear accelerator, a
60-Mev machine, is at the University of Minnesota.

The hcavy-ion linear accelerator f(hilac) at
this Laboratory also operates on the principle de-
scribed above. It can accelerate ions as heavy as
argon to an energy of 10 Mev/nucleon. This means
that the energy of un vxygen ion, for example, would
be 16 x 10 = 160 Mev.

A linear accelerator is essentially inefficient,
as each accelerating gap is used only once for a given
particle. Higher energies can be obtained only by
using a very large number of gaps. This difficulty
was overcome by Professor E. O. Lawrence ‘in
1930 when he invented the cycloton (Fig. H-3).
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Fig. H-3. A cyclotron.

In a cyclotron a single accelerating gap is
used over and over again to accelerate positive ions.
This is accomplished by using a magnetic field to
bend the ions into circular orbits.



A positive ion is emitted from the ion source
into the region between the circular electrodes, or
‘'"dees." At that instant one of the dees, say D,, is
charged negatively. The ion is attracted toward Dl'
Once inside the dee, the ion is shielded from the
electric field. It would travel in a straight line were
it not for the magnetic field. The magnetic field bends
the ion so that it circles around toward the dee gap.

Before the ion reaches the dee gap, the sign of
the electric field is reversed by the oscillator, so
that now D, is negative and D, is positive. The ion
is consequéntly attracted toward the negative dee,
D,. Again the ion is bent by the magnetic field,
and again it enters the gap. As it gains speed and
energy it spirals outward until it strikes a target
inserted in its path or is extracted for use as an
external beam.

The sign of the electric field musl be alter-
nated at precisely the right frequency, so that when
the ion arrives at the dee gap it will be accelerated.
The angular frequency is constant for a given type of
ion. In other words, it takes an ion the same amount
of time to complete a small orbit as a large orbit,
because its velocity increases directly as the distance
traveled. Because this angular frequency is constant
the radiofrequency oscillator can operate at a fixed
frequency.

To understand why the above is true, we must
consider the forces exerted on the particle. The
force Fm due to the magnetic field is given by

(1)

where e is the charge of the particle in esu, c is the
velocity of light in cm/sec fa conversion factor to
put the unit of charge into the electromagnetic system),
v is the particle velocity in cm/scc, and D is the
magnetic field strength in gauss., The centrifugal
force F_ is given by

F = I’EI ,

c T

(2)
where m is the particle mass in grams and r is the

radius of the particle orbit. Because F_ must equal
Fy, we may equate Egs. (1) and (2):

vB = (3)

ofo

r

Canceling and rearranging terms, we obtain an ex-
pression for the angular frequency w, which by
definition is v/r:

v _ eB

© =TT )
It is important to note that w does not depend on the
particle energy. For a given type of particle, w
depends solely on B, the magnetic field strength.
Since the magnctic field strength B is held constant
in a cyclotron, the angular frequency wis constant.

The cyclotron is an efficient machine for
accelerating particles to energies up to about 20 Mev.
By expending large amounts of power, perhaps 100
Mev could be obtained, but this is not very practical.

Two conflicting demands prevent the cyclotron
from obtaining higher energies. One of these is that
when a particle approaches the velocity of light its
mass begins to increase, as explained by the theory
of relativity. The total mass m of the particle is
given by

n

m
™y

m = , (5)
N1 - v/

where m,, is its rest mass, v is its velocity, and c

is the vePocity of light. From Eq. (5) we see that
when v is very small, the total mass m is virtually
the same as m,. However, as the_é)a ticle approach-
es the velocity of light, the ratio v"/c® approaches 1.
The denominator thus becomes zero and the particle
mass approaches infinity. Figure H-4 illustrates
this relativistic mass increase.
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Fig. H-4. Increase in mass of a particle as it

approaches the velocity of light ¢c: m is its

total mass, my its rest mass, and v its velocity.

From Fig. H-4 it is seen that to accelerate an
infinitely heavy object would require an infinite
amount of cnergy. Huwever, there is a problem
with a cyclotron if the particle mass increases even
by as little as a few percent. Referring back to
Eq. 4, we see that if the mass m begins to increase
instead of remaining constant, then the angular fre-
quency w must decrease. As the particles slow
down, they arrive at the dee gap late and are deceler-
ated.

The easiest way to keep the particles in phase
might seem to be to allow the magnetic field strength
B to increase, in order to keep the ratio B/m in Eq.
(4) constant. This could be done by changing the
shape of the magnet poles to appear as shown in
Fig. H-5. This pole shape would cause the field to
increase radially.

magnetic flux
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Fig. H-5. Shape of magnet pole faces required to
give a radially increasing field (exaggerated).




Unfortunately, this cannot be done, owing to
the second conflicting demand. That is the necessity
for focusing the particle beam. As a particle spirals
outward it occasionally collides with molecules of
the residual gas inside the vacuum tank. This causes
it to wander from the proper path. The particle
gyrates into the dees unless restoring forces exist.

We may analyze the required properties ot a
restoring force by referring to Fig. H-6. The dis-
placement of the particle from its proper orbit is
plotted as a function of time t. We would like the
displacement x always to be zero. However, the
best we can hope for is that when the particle begins
to drift from the proper orbit, a force is created which
directs the particle back toward the correct orbit. If
this occurs, then the particle oscillates about the
correct orbit in the manner shown in Fig.H-6.

Such a restoring force F, must be proportional to
the displacement x and be directed so as to minimize
the displacement:

F, = -kx 6)
(k is a proportionalily constant), In a radially
increasing field, like that illustrated in Fig. H-5,
the force F, is directed the wrong way. That is,
when the particle drifts off the correct orbit a force
is created which pushes it farther away, in an cxpo-
nential manner. The particle quickly strikes a dee.
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Fig. H-6. Displacement of a particle from its

proper orbit, as a function of time.

On the other hand, a practical way to provide
the rcquired restaring force is to have a radially
decreasing magnetic field, as shown in Fig. H-7.

In this fype of field, whenever a particle gets off cen-
ter it is {mmediately pushed back, since the resturing
force is directed toward the midplane.

xl‘l 1 \
1.4 + - \—midpldne
restoring= O | ! I~ )
force © ~magnetic flux
lines
Fig. H-7. Magnet pole faces required to give a

radially decreasing field.

However, if we use a decreasing magnetic field
we have only complicated the problem of keeping the
particles in phase with the alternating potential. A
number of suggestions were offered for avoiding this

dilemma. The earliest was by L. H. Thomas in 1938,
His ideas were not very well understood, and physi-
cists were so busy building conventional cyclotrons
that they took little notice of them. Not until 1949

was a Thomas cyclotron constructed.

In 1945 a different solution was proposed, by
Veksler in Russia and independently by McMillan,
preacnt Director of the T.awrence Laboratory. Their
principle of phase stability was incorporated into the
design of the 184-inch cyclotron, then under construc-
tion here. As a result, the 184-inch machine was
able to produce particles of twice the energy previous-
ly planned and yet use much lower dee voltages. The
184-inch cyclotron has since been rebuilt so that now
it gives even higher energies (735 Mev, in the case
of protons).

The basic idea of phase stability is that it is
unnecessary to try to keep the particle exactly in step
with the alternating voltage. It is much better to
allow the particle to oscillate back and forth slightly
in phase with respect to the applied voltage. The
principle of phaoo stability is illus{rated in Fig. H-8.
The change in energy AE that a particle would re-
ceive as it passes through the dee gap of a otatic
system {(constant field, constant rf frequency) is
plotted as a function of time. The points where the
curve crosses the horizontal axis are equilibrium

positions. What are the conditions to be met in order
that these be stable ?
+
< /N /\
N N A A
time t
Fig. H-8. Change in energy AE that a particle

receives as it passes through the dee gap, as
a function of time (for a static system).

Consider a particle at Point A. It has arrived
early at the dee gap and receives a positive incre-
ment of energy, causing it to travel in too large an
orbit. Therefore, its angular frequency decreases
s0 that it arrives at the dee gap later on its next
encounter. It may arrive on time, but if it arrives
too late its angular frequency increases and it ar-
rives early the following time. In this way, the
particle oscillates about its correct energy at a given
orbit. The positions marked with a triangle are
stable for a cyclotron or other simple circular mach-
ine. Those marked with a dot are stable for linear
accelerator.

Once these equilibrium positions are stable,
one can then carefully decrease the frequency of the
potential applied to the dees to keep it in step with
the decrease in angular frequency of the particles
caused by their relativistic mass increase and by the
change in magnetic field required for focusing.

As the radiofrequency is decreased, the particles
are accelerated to higher energies.

A machine which uses this principle is called
a synchrocyclotron or a frequency-modulated cyclo-
tron. This type of accelerator emits a pulsed beam.
One batch of particles is injected from the ion source,
and the frequency of the dee potential is then de-
creased through a certain range to accelerate the
particles to full energy. This process is then re-
peated for another batch (See Fig. H-9). The
average beam current of a synchrocyclotron is much
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less than for a conventional cyclotron, which emits
a steady beam.

inject inject
— F=

extract o
e
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—
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frequency of
dee potential

time t

Fig. H-9. Variation of frequency of the dee potential,
as a function of time (for a synchrocyclotron).

The principle of phase stability has also made
possible the multi-billion-volt proton synchrotrons.
Four of these are now operating — the Cosmotron
at Brookhaven, the Bevatron at Berkeley, the
Synchrophasotron in Russia, and the Saturne at
Saclay, France.

In a proton synchrotron the particles are
accelerated in a circular orbit of constant radius.
This is done by increasing the magnetic field strength
at the same time the frequency of the potential on the
accelerating electrodes is increased. (Fig. H-10)
When the particles are injected, the field is very low.
As the particles gain energy from the accelerating
electrodes, the magnetic field must increase in
order to keep the particles in a circular orbit.

acceleration

portion ofT
cycle

to accelerating electrodes

a
frequency of potential applied
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strengh

7
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7
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Fig. II-10. <{a) rrequency of the potential applied to
the accelerating electrodes, as a function of
time; (b) magnetic-field strength, as a function
of time. (These curves are for a proton
syuchrotron. )

Figure H-11 shows the 6.2-Bev Bevatron. The
radius of its accelerating ""donut' is 50 ft. Although
its magnet contains 10, 000 tong of atesl, a synchiu-
cyclulron of the same energy wuuld reguire a mag-
net many times heavier. This is because a proton
synchrotron uses a ring-shaped magnet, rather than
a solid one.

A proton synchrotron requires an injector.
In the case of the Bevatron, the injector must accel-
erate the protons to an energy of 10 Mev before
they are traveling fast enough to be accelerated by
the Bevatron itself. The injector consists of a
Cockroft-Walton machine, which produces about
1/2 Mev, and a linear accelerator which next takes
over and boosts their energy to 10 Mev. The protons
are then introduced into the Bevatron via an electro-
static inflector, which bends the beam of particles
into a direction tangent to the accelerating chamber.
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Fig. H-11. The Bevatron, the 6.2-Bev proton
synchrotron at Berkeley

Figure H-12 is a particle~eye view of the
Bevatron. The small tubes seen on the top and
bottom are coil windings that are used to make
minor adjustments in the magnetic field strength.
The flags sticking up in the accelerating chamber
are targets. They lie flat while the particles are
being accelerated (about 1.75 sec, during which the
protons make 4,100, 000 revolutions), and then are
flipped up into the full-energy beam.

Scveral giant proton synchrotrons now under
construction throughout the world will use the new «
principle of alternating~gradient focusing. For
example, the 30-Bev machine at Brookhaven has a
diameter of 840 feet. Yet the beam must be guided
Very

through a tube only a few inches in diameter.
strong focusing is required to do this.

Fig. H-12. Interior of the accelerating chamber of
the Bevatron.

The idea of alternating-gradient focusing is
illustrated in Fig. H-13. The "ideal" orbit is repre-
sented by the dotted circle. With conventional focus-
ing, when the particle begins to drift off this ideal-
ized orbit, a restoring force is set up which pushes
it back where it should be. In alternating-gradient
focusing just the opposite is done. First the parti-
cle is thrown violently one direction, and then
violently in the other by properly shaping the mag-
netic field. The net effect, surprisingly, is to



produce much sharper focusing than is possible by
the conventional method.

"

ideal” orbit

typical orbit

Fig. H-13. Diagram illustrating alternating-gradicnt
focusing.

The principle of alternating-gradient focusing
can be easily demonstrated using an upside-down
pendulum (Fig. H-14). Everyone knows that this is
unstable — as soon as the pendulum moves off center
it continues to fall over. If its support is given a
hard jerk upward when the pendulum starts to fall
over, it tends to fall even faster. On the other
hand, if its support is jerked downward, the pendu-
lum returns to its upright position. Now if this pro-
cess of jerking up and down is repeated at a fast
enough rate, the pendulum becomes stable and
oscillates slightly about an upright position. If you
should deflect the pendulum it immediately returns to
the uprighl poosition.

sliding piston
(pendulum support)

motor-driven
crank

Fig. H-14. An upside-down pendulum illustrates
the principle of alternating-gradient focusing.

It can be shown that the frequency f at which
the pendulum support must be driven up and down in
order for the pendulum to be stable must be greater
than a certain value:

£ —Zuka 4 (7)

where L is the length of the pendulum arm, g is the
acceleration of gravity (32 ft/sec®), and a is the ra-
dius of the motor-driven crank (Fig. H-14) which
drives the pendulum support up and down.
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All radiation detectors utilize in some way
the phenomenon of ionization, which is the formation
of positive and negative charges when an atom is
struck by an incoming charged particle or photon.
Radiation detectors may be classified according to
the method utilized in detecting this ionizztion. These
categories are:

a. the Geiger counter, proportional counter,
and ionization chamber;

b. the cloud chamber and bubble chamber;
c. the photographic emulsion;
d. the scintillation and Cherenkov counters.

Detectors in category (a) are seldom used in
high-energy physics research, but find their widest
application in industry, in radiological monitoring,
and in low-energy research. The cloud chamber
and photographic_emulsion are frequently used in
cosmic ray research. The bubble chamber, the
scintillation counter, and the Cherenkov counter, as
well as the photographic emulsion, are the principal
detectors employed in present-day high-energy
physics.

Ionization Instruments

The detectors in category (a) are usually re-
ferred to anllectively as '"ivnization instruments, "
although it must be borne in mind that all radiation
detectors utilize ionization in some manner. The
reason for this designation is that the detéctors in
this category pruduce an electrical signal as a di-
rect consequence of the production of ionization,
whereas in the other types of detectors the ionization
serves to initiate or trigger a release of energy or
brings about a transformation of energy by some
other mechanism. This secondary release of energy
is then recorded.

An ionization instrument consists basically of
an enclosed vessel containing a gas (Fig. [-1). The
walls of the vessel are metalized, forming an outer
electrode. A central electrode is connected to an
amplifier and counting circuits. When a charged
particle enters the vessel through one of its walls
the gas inside is ionized producing an electron and
a positive ion (called a primary ion pair). The
electron quickly travels toward the central electrode,
while the positive ion migrates slowly to the outer
electrode. By using an electronic detecting circuit

metalized outer
/7 electrode

counting clrcyit

or
count rote circulit

I T

centrel =
wire electrode

Fig. I-1. Basic arrangement of an ionization
instrument.

with a short time constant (i. e., a fast circuit), one
can record the pulse due to the electron and then
ignore the ion pulse. (However, this is not always
done.)

I. SURVEY OF PARTICLE DETECTORS

Roger W. Wallace

Curve A in Fig., I-2 represents a case in which
a larger number of primary ion pairs is produced
than for curve B. It is evident that these curves
can be divided into six regions. In region Ithe pulse
height increases with an increase in the applied volt-
age. In region II the pulse height is unaffected by an
increase in the applied voltage. It is in this region
of about 100 to 300 volts that an ionization chamber
operates. If should be noted that the geometry shown
in Fig. I-1 is more common to the Geiger and
proportional counters; ion chambers frequently have
parallel plates instead.
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Fig. 1-2. Dependence of pulse height on applied
voltage in an ionization instrument. Curve
A represents a case where more primary
ion pairs are formed than for Curve B.

In region III of Fig. I-2 the pulse height again
increases with an increase in the applied voltage,
owing to an effect at the central wire called multipli-
cation. (See Fig. I-3) The field gradient near the
wire is sufficiently high so that an electron can pick
up enough energy between collisions with the gas to
ionize many molecules. This results in the release
of additional electrons, which in turn cause the re-
lease of even more electrons. For a given voltage,
the multiplication is constant. This is evidenced by
the fact that the vertical separation between curves
A and B of Fig. I-2 is constant in region III. Thus,
for a given voltage the pulse height is proportional
to the number of primary ion pairs formed. The
proportional counter operates in this region.
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Fig. 1-3. Buildup of a single pulse in a propor-
tional counter.




In region IV of Fig. I-2 the curves again rise
with an increased voltage, but at different rates. No
radiation detector operates in this zone.

In region V of Fig. I-2,curves A and B coincide,
indicating that for a given voltage the pulse height is
independent of the number of primary ion pairs
formed, The Geiger counter operates in this region.
What is occurring is that the multiplication process
has become so energetic at these higher voltages
that photons of light are released, which ionize other
gas atoms near the wire as they proceed down the
vessel. This causes a cascade all along the wire, a
phenomenon known as a corona discharge. The dis-
charge is so great that the pulse height is no longer

proportional to the applied voltage, bul is much larger.

Thus all information is lost as to the size of the origi-
hal pulse, One incoming particle forms as large a
Geiger pulse as ten million particles do.

Howeves, with an ionization ¢chamber or pro-
portional counter, one can readily Lell whecther one
particle enters or two, and whether il is a hoavily
ionizing particle or a lightly ionizing particle. There-
fore, the ionization chamber and proportional counters
are very useful as research instruments. An im-
portant technique involving these two instruments is
that of‘pulse-height analysis. By means of it one
may (under certain conditions) sort the radiation
being observed as to the number of alpha, beta, or

gamma particles it contains.
I

The great advantage of the Geiger counter is
its simplicity. For example, one does not have to
control its voltage very closely. Its chief limitation
is that its dead time is of the order of 100 micro-
seconds, owing to the time required for the discharge
to be quenched. Any particle entering during that
time is not recorded. If one particle entered every
microsecond, the Geiger counter would record only
1% of the incoming particles, since it can produce
only one count evetry 100 psec. For this reasan, -
one should be very suspicious of the readings of
Geiger counters, especially if they are used in an
aroca of high instantaneous flux such as near an
accelerator.

On the other hand, a proportional counter has
a dead time of only 2 to 3 psec. While this is a con-
siderable improvement, there is still a problem of
lost counts when the counting rate is high, Two
particles entering at once cause a pulse twice as high
as that produced by a single particle. A third particle
entering during this period causes the pulse to pile
up even higher. These pileups become confusing
when one is attempting to sort out gamma and alpha
radiation, because a pileup of gammas may look like
the pulse of an alpha. Due to this limitation the pro-
portional counter is also of little value in high-energy
experiments. It may be very useful elsewhere, how-
ever.

The ionization chamber also is beset by this
problem of dead time; and in addition it is very
sensitive to vibration, which may cause it to give
a spurious count. This difficulty is partially over-
come by using amplifiers that are insensitive in the
audiofrequency region. One of the most useful types
of ionization chamber is the integrating type, which
does not detect individual pulses, but instead adds
up the current. This type of instrument is often used
for detecting background radiation.

76

The Cloud-Chamber

The cloud chamber and bubble chamber are
track-imaging devices. In the former, an incoming
particle produces a track of droplets in a super-
saturated gas, whereas in the latter the track con-
sists of tiny bubbles in a superheated liquid. Since
a separate lecture is devoted to bubble chambers,
we shall confine our attention mainly to the cloud
chamber.

Figure I-4 is a pressure-volume plot of
representative isothermal curves for a real gas. The
top curve (T>T, ) is for a gas that is above its
critical temperature (the temperature at which a
liquid and its saturated vapor coexist in equilibrium).
In the case of a perfect gas, as the volume increases
the pressure drops according to the PV = NRT rule,
where P is the pressure, V is the volume, N is
the number of moles, R is the perfect gas constant,
and T is the absolute temperature. The perfect gas
approximation is fairly good in the vapor region to the
right of the twu-phase rogion.
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Fig. I-4. A pressure-volume plot of 1s6thermal

curves for a real substance.

However, for a substance that is at or below its
critical teruperature this rule no longer applies;
instead the curve is more complicated (see the lower
curve in Fig, I-4). The solid curve ABCDE repre-
sents the stable condition. In region AB the sub-
stance is in the liquid state, in region BCD it is in
the liquid-gaseous or two-phase state, and in region
DE it is in the gaseous state. If the substance is in
the condition represented by CD, and the pressure
is suddenly reduced; the curve jumps to CGD, an
unstable state. That is, the gas becomes super-
saturated.

f;

A charged particle passing through this super-
saturated gas ionizes the atoms, leaving ion pairs.
The gas then condenses on these ions, producing a
track of tiny droplets. Thus, the charged particle
triggers an unstable condition, causing it to return
to a stable state. The energy thus released to restore
this stable state produces an amplification mechanism
capable of rendering visible the tracks of all particles,
including those producing minimum ionization.
(Minimum ionization occurs for all charged particles
at an energy approximately equal to the rest-mass
energy of the particle; at this energy the particle
produces the fewest ion pairs per centimeter of track.)
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The cloud chamber has proven to be a very
useful instrument. Its beauty lies in the fact that
one can see what is happening to individual particles.
If the chamber is placed inside a magnetic field,
charged particles are caused to curve, the positive
ones in one direction and the negative particles in the
other. Their radius of curvature r is given by

mv
Be ’

where m is the mass of the particle, v is its
velocity, e is its charge, and B is the magnetic
field strength., Thus, by knowing three of these
variables, the fourth can readily be calculated.

Unfortunately, cloud chambers suffer from
several disadvantages. Since a gas is not very dense,
relatively few nuclear collisions occur, A great deal
of time and efforl are used waiting for an interesting
reaction. This can be partially overcome by placing
lead plates inside the chamber. However, since the
reactions occur within the metal, one sees the tracks
of the reaction products only after they leave the lead.

Another problem is that large cloud chambers
suffer from turbulence in the gas and nonuniformity
in the expansion process, the latter effect causing the
chamber to be insensitive in certain regions.

One of the most serious: limitations of the cloud
chamber is that it can be cycled only once every
minute or two, although a beam pulse from an ac-
celerator is usually available every few seconds or
less. In cosmic ray research this is not usually a
problem, owing to the comparatively long intervals
between the entrance of particles. To record the
passage of a cosmic ray, one places a Geiger counter
above and below the chamber. These are connected
electronically in such a way that a particle traversing
both the upper and lower set of counters triggers the
expansion of the chamber, flashes the illuminating
tubes, and exposes a photograph in the proper time
sequence. This technique was developed by Carl
Anderson of the California Institute of Technology,
who discovered the positron with such an arrange-
ment,

Various methods have been developed for
improving the cloud chamber. One is to make it
continuously sensitive by the diffusion technique. "In
‘the diffusion chamber a volatile liquid such as methyl
alcohol is vaporized in a warm region at the top. The
vapor diffuses toward the bottom, which is cold, In
an intermediate layer the gas is in a supersaturated
condition and is therefore sensitive to ionizing radi-
ation. The gas is usually put under a pressure of 20
to 35 atmospheres to increase its density and thus
allow more nuclear collisions. Unfortunately, the
sensitive layer is very shallow. Those reactions
occurring above or below it are not observed.

Oune great advantage to both types of cloud
chamber is that the droplet density along a track is
related to the the ionization density of the initiating
particle.

Scintillation Counters

Scintillation counters are widely used in high-
energy physics, gwing to their extremely short time
resolution of 10”7 sec. A scintillation counter con-
sists of a transparent material called a scintillator
that emits a flash of light when it is struck by a
charged particle, and a photomultiplier tube for
observing this flash (Fig. I-5).
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Fig. I-5. A scintillation counter.

Scintillators

The various types of scintillators and their
characteristics are summarized in the appendix.
The factors that must be considered in the choice
of a scintillator are:

a. its speed (i.e., how rapidly the light
pulse forms and dies away);

b. its light yield (i.e., the size of the light
pulse for a particle of a given energy);

-
c. its sensitivity to different types of
radiation;

d. the linearity of its response to different
types of radiation (this is the most im-
portant consideration);

e. its density (which affects the number of
nuclear events occurring in its volume);and

f. its ease of manufacture,

The organic solids like anthracene and stilbene
are difficult to cut without cracking. Also, they are
temperature-sensitive. Their chief advantage is that
they have an excellent light yield. Moreover, they
are very fast (109 sec). Their sensitivity to gamma
radiation is low. This effect depends on the atomic
number of the material; for hydrocarbons the gamma
sensitivity is low, whereas for heavy elements it is
high. The neutron sensitivity, on the other hand, is
very good for the organic solids, because neutron
sensitivity is dependent on the hydrogen content. The
higher the hydrogen content, the more proton recoils
one obtains from neutrons. In the case of organic
solids the linearity of the response to electrons is
good, but for protons it is poor. Linearity is de-
pendent on the spacing of the primary ion pairs pro-
duced by the incident ionizing radiation. Most
scintillators are quite linear to electrons, because
electrons leave the ion pairs spaced rather far apart,
and jamming of the light-production process does not

occur. However, this is not true for other types of
radiation. From Fig. I-6 we see that separate curves
electrons
-
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Fig. I-6. Pulse-height--energy relationships for

particles with different linear ionization rates
in a typical scintillator.




are obtained for protons, alphas, and fission frag-
ments. We would prefer to obtain one curve, a
straight line, for all of these so that the energy of
the various particles could be measured directly,

The most commonly used inorganic solids are
sodium iodide (with a thallium activator), potassium
iodide, and lithium iodide. Their chief drawback is
their slow sgeed of 10-5to 10- sec, as compared
with the 10-7-sec speed of the organic solids. An
advantage is their high density.

The organic liquids like toluene can be used
where large volumes are required. For instance,
at the 184-inch cyclotron there is a tank of toluene
the size of a desk. A drawback is the fact that the
toluene deteriorates the gaskets and fittings and is
highly inflammable. However, the organic liquids
are very fast (10~? sec) and have a good light yield.

The plastic scintillators are solid versions of
the organic liquids. They are produced by heating
styrene and adding a small amount of an inorganic
phosphor. Since plastic can be easily machined into
complex shapes, this type of scintillator is the most
popular and versatile. Their light yield is good and
they are fast (10-9 sec).

The noble gases are seldom used, although they
have the best linearity. One straight line is obtained
for all types of radiation. For example, the pulse
produced by a 100-Mev fission fragment is 100 times
as large as the pulse from a 1-Mev gamma. With
other types of scintillators the pulses from fission
fragments are quite small compared to gamma-ray
pulses.

Photomultipliers

The photomultiplier tube represented in
Fig, I-5is of thé end-winduw type. Inside the glass
envelope at the end of the tube is a material that
emits photoelectrons when it is struck by light.
Electrons from this photocathode are accelerated by
a potential of ~ 300 volts between the grid and the
photocathode, After passing through the grid, the
electrons strike a series of dynodes, which are also
cuvated with a phntnelectron-emitting material. There-
fore, for each electrou striking a dynode, four ur
five are given off. Since there are perhaps 10 to
14 dynodes, one electron striking th e photocathode
may cause a million to ten million electrons to leave
the final dynode. Each dynode is held at a higher
potential than the preceding one, in order to obtain
an acceleration down the tube. Thus, in a scintilla-
ion counter a usable electric pulse is produced by
the passage of a single particle through the scintilla-
tor. The electronic circuits used in connection with
scintillation counters are discussed in Section K
""Counters Used in High-Energy Physics. ¢!
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Appendix

Radiation Detectors Giving an Electrical Output

I. -Ionization instruments

A. These instruments utilize an electric
field to collect ions formed by radiation
in a gas.

1. For x-rays and vy-rays, ionization
is due to:

a. Photoelectrons (cross section
[+ ZZ)-
t]

b. Compton recoils (cross section
« Z/E in the range from well
above the k -shell energy to
> 1 Mev); or

. Positron-eclectron pair production
{cross scction o Z° fOT energies
> 1.02 Mev).

2., Charged particles produce primary
ion pairs; the energy relationship
is

2
dE a 2 NZ ,
dx mv?

where v is the velocity of the
charged particle, 2z is the charge
of the particle, Z is the charge of
the medium, N is the number of
atoms of the medium per cm”, and
m is the mass of one electron,

3. Neutruns do. not themselves ionize the
gas; but when they enter a detector
they give rise to charged particles,
owing to recoils or niuclear reactions.
These charged particles thcn ionize
the gas. In these indirect ways neutrons
can be detected.

B. The three types of ionization instruments
are the ion chamber, the proportional
counter, and the Geiger counter,

1. Ion chamber

a., The two kinds of ion chamber are:
the electrometer type and the ion-
pulse counter.

(1) The electrometer (integrating
type) gives an indication pro-
portional to the total charge
collected in a given time,

Three kinds of electrometers are:

(a) Electron tube;this type may
be portable and has a sensi-
tivity of 10-12 to 10-15amp.

(b) FElectrostatic, of which the
Lindeman quartz fiber is
an example; its sensitivity
is 10-15t0 10-16 amp. This
type of ion chamber, as
well as type (c) below, is
used in lahoratory instal-
lations.



(2)

(c) Vibrating-reed capacitor
(sometimes called a dynamic
condenser or a synchronous
condenser); this typeuses ac
amplification in order to
achieve a high sensitivity
(10- 16 amp).

Ion-pulse counter (detects indi-
vidual pulses)

{(a) Electron collection (fast): a
fast amplifier having a low
gain in the audiofrequency band
must be used in order to detect
the electrons but ignore the
ions. One of these gases is
used: A, CH4, CO,, BF3, or
N,. For fast clectron collec-
tion one may use 95% A and
5% COjz. The electron-collec-
tion speed is 1000(cm/sec)
(cm/volt).

(b} Ion collection {slow): air can
be used, in which case electrons
attach themselves to oxygen,
losing mobility. Mechanical
vibrations can cause a false
response (microphonic trouble).
The ion collection speed is
1to 2 (cm/sec) (cm/volt).

b. Remarks

(M

(2)

(3)

Facto affecling dosimetry with ion
chambers:

If:--the counter walls have approxi-
mately the same Z (as the Z
of the gas; and

--the counter is large relative to
the range of secondaries in the
gas (walls may be neglected;
ions collected are proportional
to the volume of the gas en-
closed); and

--the counter is small (with walls
that are thick relative to the
range of secondaries in the
walls);

Then: With low-Z walls and using air as
the gas, one can calibrate the
counter in roentgens. One ro-
entgen/sec gives 1/3x10"~
amp/cm? in STP air for x-rays
and y-rays.

Background

(a} Cosmic rays give 3 ion
pairs/cm>-sec in STP air.e

(b) .Gammas and alphas from walls
and earth give 2 to 10 times
this. '

(c) Total background is ~10 pr/hr.
Fluctuations in the background
limit low-level measurements,

Recombination of electrons is
caused by high gas pressure or

high dE/dx. Recombination re-
duces the pulse height and/or the
number of counts.

(4) Oxygen, water, or chlorine con-
taminations cause negative ions to
form, reducing the response and
producing errors.

(5) For an ion-pulse counter:

(a) A preamplifier must be used
which matches the line, in
order to get above the line
noise.

(b) A 10-pamp l-millivolt output
from the ion chamber is nec-
essary in most practical cases.

(c) A gain of 104 to 106 is needed.
6) Cautions

(a) Good insulaté)rs must be used.
(1011 to 101 -cm) between
the central anode wire and the
surrounding cathode.

(b) High-voltage guard rings
should be used to reduce
electrical leakage across the
insulator and the resulting
noise,

(c) The following factors must be
considered when evaluating a
measured counting ratc:

l. Microphonics

2. Insulator-leakage noise

3. Power-line transients

4, Inductive and radiative
pickup

5. Pileup of small pulses
6. Multiple grounding paths

7. The pulse length relative to
the time constants of the
electronic circuits

8. The position where the ions
are formed changes the pulse
height,

(d) If the desired pulses are small
and are present in a back-
ground of large pulses, a non-
overloading amplifier may be
required.

2, Proportional counter
a. Advantages over the ion chamber

(1) The pulse is nearly independ-
ent of the ppint of origin, since
the volume near the wire in
which charge multiplication
occurs is a small fraction of
the total volume.
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{2) The shape of the counter is not
important, only the length of
the wire,

b. Advantages over the Geiger counter

(1) Discrimination against unwanted
pulses is possible.

(2) The proportional counter gives
fast pulses (0.1 psec).

(3) It is more reliable.
(4) It has a lunger lifo.

{5) The height of the output pulse
is proportional to the input
ionization, whereas with the
Geiger counter all pulses are
the same height.

c. Disadvaniages of the prn-
portional counter relative to
the Geiger counter

(1) The proportional counter
requires better voltage
regulation.

(2) It needs more amplifier
gain,

(3) It requires more linearity
of amplification.

d. Specifications of a representative
propurilunal counter

If: - the radius of the central
wire is 1 mil, and

--the radius of the counter
chamber is 5 ¢cm, and

- the gas is 5% CO, and 95%
A at a pressure of 20 cm
Hg, and

--the applied voltage is
2000 volts,

Then: the gas multiplication will
be 1000.

3. Geiger counter
a. Features

(1) The pulse spreads along
the wire, causing all
pulses to be the same size.
This is a disadvantage if
one wants to separate the
various types of radiation.

(2) The pulse height increases
with voltage. ’

{3) A pulse is quenched when
the field around the wire is
canceled by the positive-
ion-sheath space charge.

(4) After a pulse is quenched
by the process described
in (3), the counter is
dead until the positive ions
drift outward and the
electric field returns to the
wire. This dead time is
~ 100 psec. This often

- makes the Geiger counter
useless as a detector in
high-energy physics re-
search.

/’

(5) To improve the resolution
of a Geiger counter, the
pulse can be delibherately
quenched, either externally
or internally. Fixternal-
quenching is donc by re-
moving the applied high
voltage. Internal quench-
ing is effected by adding an
appropriate inorganic gas
to the gas tilhng the counter,
The latter method is used
more often because it is
simpler; however, it
limits the life of the tube
to ~108 or 109 pulses
owing to the consumption
of the quenching gas.

(6) A nonlinear amplifier with
low gain is satisfactory
because pulse heights are
all the same anyway and
there is more internal
amplification than with the
proportional counter.

(7) The operating point for the
voltage i8 lotdled on the
plateau of the curve of
Fig. 1-2, i.e., in region
V.

(8) The Geiger counter counts
100% of the charged parti-
cles passing through it,
providing a particle does
nat enter while a discharge
is occurring as a resiilt
of a previous particle.

(9) The Y-ré.y and x-ray
efficiency depends on the
wall material.

(10) The Geiger counter is in-
expensive, sensitive, and
readily portable.

Caution: the dose measured
with a Geiger survey meter
may be'in considerable error
if:

(1) counts are more fre-
" quent than one each 100

usec (since this is its

dead time), or .

(2) the character of the radi-
ation is very different
from that used in cali-
brating the instrument,
since all pulses are the
same size.



II. Scintillation and Cherenkov counters

80,000 microamperes of
.output current are ob-

A. Comparison {see Table I-1) tained,
B. Remarks g. Ten to 20 incident photons
. cause one electron to
1. For electrons >100 kev, one emerge from the photo-
photon is obtained for every cathode.
70 ev lost. As a rule of
thumb, one photocathode h. Phototubes are very
electron is released for a loss ' sensitive to magnetic
of 2.5 kev by an electron in a fields, even those under
plastic scintillator. This in- 0.1 gauss. Therefore,
cludes some solid-angle loss. the phototube must be
. . . . shielded with an inner
2. nghF pipes using internal re- layer of Mu metal and one
flection in Lucite are widely or more outer layers of
used to conduct light from the . soft iron,
scintillator to the photomulti.
plier photocathode. 4. The pulse-height resolution is
proportional toVN/N, where
3. Photomultipliers ‘N is the number of counts
received during a given time
a. Ten to 14 stages of dynodes interval for a nondecaying
are used. source. This is because the
. . arrival times of the particles
b. There is a voltage increase are random; this is conse-
::I‘IOSSOSVTJ?::. stage 9f 100 quently a statistical process.
c. The gain doubles for each 5. In a Cherenkov counter the
10-volt rise per stage. number .of photons released
per cm is
d. A gain of 4 to 5 per stage 1
is obtained. 500 ( 1- -
n
e. The total gain may be 106 P - .
to 107, . When one of these photons hits.
a photocathode there is about '
f. For each pwatt of light a 10% chance of an electron
B input (blue), 20,000 to being released.
Table I-1I
Type Material Dens Decay Rel. a/BY% Neutron Ease of Linearity Size
time pory light sens. fabri- ith
(sec) light cation J‘%:il-:/dx)d.x
Organic anthracene 1.25 2.7x10'8 100 9 good hard no few
solids trans-stilbene 1.15 3.7x10°9 60 9 good hard cm
Inorganic { Nal (T{) 3.67 2.5x10-7 210 44 poor fair no to
solids Lil{Eu) - 5 75 95 thermals fair qu
2Zn s (Ag) 4.10 10 200 100 poor thin
Organic xylene and ter- 48 9 good any
liquids phenyl and di- size
phenylhexatriene ~10_8 ) no any
polyvinyltoluene 48 9 good some
and terphenyl and problems
diphenyl stilbene
Plastics polystyrene and 1.1 5x10'9 15 good easy no few
with terphenyl feet
organic
phosphors \E
Noble He, A, Kr, Xe "'10-9 small 100 He need yes depends
gases Gas, Liq, Solid good purification on
Xe pressure
poor and
temp,
Cherenkov] glass (sometimes 2,5-6 ~10-9 small depends easy depends 20"
media with high lead depends on H on
content) on size content velocity ,
liquids, solids 1.2-2 :
gases 0- ,




J. EMULSION AS A PARTICLE DETECTOR

Harry H. Heckman

Introduction

The importance of nuclear emulsion in par-
ticle detection is such that at least one discussion
in this series should be devoted to it, This lecture
includes information about the history of its use,
something about its advantages and shortcomings
as a detecting medium, and a brief description of
techniques contributing to its effectiveness.

Muclear Emulsions

Ideally, a nuclear emulsion is one that is
sensitive to all particles of any mass, any velocity,
and any charge, This implies that it should be
sensitive to a single charged particle of any velocity.
A typical rurve describing energy loss of a particle
going through malter is represented in Fig. J-1.
The ditterential JT/dR is its rate af energy loss,
and E/M is the ratio of its total energy to its rest
mass. At the point of lower velocities (0.001) the
rate of energy loss is greatest. As velocity in-
creases, the rate of energy loss decrcases until
a point is reached where it is at a minimum. From
this point, energy loss increases and flattens off,
The ideal emulsion is one that ionizes at the mini-
mum point. In the year 1947, emulsion technique
permitted the recording of particles with an E/M
of approximately 0.05. In 1949 this improved to
slightly better than 0.1, and in 1950 the ideal was
achieved. o

N -
%{ i 1948 minimum
;: ionization photun
°L #1949 all charged
particles recorded
| I 1 A 1 1 A
0.001 0.01 0.1 1.0 10 100 1000 10, 000

E/M

Fig. J-1, Energy loss per unit track length vs
E/M, where E is the total energy of a
particle and M is its rest mass.

Emulsions of many types have been developed
throughout the years of research., As a group, they
are capable of noting particles of any charge and
any velocity, although individual sensitivites differ.
A particular emulsion, for example, may be better
than others for recording protons of less than 40
Mev. Another type is used when proton energies
are between 50 and 60 Mev, Perhaps one desired
an electron-sensitive emulsion, or an emulsion
adopted for noting fission tracks. Emulsions have
been developed for these widely varied uses.

The emulsions commonly used in high-
energy physics are made almost exclusively by the
Ilford Company of London, England, This firm
produces electron-sensitive emulsions (types known
as 3.5 and, more recently, K.5). These will re-
cord tracks of particles having the very highest
velocity. These emulsions are used at the
Bevatron, for example, when 6-Bev protons, K

mesons, and antiprotons are studied., Sensitivity

of an emulsion is primarily dependent upon the
diameters of the silver bromide crystals (the larger
the crystals, the greater the sensitivity). The
crystals in G.5 emulsions are typically about 0.3p
in diameter. The various emulsions are essentially
identical in other respects. They look alike, have
the same color, and vary little in chemical com-
position. As is true in photographic emulsion, the
sensitive crystals or grains are silver bromide in

a mixture of gelatin. By weight, an emulsion is
80% silver bromide, by volume it is ahout 50%
silver bromide and 50% golatin. The density of
emulsions is high, being about 3,815,

Nuclear emulsions are available to the
physicist in many forms and thicknesses, depending
upon the requirements of the experiment. Often,
the emulsion is simply pourcd on glass plates, dried,
and cut to any suitable size, say lx3% 1n. After Le-
ing poured and dried, the ¢mulcion is pealed from
the mounting to produce what are called ''pellicles'' -
sheets of pure photosensitive material which can be
stacked together to form an emulsion stack, A
typical stack might be a numbet of these stripped
emulsion layers, each 0.6 mm thick, placed to-
gether like a stack of cards and secured.

A useful stack for Bevatron experiments is
one that is fabricated from some 240 sheets of
0.6-mm-thick emulsion each measuring 6x9 in. The
height of the stack would then be about 6 in, This
gives the experimenter essentially a solid body. of
emulsion which is sensitive to particle movements
throughout its volume, there being no glass or paper
separators. ‘I'he block is then grooved down the
back side so that after the pellicloc are separated,
their relative positions in the stack during exposure
can be determined, After exposure to a bearm of
n mesons, K mesons, etc., the stack is taken
apart. Some kind ot a grid is LLen printed on the
surface uf each sheet to facilitate the finding of
identical positions from sheet to sheet.

What the experimenter ends up with is a
library devoted to some set of information. How-
ever, before this information is useful each pellicle
must be scanned using a compound microscope. This
involves measuring 3-dimensional coordinates at
representative points along the particle track. The
scanner might take the leading pellicle and search
for an incident particle track or an event, The stack
is aligned in the beam with the pellicles parallel to
the beam, so that incident particles tend to move in
a single pellicle. - However, since interactions are
three-dimensional, the tracks of scattered particles
may move through the stack in any direction. The
scanner must therefore follow a track through the
first pellicle to the point where it leaves the local
surface., In the second sheet, he locates (by means
of the grids) the point where the particle entered
and follows it on through succeeding pellicles until
the event is reconstructed datawise.

An advantage of emulsions over those detec-
tors having a certain ''dead'' time is their continual
sensitivity, This is not an unmixed advantage, how-
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ever, because from the time they are manufactured
until developed, any incident particle produces ions
in the volume of the emulsion. It is desirable, there-
fore, to make up the stack as close to the time of
exposure as practicable in order to minimize the
inevitable background, largely from cosmic radi-
ation. A stack of emulsion standing around three
or four months could be sufficiently contaminated
by background radiation that one might consider not
using it at all. The emulsion has been, however,
an indispensable tool of cosmic ray work. Since
they are comparatively simple and lightweight,
blocks of emulsions can be attached to balloons.
Whatever particles they ''see'' at high altitudes are
recorded,

Still another advantage of emulsions is their
high spatial and angular resolution, When tracks
are observed through the microscope, a very small
volume is observed. Distances are resolved, not
to meters or centimeters, but to microns (1
micron = 0.001 mm).

The outstanding disadvantage is the uncertainty
of interaction products. Since emulsions are hetero-
geneous substances, it is not possible to say from
what nucleus, for example, a scattered proton may
have come. It may be from the light elements, C,
N, or O (that constitute the gelatin), or from the
heavier elements, principally silver and bromine,
Track-following, too, is difficult and does not lend
itself readily to automatic devices, A track may
be 10 centimeters long, or longer, and move up or
down through the emulsions, and the scanner can
see ouly & few tuicious dal a Lime.

Emulsions proved their worth, however, and
came fully into their own in the years 1947 and
1948, especially through the efforts of Professor
Towell and his co-woikess al Bristol, England.

By use of emulsions they were able to locate and
identify the m meson (which earlier had been pre-
dicted by Yukawa) as the particle responsible for
holding the nucleus together. From that time,
emulsions have been widely used in the study of
interactions, masses, decay modes, and numerous
other characteristics of mesons.

About this same time machine physics began
to dominate the field, and techniques developed in
cosmic ray work were now applied to this new area.
Figure J-2 shows the first published photograph of
an artificially produced m meson recorded in
emulsion. The m entered at the left and came to
rest at the point of the star at the extreme right of
the track. Notice that the tracks are composed of

Fig. J-2.

First published photograph of an artifici-
ally produced m meson recorded in emulsion
(Gardner and Lattes, University of California
Radiation Laboratory, Berkeley).

small bunches of silver grains. Observe, too, the
intrinsic scatter of a particle in emulsion and how
the grain darkens as the particle slows down. Being
negative, the m was captured by a nucleus in the
emulsion, Its rest mass was transformed into energy,
and the resultant kinetic energy can be observed as

a star. Here a four-pronged star was initiated by the
m explosion. A particle thus leaves its own signa-
ture in the emulsion. An ability to read these
signatures comes from experience and careful ob-
servation. Tracks of m~ and p~ mesons look much
alike. By covering up the star, the track perhaps
could not be correctly identified. The presence of
the star, however, identifies it specifically as a

T meson,

In Fig., J-3, two particles of different masses
are shown coming to rest in an emulsion. Note
again the pi meson with its characteristic scatter-
ing and star. Again, the star is four-pronged. This
is not the most probable number; actually, two or
three prongs are more apt to be observed. Below
is a proton coming to rest, Note that it scatters
less than the ™ meson (owing to its greater mass)
and that there is no interaction at the point of rest.
The proton is positively charged, and at the point
where its kinetic energy is lost it simply acquires
an electron and becomes a typical hydrogen atom.
Ionization, however, increases toward the end.

106 MICRONS

Fig. J-3. Proton and pion coming to rest in
emulsion.
Figure J-4 shows the signature of a " meson.

Since this meson carries the same charge sign as

a nucleus, it will be repelled by nuclei., When it
comes to rest, the m' undergoes spontaneous decay
into a p meson and a neutrino. It is a typical two-
bodied decay, so that the neutrino moves out in a
direction diametrically opposite that of the p. In
order that energy be conserved, this decay always
involves a p meson with a unique energy. Here
then is a chain of events. The 7% comes to rest in
the emulsion and decays into a p meson. The track
of the latter is similar to that of the former. The

L must carry the charge of the =t; hence it too
will come to rest without being absorbed into a
nucleus when it decays (the product will be a posi-
tive electron, i.e., a positron). The ™ decay
shown here is in an electron-sensitive emulsion;
otherwise the positron would not have been detected.
Coming off simultaneously with the pt are a neu-
trino and antineutrino. The energies of positrons
resulting from pt decay are therefore not unique
but may have a wide range of energies. Pictures
like this helped to solve the whole riddle of the w
meson., It is now known that m mesons are produced
by cosmic rays. They decay in about 1/100
billionth of a second, so that about one half of them
are gone in the first 1/100 millionth of a second
after production. Therefore, not many ™ mesons
live to reach the earth. Muons, however, interact



less strongly with matter than do pions and also
live some hundred times longer.
the mesons observed at sea level are all muons.

Fig. J-4. Signature of the at

meson,

In Fig. J-5 we have yet another particle. Re-
corded in Ilford G,5, it is called a K meson. With
the discovery of the m meson, cosmic ray re-
searchers sought intently for other particles. One

such particle looked much like the pi but had
characteristics which failed to conform to its signa-
ture, as already noted. It was neither a pi meson
nor proton. Subsequent study showed it to have
three or four times the mass of the pi and about
one half the mass of the proton. The K meson in
this picture was produced by the Bevatron in an
electron-sensitive emulsion, The multiple scatter-
ing is less than that for the pi. After careful study
of these particles it might be detected that the K
scatters a little more than the heavier proton. In
this instance the particle decays by beta emission
(e+), which is one of its rarer modes.

Fig. J-5.

The K meson,
G.5 emulsion.

as recorded in Ilford

Figure J-6 is the history of a K particle. It is
that mode of decay of a K particle which has been
called the tau ( 7) and decays into three pions. The
production sequence is at the left. An incident
6.2-Bev proton strikes an emulsion nucleus, probably

For these reasons,
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silver or bromine. The result is a terrific 'blast"
and a shower of alphas, protons, and almost every
conceivable particle, The tau is produced and
moves to decay into three mesons. Were one to
observe this decay on edge, it would be seen to lie
in one plane (a coplanar decay). Moving out at the
upper right is the =7, resulting in a small star.
The 7' moving upward leaves the emulsion and
cannot be followed, but that moving downward comes
to rest. It in turn decays into a muon, and the muon
then into an electron. The tracks, apart from re-
vealing the signature of the particles producing
them, illustrate the history of the degradation of
energy: the transformation of mass energy of the
unstable particles ultimately to electrons, positrons,
and gamma radiation.

Fig. J-6. The 7 decay mode of a K meson.
Figure J-7 is a mosaic of the K meson,
Having a negative charge, it can be captured by a
nucleus and will interact. Here the K comes in
from above and interacts with a heavy nucleus.
Several neutral particles may have been emitted
fram this point, but the fact that they lacked charge
means that they could leave no observable tracks in
the emulsion. A new particle called the sigma
(Z°) continues downward through the emulsion,
stops, and is captured by a nucleus. Here is pro-
duced yet another type of particle called a hyper-
fragment. It is essentially an excited nucleus re-
sulting from the sigma interaction. A number of

Capture of K Meson producing
X" hyperon which in turn Is
captured to produce o ALI
hyperfragment

—
Hyperfragment Decay

I interaction

Fig, J-7. Interaction of a K meson with a heavy
nucleus.



particles have thus been produced by the initial
triggering of the K particle. These multiple events
make the K's interesting objects of study. They
are sources of numerous particles which we call
hyperons and hyperfragments.

Figure J-8 is a diagram of one of the first
antiproton interactions recorded in emulsions. The
experiment resulting in the discovery of this parti-
cle was set up with counters as the detectors, The
track left by the antiproton looks exactly like one
left by a proton. Note that it bumped into‘a heavy
nucleus and experienced a large-angle scatter, about
90°. At the point of its capture, it annihilated with
a proton or neutron, producing several pions in the
initial interaction. Secondary reactions of the pions
with other nuclei of the nucleus are responsible for
the observed charged particles such as alpha parti-
cles, protons, and deuterons, etc. The energy rep-
resented in the interaction is more than 1.8 Bev,
confirming that the reaction was actually an annihila-
tion process involving two particles of protonic mass,

EVENT NO. P~ 'l \

Fig. J-8. Interaction of antiproton at rest.

It has recently been possible to accelerate and
record a number of heavy ions ranging in mass from
carbon to argon. This is done with the heavy-ion
linear accelerator (hilac) at this Laboratory. In
Fig. J-9 are seen heavy-ion tracks as they appear
at full machine energy (10 Mev per nucleon) in G.5
emulsions and moving from right to left. This
emulsion is electron-sensitive, so that one sees the
copious production of delta rays as a particle col-
lides with many electrons along its path. Since the

Ges

Argon

Neon

Oxygen

Nitrogen

Carbon

Fig, J-9. Heavy-ion tracks in Ilford G.5 emulsion.

particle is multicharged its profile shows a great
number of scattered electrons; the track narrows
toward its end.

Emulsion Techniques

The object of this picture-taking of course is to
identify particles and analyze events in this micro-
cosmic world. When the scanner looks through the
microscope, a number of things are done. First
of all, the distance a particle moves into the emul-
sion is measured. Also, angles are measured.
These angles may be either the change in direction
of a particle after a scatter, or the relative angle
between two outgoing particles from a star or inter-
action. The angles between particles resulting
from decays may also be important. Furthermore,
individual silver grains can be seen through these
microscopes. A count of these grains can give a
measure of ionization and energy lost by the moving
charged particle. These techniques, which are
elemental, as well as others that are composites
of them, must be mastered by the emulsion
physicist.

Range Measurements

The stage of the scanning microscope is essenti-
ally a three-dimensional micrometer., This means
that it is capable of making measurements along
the X,Y, and Z axes. As an example, the track
shown in Fig. J-10 might be measured at the points
indicated by dotted vertical lines. The object here
is Lu measure the range of the track between the
interaction at X.Y_.Z _  and its terminous at
X4Y4Z . Let us assume that a m decays into a
P at }é YOZO’ so that the measured range will be
that of the p. The total range of the p is called
R, which is given by

R=r1+r2+r3+r4, (1)
where r. is the range of the particle in the first
pellicle, r, is the range in the second, etc. Each
of the r ranges approximates a straight line, The

track, it must be kept in mind, does not lie in the
same plane throughout the emulsion stack (in

Fig. J-10 we see a 2-dimensional projection of the
true track). The angle at which the track dips must
therefore be considered in the range measurement
or the result will be grossly inaccurate, Each seg-
ment r must be measured as an individual and its
true range determined by the Pythagorean theorm
as follows:

oy 2 2 2
ry = (X -Xp) ’r(Yl-YO) A L
2 2 2 2
r,” = (X,-X)7 4 (Y,-Y)) +(z_,_-zl) i
etc,
Y42
*oY0%0 i 1:1 *2¥2%2

Y4%4

Two-dimensional projection of a
particle track in emulsion,

Fig. J-10.



Measurements of Relative Masses

When a charged particle travels through
matter, such as lead, tin, or emulsion, it con-
tinually loses energy and eventually comes to rest.
As has already been pointed out, the mechanism by
which the particle loses energy is called ionization.
This ionization and excitation of atoms in the stop-
ping medium is due to their interaction with the
electromagnetic field associated with the moving
charged particle, The change in energy AE that
the incident particle undergoes in passing through
a small distance in matter depends upon the density
of the stopping material, the velocity of the particle,
and the charge. The ionization process does not
depend upon the mass of the moving particle. In
very gencral terms, the equation may be wrilten

AR

AE - 2%F (v) . (2)
AR
where
AE the change in energy
AR the change in range
Z = the charge on the moving particle,
and

F(v) is a function whose value depends
only on the velocity of the particle.

Let the particles under consideration be of

unit charge (such as protons, electrons, or mesons).

Then Eq. (2) becomes

AE
AR

= FVY) «

This says that two particles of unit charge at the
same veloc¢ily liave the same rates of energy loss
regardless of their difference in mass. From this
result a very useful relationship betwcen the masses
of two particles, M_ and M,, and their ranges,

RQ and , can be derived when their velocities
are equal. The interesting result is that if two
particles enter an absorber at equal velocities,
their ranges will be proportional to their respective
masses:

R

A B
2 =, (3)
. Mg
or
R M
sl e Tl (4)
RB MB

When the scanner observes tracks of a
charged particle in a nuclear emulsion, the number
of silver grains that are seen in a small distance
is a measure of the rate of energy loss. It follows
that if two singly charged particles produce the
same number of grains in a given segment of track
length (i. e., the tracks are of equal grain density)
the rates of energy loss are the same. Hence, from
the equation AE/AR = ZZF(V), the velocities are
the same.

One is now led to a method of determining the
relative masses of particles that come to rest in
an emulsion. Consider two tracks A and B that
come to rest along a line which will be called L
(Fig. J-11). Measurements are made, or counts
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taken, of grain density along each track, It is found
that these are identical at points 1 and 2, at ranges
Rp and Rp respectively, This means that the
velocities are the same for the two particles at
points 1 and 2, From the equations already given,
it is seen that the ratio of the ranges /I'QB is
equal to the ratio of the masses Mp/ MB

- A

2

ek T
- - e B w— | B

L

T-11, Tracks of two particles coming to rest
at line L.

Fig

An example of this procedure is as follows:
A pion decays into a muon according to the reaction
m - p+y. The range of the muon from this decay
is always about 0.6 mm in emulsion. The mass of
the pion is known to be 273 electron masses (Me).
It is observed by the scanner that the grain density
of the muon at the point of decay is the same as the
grain density of the pion at a point 0.793 mm from
the end of its range. The mass of the muon relative
Lo that of the pion is therefore

M

p _ 0.600
M

0.793

= 0.757,

and the absolule macc of the mugn is

Mu = 0,757 M-rr = 0.757x273 = 207 Me.

Identification by Scattering Measurements

The identitication of particles by means of
the method outlined ahove assumes that they come to
rest in the emulsion. The velocity, on the other
hand, may be such that an incident particle does not
stop but passes on through the stack. In this event
a different technique must be used. As the particle
moves through the emulsion, there will be numerous
collisions with electrons along its path. The track
therefore does not proceed in a true straight line.
The sum total of these small deflections is called
multiple scattering, The more massive the particle
and the greater its velocity, the less will be its
scattering. It should be possible therefore, to use
this property as an aid in identifying a particle. A
quantitative measure of multiple scattering may be
accomplished by first dividing the track into 100-p
units called cells, The inclination of the tangent to
the track is measured at each division.

The physical quantity that we actually de-
termine when we measure the amount of multiple
scattering a particle undergoes in emulsion is its
pv, that is, momentum times velocity. The ex-
pression of pv in term of a, the mean scattering
angle that is determined by measurements on the
track, is given by
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0. K

(S V2,
100

(5)
pv

where
0 .
a = angle in degrees,
K is a constant (about 25,0),
P = momenturmm,
v = velocity, and
S = cell length in microns.

In general, we can write p = m yv, where

_ 1
YN/

A measure of this gives the observer an estimate
of
2

v
m\/]-(v/c) '

which is the mass times a function of velocity. If
we next determine the velocity by measuring the

grain density of the particle, we are able to deduce
the mass of the particle. .

An improved technique for measuring the
angles of scatter was suggested by Fowler of the
Bristol group. In the method briefly outlined above,
angles are measured by a goniometer on the eyepiece
of a microscope. Fowler suggested the use of a
stage that would give a straight-line reference for
the angle measurements. The track is aligned with
the X-axis of the stage. As the track is then moved
along the X-axis, it appears to move up and down
in the "Y' direction owing to its multiple scatter-
ing. The obscrver can then measure the distances
of scattering from a straight line. The track
might appear as shown in Fig. J-12 when aligned
under the scope. .

I.loo.. -

N x axi
8 X axis

¥s

particle track

Fig. J-12.
with the X-axis,
100-p cells,

Particle track in emulsion, as aligned
The track is divided into

The track is divided into 100-p cells, as
described above. The top horizontal line is the
reference from which the deflection of the track is
measured, Sample measurements of a track made
on the above hypothetical track are given in
Table J-1I.

Table J-1I

Sample track measurement®

Y AY Ay =AY ,-AY,
Yl . 10 :Yn+l-Yn
Y, 12 +2
Y; | 11 -1 -3
Y, 13 +2 +3
Yo 14 +1 , -1
— =2,33
3

The term Y is a measure of the deviation of the
track from the reference line; AY is the first
difference obtained by subtracting Y, from Y,,
Y3 from Y,, etc; AY 1is proportional to the
tangent of the line segment between adjacent Y
readings; AZ%Y is the second difference, obtained
by subtracting the AY's in their regular order.
In Fig. J-12, we find &AY; = Y,-Y,, and

AY, = Y,-Y,; %Y = AY,-AY. Theterm A’y
then is a measure of the change in the direction of
the tangent of the line segment in going from cell to
cell, In Table J-I, the Y columns are the Y con-
stants of the track: AY = Y,-Y,, etc., and

aly = AY,-AY, , etc. Second differences are
summed disregarding their plus and minus signs.
The average of A¢Y (when converted to microns)
divided by the cell length S(100p in the example) gives
the average change in the tangent (which we call a)
of the line segment. Again, we may obtain the par-

ticlets pv from Eq. (b)!

(s/100)1/2,

_C
PV = 5
a

where C is a constant, though different from K in
Eq. (5). :

Summary

Some of the fundamentals of emulsion tech-
niques, therefore, are the counting of grains, the
measuring of ranges, and the measuring of angles.
Skill comes from a familiarity with particle tracks
and from combinations and modifications of these
fundamental procedures.
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K. COUNTERS USED IN HIGH-ENERGY PHYSICS

LeRoy T. Kerth

Dr. Wallace gave a general survey of the
various types of counters and what they are used for.
We will not repeat that material but-instead will dwell
mostly on the kind of counting experiments that we do
in high-energy physics. This will include the philoso-
phy behind the counting experiment, how it is set up,
and what it is intended to do.

Before our discussion can proceed very far,
we must explain the jargon that has developed in
connection with counters. It is very familiar to the
physicist, but the words are quite frequently used
differently than they are in other professions. A
glossary of terms is presented in Table K-1.

Table K-1

Glossary of terms

Term Definition

Pulsc A voltage change

Count When a particle produces
a pulse

Coincidence When pulses arrive at same
time

Coincidence circuit A device that detects coinci-
dences

Anticoincidence circuit A device that stops coinci-
dences

Delay Time delay of a pulse

Scaler A device that counts pulses

We will first explain them and then proceed to discuss
the experiments themselves.

‘I'he tirst term is a pulse. Dr. Wallace ex-
plained that a counter is a device which produces an
electrical pulse when a charged particle goes through
its sensitive volume. Now, what exactly in an electri-
cal pulse? It is a change in voltage at some instant.
For example, if you quickly switch a light on and off,
an electrical pulse occurs in the wires. That is, the
voltage went on and then it went off. Suppose now
that a pulse is produced at some point along a con-
ductor and that we connect to that conductor what is
called a cable or transmission line. This pulse or
electrical disturbance then travels down the cable at
the velocity that light would travel through the insu-
lation of the cable. Therefore, it takes a definite
amount of time for a pulse to travel from one end of
a cable to the other. This is an important concept.

As stated above, a counter is a device which,
when a charged particle passes through it, somehow
transforms this event into an electrical pulse. A
scintillation counter, for instance, consists of a
scintillating material and a photomultiplier tube.
(See Fig. I-5 in Section I "Survey of Particle
Detectors.') A charged particle passing through the

scintillator produces a flash of light. The photo-
multiplier tube then transforms this signal into an
electric pulse. The associated circuitry is not con-
sidered a part of the counter itself.

A coincidence refers to the following:
Suppose that we have twon cables, each bringing
separate pulses into a box (see Fig. K-1).

electric cable
\ A

electric
pulses © box

. AN

Fig. K-1. A coincidence occurs if the two pulses

reach the box simultaneously.

By a coincidence we mean that twn pnlses, one from
each line, arrive at the box simultaneously. This is
a coincidence of those two pulses. We could also
talk about a coincidence of three pulses, four pulses,
five pulses, or of as many as we care Lvu,

A coincidence circuit is the device, or box,
into which these cables lead. This device tells us
when a coincidence has occurred. If two pulses
arrive at the two input plugs at the same time, the
coincidence circuit will emit an output pulse (see
Fig. K-2).

coincidence
circuit

N

Fig. K-2. A coincidence circuit emits an output
pulsc when two input pulses arrive

simultaneously.

Whenever we see an output pulse we know that two
pulses entered at the same time.

An anticoincidence circuit would be another
part of the same box as the coincidence circuit. It
may be used when there are three (or more) input
cables (Fig. K-3), which we willlabel as Cl, CZ’

and C3.

If input pulses arrive simultaneously on C, and C.,
the coincidence circuit emits an output pulse. How-
ever, if pulses arrive simultaneously on C, CZ,
and C,, an anticoincidence circuit blocks t}lxe output
pulse %rom being emitted. This allows us to do the
following logic: If we get an output pulse we know
that input pulses on C, and C, arrived together, but
that no pulse arrived on C, af that instant. If we get
no output pulse, two situations can exist:
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Fig. K=3. An anticoincidence circuit.

(1) input pulses arrived simulatneouslyon C,, C,, |
and C,; or (2) the input pulses on C, and C, arrived
at diﬁ%rent times. This technique is very important
in many experiments.

Delay time. It will be recalled that a pulse
takes a definite length of time to travel from one end
of a cable to the other. Suppose that we have an
experiment such as that shown in Fig. K-4.

counter harged particl
__ n | __ __ _charged particle | cou:awer L
——
|t
1 [ b2
Cl c2
coincidence circult
lno pulse
_ - ] - — — —
time
delay
e -
l_,\_
Fig. K-4. Hlustration of how a time delay is used.

A charged particle passes through two counters. Be-
cause a pulse occurred at counter 1 earlier, it will
arrive at the coincidence circuit first, at time t,. A
certain time later, att,, a pulse arrives from
counter 2. Therefore, no output pulse occurs.
Assume that we want to know whether a particle of a
given velocity passed through both counters. We
could do this by inserting a time delay in cable C, ~
corresponding to the time it would take the particle
to travel from counter 1 to counter 2. If the particle

then passed through the two counters, input pulses
would arrive simultaneously at the coincidence
circuit, causing an output pulse. This example shows
how we can use a coincidence circuit to detect events
that occur at two different places at different times.
In practice, a time delay consists simply of inserting

-a certain additional length of cable in one trans-

mission line, since the speed with which a pulse
trave ls down a cable is. a well determined number.

A scaler is nothing but an electronic circuit
that counts pulses. Thus, a scaler actually counts
pulses, whereas a counter produces pulses. This
terminology may seem confusing, but nevertheless
it is part of the jargon that has grown up among
physicists. Physically, a scaler is a box which has
dials on the front. After it is turned on it counts the
number of electric pulses that arrive until it is
again turned off. Thus, a scaler is connected to the
output of a coincidence or anticoincidence circuit as
a recording device.

The basic elements that are used in a
counting system are represented in Fig. K-5.

counter coincidence-
i anticoincidencse
circuit
amplifier
scaler
counter
e L
amplifier
counter f 1
3 J S
amplifier
Fig. K-5. A simple counting systom.

One device which has not been mentioned so far is
the amplifier. If a pulse is too small an amplifier is
used to make it bigger. U one were to walk around
and look at some of thé counting experiments that are
done, most of the boxes he would see are amplifiers,
but the ones that are doing the logic and actually
solving the problem are coincidence circuits and
Scalers.

The word "logic' has been used a number of
times in this lecture. This is perhaps indicative
of one of the main advantages of counting equipment.
That is, that we can devise electronic equipment to
do most or all of the logic that is involved in a
physics experiment. For example, one can set up
counting devices which will tell that a certain com-
bination of events occurred but that a different com-
bination did not. :

Dr. Wallace described the various counters—
the ion chamber, the proportional counter, the Geiger
counter, the scintillation counter, and the Cherenkov
counter. The only ones that we will discuss are
scintillation and Cherenkov counters, because these
are the ones that are almost universally used in
high-energy physics. The other counters have uses
in low-energy physics, in radiochemical techniques,
and certainly the Geiger counter is a standby for all
uranium prospectors.

The counters that we will talk about — the
scintillation and Cherenkov counters—produce an
electric signal when a charged particle passes
through their sensitive volume. In both cases the
electric signal comes from a photomultiplier tube
when it observes a flash of light. However, the




method for producing this light is different in each
type of counter.

Plastic scintillators are by far the most
popular at this Laboratory and in most high-energy
physics laboratories because they are easily fabri-
cated into all sorts of shapes and .sizes; also plastic
is quite stable: Some of the other scintillators-are
not stable in air; being hydroscopic, they pick up
water and dissolve. Moreover, it is difficult to
grow large crystal scintillators. But this plastic is
nothing more than polystyrene which can be machined
by ordinary techniques. A small amount of organic
material called terphenyl is dlssolved in it before 1t
is polymerized. .

It is sometimes necessary to use a light pipe
to carry the light from the scintillator into the photo-
tube. Lucite is commonly used for this.

The procedure in assembling a plastic
scintillation counter is first to fasten the light pipe
to the plastic scintillator with a transparent cement.
Aluminum foil is then wrapped around the scintillator
and light pipe except where the light pipe contacts the
phototube. This foil is to keep room light from
reaching the phototube. The phototube is next joined
to the light pipe. The whole assembly is wrapped
with black tape to make it lighttight.

The completed counter is then placed inside
an iron tube (Fig. K-6), which provides magnetic
shielding. This shielding is necessary because the
electrons traveling through the phototube are very
sensitive to magnetic fields.

iron tube
(magnetic shielding)

scintillator

|

transmission line
—

-—

. -
electric potential
to phototubc

7

4
iron box

A scintillation counter assembled inside
an iron houoing, which provides mag-
netic shielding.

Fig. K-6.

The electrons could easily be bent away from the
dynodes. The box that surrounds the end uf the
phototube has connectors for the transmission line
(the output signal) and for the potential that must be
supplied to the dynodes.

The amount of light that is given off when a
particle passes through the scintillator depends on
the amount of energy lost in the counter. The
energy lost by a partxcle in passing through a counter
is proportional to 1/v®, where v is the velocity of
the particle. Therefore, the pulse size is an approxi-
mate indication of particle velocity. The more light
that is produced, the greater will be the number of
electrons cascading down the phototube. Conse-
quently the voltage pulse emitted by the counter will
be larger. Pulse-height analysis is a technique
which is quite frequently used to indicate the velocity
of a particle. For various reasons this is not always
a very good technique, but it gives a sufficientindi-
cation for many purposes. However, there is a
velocity-sensitive counter which has come into use
in the last five years in high-energy physics. This
is the Cherenkov counter. Cherenkov, a Russian,
very recently received the Nobel Prize for dis-
covering the effect on which the counter is based.
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This effect is explained as follows: Suppose that a
charged particle passes through a transparent
medium such as glass, Lucite, or water. Its ve-
locity can be referred to as Bc, where B is the
particle velocity divided by the velocity of light.

The velocity of light inside a transparent
medium is the velocity of light in vacuum divided by
the index of refraction, . Thus the velocity of light
inside of the transparent medium is equal to c/7.

The Cherenkov effect occurs when the particle
velocity fBc is greater than the velocity of light in

this medium, that is, when Bc >c/n. You may

object to this statement, thinking that nothing can go
faster than the velocity of light. However, note that
we stated ''the velocity of light inside of this medium, "

" because light goes slower in a transparent medium

than it does in vacuum. It is the velocity of light in
vacuum that cannot be exceeded.

When a particle exceeds the velocity of light
ingidc of a transparent material, what happens? It
turns out that a cone of light is given off behind the
particle similar to the bow wave produced by a
speedboat. (See Fig. A-14 in Section A-2 "Trigo-
nometry.") Suppose that the particle is now at
point ¥ and is traveling with.a velocity v. At somo
earlier time it was at point P'". The light emitted
at point P" travels outward with a circular wave
front. By the time the particle has reached point P
this circle has grown to the size indicated in Fig. A-14.
Houwever, the light emitted when it was at point P!
has not had time to travel as far. Therefore, a
smaller circular wave surrounds point P', Simi-
larly, the waves from other points between P" and
P establish a conical wave front. We can draw a
straight line from point P tangent to these circles.
This wavefront, or shock wave, is visible as light,
which we call Cherenkov radiation.

We can readily calculate the angle a between
the direction of motion of the coherent wavefront and
the dircction of particle motion: (See Fig. A-15).
The cosine of « will bo

which reduces to
cos a - 1/np.

Thus, we see that this angle @ is inversely pro-
portional to the velocity of the particle.

This fact has been used in many novel and
different ways to determine the velocity of particles
passing through Cherenkov counters. One of the most
useful implications is this: if the velocity of the
particle is lower than the velocity of light inside the
medium, no Cherenkov radiation is produced. That
is, for Cherenkov radiation to be emitted, the particle
must be traveling faster than a certain critical ve-
locity This critical velocity is the case where the
angle a is zero, i.e., where cos @ = 1. For this
condition, the relationship fc = 1/n obtains. There-
fore, as long as the B of the particle is less than 1/7,
particles passing through the counter will not be re-
corded.

Cherenkov counters use a photornultiplier tube
to observe the light that is given off. If the photo-
multiplier were located in such a position that it would
detect light only at a given angle, then it would detect



particles of one only velocity. In practice, this must
be a small angular interval, so that the detector
counts particles of a certain velocity interval. These
are called velocity-interval counters, of which a
number of different types have been made. They
differ only in the optics that transmit light from the
sensitive cell to the photomultiplier. A Cherenkov
counter of this type was used in the original anti-
proton experiments at this Laboratory in 1955

(Fig. K-7).
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Fig. K-7. A velocity-selecting Cherenkov counter

used in the antiproton experiment.

A beam of particles trom the Bevatron enters a Che-
renkov radiator, which is a block of glass. A baffle
made of an opaque material prevents light from going
straight through and striking any of the three photo-

multipliers that are arranged symmetrically about the

axis. However, that light which is emitted at a cer-
tain angle strikes a cylindrical mirror. This re-
flected light then strikes three plane mirrors and is
reflected into the photomultiplier tubes. In this way,
only that light emitted in a certain small angle will
enter the photomultiplier. Thus, only particles of a
given velocity interval are counted. We then take
these pulses and correlate them with other pulses
coming from other counters; this allows us to inter-
pret certain pulses as being special events arising
from particles of a given velocity interval.

Photograph of the Cherenkov counter
represented in Fig. K-7.

Fig. K-8.

Figure K-8 is a photograph of the Cherenkov
counter that was used in the antiproton experiments.
We can see the Cherenkov radiator and the cylindri-
cal mirror. The baffle has been removed so that we
can see through. The plain mirrors and the photo-
multipliers are visible at the rear. This is quite a
large device, being about three feet in diameter.

Thus, we have seen that the Cherenkov counter
can count particular velocity intervals or count
particles having a velocity greater than a certain
value. Scintillation counters, on the other hand,
count all charged particles; the pulse height to some
extent indicates the velocity of the particles.

A very famous counting experiment was one
that was performed around the turn of the century by
Lord Rutherford (Fig. K-9).

lead sulfide block

icroscope
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Fig. K-9. Lord Rutherford's counting experiment.

He allowed a beam of alpha particles from a radio-
active source to strike a very thin gold foil. Then
at a certain angle 0 he placed a piece of lead sulfide.
The alpha particles in passing through the gold foil
were scattered. Those that hit this lead sulfide
would give a small flash of light. Rutherford ob-
served these flashes with a microscope, counting
each one that he saw. By varying the angle 6 he was
able to measure the scattering distribution of alpha
particles from gold. From this he concluded that
atoms are made up of a very small central core with
a rather diffuse cloud of electrons around it. In
other words, an atom is made up mainly of empty
space.

Rutherford's experiment is very typical of
experiments in nuclear physics. That is, we send a
beam of particles through a target; they do something,
and by observing what they do we try to infer what
the force is and to determine the shapes and sizes
of the particles that were interacting. In high-energy
physics we are trying to discover the properties of
the particles involved in nuclei and in the particles
which are produced in high-energy collisions.

Now, we will look at a rather simple experi-
ment that we could do with counters. Suppose we
want to measure the forces that exist between two
protons. We use a target of protons, i.e., a liquid
hydrogen target; we then send in a beam of protons,
say from the cyclotron (Fig. K-10).

We know that when two particles of the same mass
collide they bounce off at 90 degrees to each other.
For example, two billiards balls will always do
this, providing they are not given any "English." It
may happen that one goes straight forward and the
other just dribbles off sideways with practically no
energy, but still the angle is 90 degrees between the
two particles. Thus, we can tell when two protons
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Fig. K-10. A proton-proton scattering experiment

using scintillation counters.

scatter from this liquid hydrogen target simply by
placing two counters at 90 degrees to each other.
We then connect these with cables to a coincidence
circuit and a scaler. Also, we may use some sort
of a device in the proton beam to tell how many pro-
tons came in; from this we can determine the
fraction of the protons that scatter at a particular
angle. We can rotate these counters around to some
other angle and do it again. It was this kind of a
simple experiment that started out counter experi-
ments in high-energy physics. This is a rather
simple example -of how we use the logic of counters
to pick particular events that we want to measure
and then count how many times they happen out of a
certain number of trys.

Now, let us look at another possibility (Fig.K-1]).

Suppose we have a pi-meson beam. We set up
S S €4 5
pi meson
—— — — — —— — - —>|
beam
[coincidence
circuit cc, anticoincidence
scaler
&
variable
time delay
coincidence
circuit cc ¢ [
2
s, scaler
Fig. K-11. A counter experiment for determing the

half life of the pi meson.

several counters (c 150 and c,) which say, "Yes,

a particle came along here, ' because we connect
them to a coincidence circuit (CC,). We then put in
another counter (c,)--a rather big one--and adjust
the energies of the incoming pi mesons so they will
stop in this large counter. How do we know that
they stop? We put in another counter (c5), which we
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connect in anticoincidence. Coincidence circuit
(CC,) will then give an output pulse when counters
c., ¢,, and c, count and c. does not count. This
means that a particle entered c, but did not come
out. A scaler (S,) records the number of particles
that stop in Cy: We also connect c, into a coinci-
dence circuit’ (CC,), inserting a variable time delay
in the line. We set this delay so that the pulse that
corresponds to a pi meson coming to rest in ¢
arrives at the second coincidence circuit (CCZ at
the same time as the pulse from the first coincidence
circuit (CC,). At this setting we get a pulse at S,.
Now, what llxappens if we set the delay for a shorter
time? If we set the delay for a shorter time, the
only way we can get a signal at S, is if a pulse
occurs in counter c, after the pi meson came in.

We know that pi mesons decay radioactively. When
a pi meson stops, it gives rise to a mu meson atter
a time At. Therefore, we get a pulse at S, if the
variable delay is set so that the pulse caused by the
mu meson arrives at CC,atthe same time as the pulse
from CCl. Thus, scaler S, tells us how many pi
mesons stop in c,. Scaler 2 tells us how many mu
mesons were credled aller acerlain titne, Al. Fiow
this we can learn the half life of the pi meson. To
do this we plot the ratio of the number of counts
from S, to the number from S, for a given At. When
we do t%:is we get a curve whicln corresponds to the
exponential decay of the pi meson (Fig. K-12). This
is how the half life of the pi meson was measured by
Drs. Chamberlain and Wiegand of this Laboratory.

No. of u mesons created/No. of incoming pi mesons

Fig. K-12. Exponential decay of the pi meson.
Another way of using variable delays and time
intervals is shown in Fig. K-13.
We flip 2 metal target into the proton beam of the
Bevatron to produce a beam of secondary particles.
Some of these particles are then led out of the mag-
netic field of the Bevatron. Those of a given momen-
tum pass through a focusing magnet and then pro-
ceed through two-counters (c, and c,) that are, say,
100 feet apart. Suppose for simplicity that the
beam traversing the two counters consists of only
two kinds of particles, say protons and pi mesons.
The proton is six times the mass of the pi meson;
since they have the same momentum they must
have different velocities. Because they have differ-
ent velocities it will take a different time for them
to go from counter ¢, to c,. We will then connect
these counters to a coinci&ence circuit, but insert
a time delay in the cable from c¢,. This delay will
correspond exactly to the time t&at it takes, say,
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a pi meson to go from c, to c,. In this way,
pulses from c, and c, will arFive simultaneously
only when a pi meson 'traverses the two counters.
The scaler will then count the pi mesons only.

Bevatron
proton
| beam
flip-up
target

‘ secondary beam

\\ ocusing magnet
2 7 c
~t
~
™S« _ pi-proton beam
S
~
-
variable By o5
time TN Yy
delay bl

~

coincidence circuit

counts pi
mesons only

Fig. K-13. An experiment for counting particles of
a given type using the time-of-flight
technique.

About the best time resolution we can get
(that is, the smallest time difference we can
measure) is of the order of 10”7 second in a time-of-
flight experiment such as that just described. As
we go to higher energies, the particles go farther in
a given time, so that their velocities cannot be
measured as accurately. However, this problem
can be helped somewhat by using a Cherenkov
counter in conjunction with scintillation counters,
as was done in the antiproton experiment previously
alluded to. Unfortunately, the counting efficiency of
a Cherenkov counter is not perfect, as is apparent
from Fig. K-14.
We see that the curve of counting efficiency vs
velocity has a little tail on it. For some reason a
Cherenkov counter will always count some particles
of a slightly different velocity than that for which it
was designed. This may amount to only a tenth of a
percent or a hundredth of a percent. But if we have
100, 000 pi mesons for every antiproton and are
looking for antiprotons, then we have to worry about
these tails.

counting efficiency

particle velocity B

Fig. K-14. Counting efficiency of a Cherenkov
counter.

Bibliography

R. E. Bell, Nuclear Particle Detectors (Fast
Electronics), in Annual Review of Nuclear Science,
J. G. Beckerley et al., Eds., Vol. 4 (Annual
Reviews, Stanford, California, 1954), pp. 93-110.

S. de Benedetti, The Coincidence Method, in
Handbuch der Physik, S. Flugge, Ed., Vol. 45
(Springer-Verlag, Berlin, 1958), pp. 222-259.

G. B. Collins, Scintillation Counters, Scientific
American,36 ff. (Nov. 1953).

S. A. Korff, Counters, Scientific American,
40 ff. (July 1950).

S. A. Korff, Electron and Nuclear Counters,
Second Edition (Van Nostrand, Princeton, 1955).

J. Marshall, Nuclear Particle Detectors
(Characteristics of Cherenkov Counters), in

A nnual Review of Nuclear Science, J. G. Becker-
Tey et al., Eds., Vol. 4 [Annual Reviews, Stan-
ford, California, 1954), pp. 141-156.

W. E. Mott, Scintillation and Cherenkov Counters,
in Handbuch der Physik, S. Flugge, Ed., Vol. 45
(Springer-Verlag, Berlin, 1958), pp. 86-173.

R. K. Swank, Nuclear Particle Detectors
(Characteristics of Scintillators), in Annual
Review of Nuclear Science, J. G. Beckerley et al,
Eds.,Vol. 4 (Annual Reviews, Stanford, California,
1954), pp. 111-140.

C. Wiegand, Cherenkov Counters in High-Energy
Physics, UCRL-8148, Jan. 21, 1958.



L. BUBBLE CHAMBERS

James D,

Particle accelerators are probably the most
publicized instruments used in high-energy physics
today. One reads that Brookhaven is building
a 25-Bev (billion electron volt) synchrotron or that
the Russians already have a 10-Bev machine and
are currently working on a 50-Bev version. Accel-
erators have all the glamor, but they make up only
one half of a working team. The detectors are an
equally important partner. An accelerator gives
speed to atomic particles, but without the detectors
with which to observe them, an accelerator would
serve no useful purpose. If one looks back into the
history of high-energy physics, it is noted that most
of the fundamental discoveries were made not with
artificially accelerated particles, but rather with
cosmic rays.

One might then ask, '"What is the advantage
of the accelerator ?'" The answer is twofold. In
the first place, particle beams can be produced
giving much larger intensities than are available
in cosmic radiation; and secondly, there is the
advantage of scparation and sclection. In using
cosmic rays one must take what comes - protons,
mesons, hyperons, etc. With an accelerator the
type of particle being accelerated is known, as well
as the energy or momentum at which the particle
enters an experimental system. For example, in
the last year or two it has become practical to
produce a beam of nearly pure m mesons, K
mesons, or antiprotons.

Perhaps the next question that arises is,
"What types of detectors are proving most useful
in physics research?'" To answer this, it is neces-
sary to review briefly the two general classes of
detectors. The first class is comprised of
counters. Such devices are represented by the
familiar Geiger and scintillation counters, which
count the number of charged particles passing
through their sensitive volume. The second class
is made up of the track-forming detectors, Ex-
amples of these are the Wilson cloud chamber, the
bubble chamber, and nuclear emulsions,

Aside from signaling the passage of a parti-
cle through its sensitive volume, a counter can
give little more information. In some cases, as
with a Cherenkov counter, it is possible to deter-
mine whether the particle has more than a certain
minimum velocity. Counters generally have very
poor spatial resolution, so that it is impractical
to determine with high precision the direction a
particle has taken. On the other hand, counters
have one invaluable feature. This is their time
resolution. With modern devices and techniques
one can tell when a particle goes through a counter
to an accuracy of better than 10-? second. This
time resolution has proven very important in un-
scrambling the particles that come from the
Bevatron.

The track-forming detectors have advantages
over the counters in many situations. With this
type of detector one can visualize what happened
to the particle in a nuclear reaction. Also it is
often possible to observe an event that would be
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completely missed by counters. The track-forming
detectors have therefore been invaluable in the dis-
covery of new particles, Counters have served to
collect rapidly large amounts of statistically accurate
data, but only rarely can a counter experiment be
designed for finding a new particle. A classical
exception to this was the discovery of the antiproton
in 1955 at the Lawrence Radiation Laboratory.

The first and most familiar track-forming
detector is the Wilson cloud chamber. It was de-
veloped by C. T.R. Wilson, of England, in 1912.

A mixture of a vapor and a suitable gas, contained
in a chamber, is suddenly cooled by expansion so
that it becomes supersaturated. Vapor condenses
around any charged particles that are present,
leaving a track of tiny droplets which can be photo-
graphed and later examined.

A second track-forming detector is the nu-
clear emulsion. Nuclear emulsion is ordinary
photographic film which is made very thick and
loaded hcavily with chemically sensitive material,
Charged particles passing through an emulsion ex-
pose it in a manner similar to light exposing ordi-
nary film., When the emulsion is developed, the
particle path is seen as a dark track against a light
background. These tracks are then examined under
a compound microscope equipped with a precision
measuring stage,.

Unfortunately, both the cloud chamber and
the nuclear emulsion have serious limitations. As
particles are accelerated to higher energies, the
probability of an interaction occurring decreases,
Energy regions investigated prior to World War II
involved cross sections of the order of one barn
(10~ 4cm ). In the energy region now being studied
(1 Bev and up) the cross sections are measured in
millibarns and sometimes in microbarns. For this
reason, and also because of the fact that the density
of the gas in a cloud chamber is low, only a small
percentage of cloud chamber photographs contain in-
teresting events. If, however, the effective density
of the gas is increased by putting it under high
pressure, the cycling rate falls off sharply. As
much as 20 minutes may be required for the chamber
to recover after an expansion. Thus, all that has
been gained from greater density has been lost owing
to the ''dead time' between each expansion.

Emulsions are extremely good from the view-
point of density, but they too have their shortcom-
ings. In the cloud chamber one can measure parti-
cle momentum (a measure of particle energy) by
bending the particle in a magnetic field as it trav-
erses the chamber. The amount of curvature is
inversely proportional to the momentum. The sign
of the charge on the particle is given by the di-
rection of curvature. In the emulsion it is
impossible to determine the sign of the charge and
difficult to determine momentum. Momentum
measurement can be accomplished only by a tedious
statistical process involving measuring the small-
angle deviations of the particle path caused by
scattering. Another problem with the emulsion is
that it is a complicated chemical assembly, con-



taining silver, bromine, chlorine, oxygen, nitrogen,
and hydrogen. This makes it difficult to identify
the target nucleus. In a collision the nucleus may
be torn to bits with as many as 15 protons flying off.
One can tell that they are protons only by perform-
ing a very laborious energy-balance calculation.

In spite of these limitations, the emulsion technique
has produced very valuable results. Even so, this
technique is tending toward obsolescence as newer
devices and methods come into use.

It was against this background of difficulties
that Donald Glaser of the University of Michigan
invented in 1953 the bubble chamber. It now has
become one of the detectors most used in high-
energy nuclear physics. In a systematic search
for a new detector, Dr. Glaser listed in advance
the desirable features that it should have. Such a
detector should be simple, have a high-density
sensitive medium, have a fast cycling rate, and it
must contain an amplification mechanism in order
to render visible the extremely small energy
associated with a single particle.

In the case of emulsions, the amplification
results from a chemical reaction involving the
developer. For counters, the amplification occurs
in a photomultiplier tube and the associated electron-
ics. In a cloud chamber, the amplification results
from the thermodynamic instability of a super-
saturated gas. The energy that nature provides to
correct this instability is triggered by the passage of
a charged particle.

A bubble chamber also takes advantage of a
thermodynamic instability. Instcad of a supes -
saturated gas, it utilizes a superheated liquid. The
thermodynamics of this situation are illustrated in
Fig. I-4 of the lecture entitled "Survey of Particle
Detectors. " Here we have plotted curves of
pressure vs volume for various temperatures.
These are generalized curves applicable to any
material, The top curve (T > Ty ) represents a
substance that is above its critical temperature
(the temperature at which a liquid and its saturated
vapor coexist in equilibrium). As the volume in-
creases, the pressure drops according to the
familiar PV = NRT rule. However, for a material
which is at or below its critical temperature the
PV = NRT rule no longer applies. In this case, as
the volume increases the pressure drops, so that
the line AB is traced out. However, when the
liquid reaches the state at B, the pressure no longer
drops. Instead, the line BC is followed. The
dashed portion (BFC) represents a superheated
liquid, an unstable state. This superheated condition
can be maintained for a brief interval, sometimes
up to a minute, if the liquid is contained in a very
clean smooth-walled vessel, and providing there
are no other causes of disturbances. During this
period a charged particle traversing the liquid
causes boiling in its immediate vicinity. This
produces visible tracks which can be photographed.
What is responsible for this boiling is that the vapor
pressure is greater than the actual pressure, and
some of the liquid would like to turn into gas. It
does so when triggered by the passage of a charged
particle. When boiling occurs, the line BC results;
this is the stable condition where the liquid and gas
are in equilibrium,

The operating point for a bubble chamber is
set by the pressure-volume curve for the particular
type of liquid used. For hydrogen it is about 270K
(-443°F), the critical temperature being 33°K,
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The first bubble chamber built by Glaser was
1 in. long and 1/2 in. in diameter. It used diethyl
ether heated to 1409C and was pressurized to 20
atmospheres to prevent boiling. He obtained a
superheated condition by suddenly lowering the
pressure. The chamber was placed between two
counters. When a charged particle traversed the
counters and the chamber, an electric signal was
produced which caused a photograph to be taken of
the particle track.

Other liquids besides ether can be used in
bubble chambers. The most common ones are pro-
pane, hydrogen, and deuterium. Hydrogen is an
ideal substance. Since it contains only protons,
there can be no ambiguity as to the identity of the
struck nucleus. Then again, because the atomic
number of hydrogen is low, it is possible to use the
magnetic-deflection method for determining particle
momentum and charge.

Deuterium, the heavy brother of hydrogen, is
ideal for the study of neutrons. Where the energy of
the incoming particle is high compared to the binding
energy, deuterium may be considered a chemical
compound - ''neutronium hydride. " If one performs
an experiment in hydrogen and then repeats it in
deuterium, the effect due to neutrons can be deter-
mined by subtracting the effect of hydrogen.

Building a liquid hydrogen bubble chamber
presented many formidable engineering problems.
For example, a glass-to-metal seal had to be made
that would remain tight when the apparatus is cooled
to 27°K. The differential shrinkage of the materials
would cause the contacting surtaces to slide, tending
to open the seal,

Another problem involved illumination.
Liquid hydrogen has a very low index of refraction
(1.08). A bubblc of its vapor in liquid hydrogen
scatters light only slightly, about 69;for this reason,
a bubble in hydrogen is almost invisible when viewed
from the side. One method used in earlier chambers
for solving this problem was to illuminate the bubbles
from the side opposite the camera, installing a set
of vanes to keep the direct light out of the lens. A
much better system was devised later for the 15-
inch bubble chamber. (This is discussed below:. )

Another problem in building bubble chambers
of an appreciable size is that of the spontaneous
boiling which occurs at any discontinuity in the
chamber. Such a discontinuity might be the point
where a glass wall joins a metal one. In the tiny
all-glass chambers, liquids could be kept sensitive
for about one minute or until a cosmic ray triggered
boiling. However, larger chambers could not be
made entirely of glass, owing to strength consider-
ations. Luckily, it was found that by expanding the
chamber very quickly and taking a photograph within
a few milliseconds, the spontaneous boiling induced
at surface imperfections does not generate enough
vapor to repressurize the chamber and thus destroy
sensitivity.

The first chamber built at Berkeley was a
1-in, -diameter glass chamber. This device demon-
strated that hydrogen is a suitable medium for track
formation. Later, a 2-in. chamber was built of
glass and metal. It showed that 'dirty' chambers
were feasible. The term ''dirty'" indicates a
chamber having some surface irregularities,
is a convenient if not an esthetic term,

This



The first chamber built at Berkeley as a re-
search instrument was the 4-in. liquid hydrogen
bubble chamber (Fig, L-1). It is suspended inside
a tank which is evacuated to provide thermal in-
sulation. In between the chamber and the vacuum
vessel is a copper shield cooled by liquid nitrogen
(at 77°K). This acts as a heat barrier to keep down
the thermal radiation to the chamber. The tempera-
ture must be regulated to maintain chamber sensitiv-
ity. This is done by connecting the chamber to a
flask of liquid hydrogen through a heat leak. Slightly
too much refrigeration is supplied, and the difference
is compensated for by using a heater. In the past
four years nearly a million and a half pictures have
been taken using this chamber, Currently it is be-
ing operated in connection with the 300-Mev electron
synchrotron, but it is not large enough to be useful
at Bevatron energies.
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Fig. L-1. The 4-inch liquid hydrogen bubble

chamber,

As larger bubble chambers are built, the re-
frigeration demands can increase inordinately if
the 4-in. system of expansion and recompression
is used. The only way the pressure can be reduced
suddenly is to increase the volume rapidly by mov-
ing a piston or opening a valve. If we wait until
the liquid boils, the pressure again rises until it
reaches the vapor pressure of the liquid. At this
point equilibrium is re-established. (See Fig. L-2)
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Fig. L-2. Pressure-volume relationships during
the expansion-recompression cycle of a
bubble chamber.
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If the chamber is then recompressed, the pressure
returns to its original point. This cycle is rep-
resented by the triangle P;V;, PpV,, P3V,. The
work done on the system is the area of this triangle.
For small chambers this is satisfactory, but for a
large chamber the refrigeration load is very heavy.
What is done then is to use fast recompression,
That is, the pressure is not allowed to rise normally
along the line P,V,, P3V;, but is increased
sharply by exposing the chamber to a tank of high-
pressure hydrogen gas. As a consequence, the
small triangle formed below the dashed line in

Fig. L-2 represents the work done. Thus, a great
saving has been effected. All chambers built since
the 4-inch use this principle.

The next chamber built in Berkeley was the
10-inch (Fig. L-3). It is similar in construction to
the 4-inch, except that it is turned so that the win-
dows are on the top and bottom. The illumination
system is at the bottom, inside the vacuum system.
This design permitted the bubble chamber to fit
within a magnet already nan hand. This chamber
used fast recompression. The expansion tank is
maintained at a low pressure, A valve releases the
chamber pressure into the expansion tank. About
20 milliseconds later the valve moves to another
position, connecting high-pressure gas from the re-
compression tank to the chamber. This stops the
boiling. In between cycles (an interval of about 5
to 6 seconds) a compressor pumps the gas from the
expansion tank to the recompression tank,
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Fig. L-3. The 10-inch liquid hydrogen bubble
chamber.

Next to be built was the 15-inch bubble
chamber. It was to serve as a 1/5-scale model
for the large 72-inch chamber then being planned.
The 15-inch chamber contains several improve-
ments, For one thing, it has a larger stereo angle.
That is, the two camera lenses are placed farther
apart, allowing greater accuracy in measuring the
depth of a particle track in the liquid. Another
improvement is the use of a variable heat leak,
which means that the heat load is not fixed. This
cuts down on the consumption of liquid hydrogen,
Also, the 15-inch chamber has a single window
mounted on top of the chamber.



The single-window design created certain
optical problems. The light must be put in through
the same window from which photographs are taken,
yet the light must not be reflected directly into the
lenses. The solution to this was the use of special
plastic reflectors called ''coat hangers'' (Fig. L-4).
Each coat hanger has a narrow silvered strip on the
bottom, whereas the rest of the bottom and sides
are painted black, Rays from the light source come
to a focus on the silvered strip and return through
the liquid unattenuated. However, scattered light
coming from bubbles or other sources does not
focus on the strip and is absorbed. This scheme
prevents double images which would be confusing
and would therefore restrict the number of tracks
that could be examined on a single exposure.
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Fig., L-4. Retrodirective reflectors (''coat
hangers'') used with the illumination systems
of the 15-inch and 72-inch bubble chambers.

There is an optimum size for a bubble chamber,
depending upon the energy of the accelerator with
which it is to be used. What defines this size is the
nuclear interaction being studied. Consider a 6-Bev
T meson interacting with a proton (Fig. L-5). The
reaction products illustrated are a lambda (AO ) and
a theta (%), which are shown emerging in the for-
ward direction and decaying one mean life away
from the point of production. Those particles which
leave the scene of an interaction traveling in the
same direction as the incident particle will receive
more momentum. As a result of relativistic effects,
the lifetime of the particle is then lengthened, and
the decay which we wish to observe will occur at
a greater distance from the scene of the interaction.

L4
0
E
2
t
.
APPROXIMATELY 4" SCALE =
Fig. T.-5. Decay cantours for a AY and 60

produced from the interaction of an incoming
7" meson with a proton. The ellipses are
loci of the points of most probable decay

of the reaction products (i.e., the AY and
60 ). The size of the ellipses depends on
the energy of the incoming particle.
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Those particles which go off at large angles receive
less momentum, and their decays occur nearer the
point of interaction. This consideration dictates an
elliptical shape for the chamber. Consideration of
the lifetimes and energies involved in the study of
the strange particles at Bevatron energies permits
a rough choice of an optimum chamber size.

Fig. L-6. The 72-inch liquid hydrogen bubble
chamber.,

The 72-inch bubble chamber, whose design
was started nearly four years ago, was recently put
into operation. In Fig. L-6 we see an artist's con-
ception of it. The chemical composition of the stain-
less steel casting that contains the 520 liters of
liquid hydrogen was chosen so that the steel will re-
main nonmagnetic at low temperatures. Should it
become magnetic, it would distort the magnetic
field inside the chamber. Assembled to the
chamber is the hydrogen shield, a protective
canopy which is to contain the hydrogen gas in
the event of a glass-window failure, Impurities
in the hydrogen must not exceed one part per
million; any impurity (except helium) freezes at
27°K and clouds the glass and the plastic coat
hangers. If this coating becomes as thick as a

L] Jw

A photograph taken with the 72-inch

L-7.
bubble chamber.

Fig.



wave length of light it renders the bubbles in-
visible. A 3-lens stereoscopic camera is pro-
vided. In performing a momentum balance on a
nuclear event, we must reconstruct the directions
of the particle tracks in space. Two stereoviews
would be adequate, except for those tracks that lie
along the line joining the two lenses. Figure L-7
is a photograph taken with the 72-inch chamber.

Safety

As is well known, hydrogen is violently in-
flammable. In the 72-inch chamber 520 liters of
this material are used. Careful study has therefore
been given to the matter of safety. For example,
in the building that houses the chamber all the wir-
ing is explosion-proof. No one is permitted to wear
nylon clothing in the vicinity of the chamber, The
air is continuously sampled at several points around
the chamber, and a manual sampling is performed
every half hour. Outside the building (over the side
of an embankment) there is a 22-ft, ~-diameter
Horton sphere into which the hydrogen can be dump-
cd in casc of an emergency.

Data Analysis

In cosmic ray research with cloud chambers
it was common to obtain one or two interesting nu-
clear events each day. The techniques of analysis
were such that it took a man a full day to do a
momentum-balance calculation and properly classify
the event, The bubble chamber has increased the
incidence of interesting events by a factor of a
thousand. If the previous techniques of analysis
were still used, 1000 physicists would be kept con-
tinually busy with the accumulation of data., Con-
sequently, highly automatic techniques have been
developed. One of the more novel is a device
called "Franckenstein' (Fig. L-8). It is a pro-
jection microscope used for measuring coordinace

MEASURING PROJECTOR

IBM uniT ELECTRONIC UNITS

Fig. L-8. The Franckenstein film-measuring
projector.
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points of particle tracks on the film. An operator
aligns the crosshairs with the track in an approxi-
mate fashion and the instrument 'locks on'' the
track. The operator then drives along the track,
periodically punching a button to record the co-
ordinate information automatically on IBM cards
or punched tape.

All the calculations are subsequently made
by an IBM computer using various programs. The
first program makes the geometrical corrections,
yielding a set of directional cosines and the momen-
tum for each particle. Next, a number of sorting
programs may be used. The machine assumes that
an event is of a certain type, performs certain cal-
culations based on this assumption, and then prints
out the probability that it actually was the type
assumed. If the probability is poor, the machine
makes another assumption and proceeds as before.
Occasionally, we find events that do not fit our
known categories, and in these there is always the
chance of finding completely new processes or
particles. The major emphasis of most of our ex-
perienls lies iu Lhe direction of making specific
measurements on interaction processes.
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M. COMPUTER PROGRAMMING

John C. Caris

This lecture will be devoted to considering
how one writes a simple program for the IBM-650
computer. A program is that set of detailed instruc-
tions by means of which the computer carries out the
various operations required of it to complete a com-
putation. To make the lecture more meaningful, a
specific example will be discussed and a program
written for it.

The sample equation to be solved is
S = (1/2) gt + v, (1)

where S is the distance that a freely falling object
travels in time t if it has an initial velocity vo

What we wish to do is obtain various solutions
to Eq. (1) corresponding to different values of the
independent variables t and vp- That is, we want the
machine to punch out an IBM card giving a value of
the distance S, and on the same card we would like
to have punched the particular combination of t and
v that gave this value. Thus, the output data will
consist of S, t, and vq.

The input data that must be supplied to the
machine are the various combinations of t and v
for which we desire solutions. It should also be
noted that in Eq. (1) there are two constants, 1/2
and g, which must be supplied. These are called
machine constants.

It is necessary to decide what locations on the
IBM cards will be used for the input data, machine
constants, and output data. Figure M-1 shows the
locations chosen for each class of card. These
choices are of course arbitrary. The programmer
designs the card formats for his own convenience.

"DIST" Program

S = 1/2 gt° + vt

0

Machine constants: 1/2, g

Input-data cards

Input data: ¢t, vo t Vo zeros
Output results: ¢, vos S sec t‘t/aec _—
Machine-constants cards Output cards
0000020101 1/2 g zeros t Vo S zeros
L4
—_— e
sec ft/sec| £t

Fig. M-1. IBM cards, showing the locations chosen
for each quantity.

The machine must be told explicitly how to
proceed at every point of the program. This sequence
is qutlined below:

a. The first card to be fed to the computer
is a memory-clear card, which clears the machine
of previous data.

b. Next, a deck of IBM cards called a load-
punch subroutine is fed into the computer. This

deck merely tells the computer how to load in cards
and punch out answers.

c. Then the machine-constant card bearing
the values 1/2 and g is loaded in.

d. Next come the program cards, a series of
cards telling the machine how to proceed step-by-
step through the computations of S = (1/2) gtz +vgt.
Figure M-2 is a flow chart showing the steps in
this computational cycle. The machine goes through
this cycle once for each value of S obtained. Pre-
paring the flow chart and writing the program will
be dealt with in detail below.

Read Transfer input Compyte
Start —#]input-data data to punch- 1/2 gt“ and
card out hlack stare
A h 2
Punch Add Compute
output card ¢ 1/2 gt© + vot < vt
and store (é’o not store
for punch

Fig. M-2. Flow chart of program.

e. Next the transfer card is loaded in. This
card tells the computer to go to the beginning of the
program and proceed through it.

f. Next are fed in the input data cards, each
containing a combination of v and t.

The first program card contains a code word
that tells the computer to read one input-data card.
This starts the computer going around the loop on the
flow chart. When the first cycle is completed, the
machine punches out one output-data card containing
a value for S and alongside it the values of Vo and t
on which it was based. The computer then proceeds
to read the next input-data card and a second cycle
begins. This cycling continues until all the input-
data cards have been read, at which time the compu-
tation is completed and the computer stops since
there are no more input-data cards to be read.

The IBM-650 System

Before we can discuss how to prepare the pro-
gram we must first describe some of the basic parts
of an IBM-650 computer (see Fig. M-3). Lack of
space makes it necessary to refer the reader to the
IBM 650 Data Processing Bulletins for many interest-
ing details of operation and construction.

control

input
output

storage process

Fig. M-3. Block diagram of the IBM-650 computing
system.
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Input Block

The input block is used to enter data, instruc-
tions, etc., into the storage block of the system. The
input unit is capable of reading IBM cards and trans-
lating decimal input informatign into the biquinary
system used by the computer.

Output Block

The output block translates the results obtained
by the computer from the biquinary code back into a
decimal form, and punches IBM output-data cards or

prints a report on paper. The operation of the input-
output units is supervised by the control block.

Storage

The storage block is used to store machine
constants, input data, instructions, intermediate
results, final results, and any other pertinent in-
formation. The IBM-650 system uses four types
of magnetic storage: drum, core, tape, or disk.
However, only the magnetic-drum type will be
discussed here.

The computer's memory is a magnetic drum
rotating at 12,500 rpm. Physically, it is a cobalt-
nickel-plated cylinder approximately 4 in. in diame-
ter and 16 in. long. Information is stored on the
drum in ""'words, ' each of which consists of 10 digits
and an algebraic sign. Two thousand 10-digit words
may be stored on the drum at a given time.

Each specific word is assigned a 4-digit num-
ber (address), which locates the word on the drum.
One should consider drum addresses merely as
locations of certain information on the drum, much
the same as you consider your house number as the

The biquinary digit representation (or code) is
used internally by the 650 (not the binary representa-
tion). The computer translates input decimal repre-
sentations into this code and translates the code back
into decimal representation for the output results.
The biquinary code represents a number from 0
through 9 by two groups of units: binary units of
which there are two and quinary units of which there
are tive.

The first binary unit designates 0 and the
second designates 5. The quinary units designate one
of two possible numbers (i.e., 0Oor 5, 1 or 6, 2 or 7
etc.). The choice between possible numbers is made
by the binary units. Reference to the table below will
make this clear.

Binary Units Quinary Units

0 5 L L s R
Q. 0 00 0 0.0
5 647 .8 9

Decimal number
0 &

Bi-Quinary number
O @0 0 0

O O N e
OO0 e e
® ® OO
©C ®@ O O
O OO0 e
O O @ O
QOO VO
a0 00

etc.

location of your house. These addresses range

from 0000 to 1999 and are arranged in twenty 50-word
bands (see Fig. M-4, the drum-iayout form on which
a record of the information in each address is kept).
Each band lies circumferentially on the drum.

(Note: The drum-layout form has space for only

1000 addresses. One must usually use two forms
when programming.)

On the drum-layout form there are certain
regions designated as ''reading'' and ''punching."
Information may be put into the machine in the read-
in blocks only. Similarly, information may be ex-
tracted from the punch-out blocks only.

A digit is identified on the drum by means of
a pattern of magnetic spots. These spnts remain an
the drum until erased by recording new information
in the same location. As the drum rotatcs past a
group of stationary coils of wire (one for each band),
the magnetic spots are read or written. The time
required for one word-location to pass one of these
read-write heads is called a word-time. Since
there are 50 word-times around the circumference
of the drum, and since the drum rotates at 12, 500
rpm, one word-time is 0.096 msec (or 0.000096 sec).
The average time required to locate a given word
is 25 word-times (about 2.4 msec). This access
time can be reduced to one word-time by optimizing
the locations of the various addresses.

Process

In the process block are performed arithmetic
or logical operations, decimal points are aligned,
information is shifted right or left, editing is per-
formed, and data are rearranged.

The process block consists of an accumulator,
a distributor, and an adder (see Fig. M-5). The
accumulator is an electronic storage unit having a
capacity of two words (20 digits and a sign). This unit
temporarily stores the results of a computation while
the calculation is being performed. The accumulator
is divided into two halves, an upper and a lower
section. The address of the lower accumulator is
8002, while that of the upper is 8003.

The distributor is also an electronic storage
unit, but it has a capacity of only one word (10 digits
and a sign). It is used to store data employed in
arithmetic operations. The distributor acts as an
intermediate link (or office boy) between the accumu-
lator and drum memory. Any information transferred
between the accumulator and memory must pass
through the distributor. Its address is 8001.

Arithmetic operations are performed by com-
bining the contents of the distributor with those of
the accumulator and storing the results in the accumu-
lator. This combining is performed by the adder.

Control

The control block receives each instruction of
the program, determines the operation to be performed,
and then executes the operation. While the operation
is being carried out,the control block monitors the
flow of data to check for any error. In addition, this
unit notifies the operator when manual intervention
is needed.

The program register, although part of the
control block, is an electronic storage unit having a
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Fig. M-4.

capacity of one word. It stores each instruction of
the program while the instruction is being analyzed
and executed. Associated with the program register
are the operation register and the address register
(Fig. M-5). The former receives the operation code
(to be described below), analyzes it, and determines
the operation to be performed. The latter receives
the address portion of the instruction.

storage enfry switches

to gen.
stor.

[OTSTe]

HREDEHBERERD
uppsr

o]o]s[7]e[5]a]3]2]I s
lower

accumulator

control

Fig. M-5.

process

Process block of the IBM 650,

Program Instructions

Each instruction in the program must indicate:
a. the operation to be performed;

b. the storage location of data to be
used in the operation; and

Drum-layout form.

c. the storage location of the next

‘instruction of the program. Momentary reflection

shows that this three-part instruction is sensible.
This is exactly how one teaches or supervises.
First one must explain what is to be done (a.);
second, one must explain where the student finds
the data or material necessary to occomplish the
operation (b.); and, finally one must explain where
or how the student obtains additional instructions to
proceed (c.) to the next step.

An instruction consists of ten decimal digits
and sign. These ten digits are divided into three
groups (Fig. M-6):

a. operation code — two digits designat-
ing the operation to be performed, e.g. addition
is given the code designation 32; multiplication is 39;
etc. The operation code is punched in positions 10
and 9 in the instruction word.

b. data address — four digits (punched
in positions 8, 7, 6, and 5 of the instruction word)
designating a drum address, with a meaning that
depends on the nature of the operation code. Some
of these meanings are:

1. drum address of the informa-
tion to be used in the operation;

2. drum address in which infor-
mation is to be stored by the operation;

3. drum addresses into which
information is to read from a card; or



4. drum addresses from which
information is to be punched onto a card.

c. Instruction address — four digits
(punched in positions 4, 3, 2, and 1l of the instruc-
tion word) which normally designate the drum
address of the next instruction to be performed.
Each step of the program cousists of one of these
instruction-type words.

op data instruction | §

code | address address |5

Io|9|8|7(6|5]4|3|2|1]0
Fig. M-6. Instruction grouping.

Writing the Program

The programmer begins by assigning a code
name to the problem to be solved. A code name is
simply a convenient shorthand for specifying a giveu
program and is uscd for such things as record keep-
ing. Since the equation S = (1/2) gt‘2 + vyt describes
distance, we shall call this program "DIST," which
is short for program to compute distance by
S=(1/2) gt? ¥vy t.

The programmer next draws up a form such as
that shown in Fig. M-1, which gives the locations of
the input data, machine constants, and output data
on their respective IBM cards.

The programmer then draws the flow chart
(Fig. M-2) showing the steps in a computational
cycle.

Next, he reserves certain regions of the drum
for certain information to be stored. These (hoices
are made for the programmer's convenience. He
records these locations on the drum layout form
(Fig M-4) so he does not inadvertently use the same
addresses for two functions. In this case, band 9
is reserved for the load-punch subroutine. Address-
es 1900-1949 are assigned to the 'load" portion,
while addresses 1950-1999 are reserved for the
"punch'' section. Similarly, band 2 is reserved for
the program instructions. The machine constants
1/2 and g are also entered: 1/2 is put in address
0101 and g is 0102. The input variables t and v
are assigned addresses 0151 and 0152, respectively.
Note that both the machine constants and the input
variables are given addresses in the ''read-in band."
However, the specific address may be chosen
arbitrarily. From the flow chart éFig. M-2), one
observes that the quantity (1/2) gt® has to be stored
temporarily while the remainder of ths
being calculated. Therefore, (1/2) gt“ is put into
address 0161. Finally, the output data,t, v,, and S,
are assigned addresses 0177, 0178, and 01'?9, re-
spectively. We should repeat that these choices are
arbitrary for our convenience.

equation is

The programmer must now translate the flow
chart into machine instructions that are compatible
with the locations adopted on the drum. To do this,
he uses the ""650 Program Sheet'" reproduced here
as Table M-I, and a list of operation codes (Table
M-II). The steps for each instruction number are
summarized below:
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Instr. no. 1 (program card no. 1)

a. Enter 0200 as the drum location of
the first instruction.

b. Consulting the flow chart, one finds
that the first step in the cycle calls for the machine
to read an input-data card. From Table M-II, the
operation code for ''read a card'" is found to be 70,
which is entered in the column headed "OP.' Also
the abbreviation RD1 is entered under "OPERATION
ABBRYV;'" this abbreviation is not actually punched
on an IBM card, but is a convenient mnemonic device.
(The "70", of course will subsequently be punched
into columns 10 and 9 of the first IBM program
card.) Note that the Operation Abbreviation is used
as the operation code in methods of programming
other than the most simple type we are using.

¢ The first input-data card, which
bears a value of t, is to be read into address Ul51;
therefore, 0151 is entered in the column hcaded
"DATA." (These four digits are subsequently
punched into columns 8, 7, 6, and 5 of the first IBM
program card.) A unique feature of the IBM 650 is
that when operation code 70 is followed by any data
address in the block 0151 to 0160, all other input-
dala words on the card are automatically 1ead into
the druw without any further instructions. Thus,
t and v are now entered.

d. The machine must be told where to
find the next instruction, which in this case, is in
address 0201.

Table M-1
650 PROGRAM SHEET

PROBLEM: S= (1/2) gt” + vy ¢

- 5 < d
INSTR LOCATION OF INSTRUCTION OPERATION
) :0. AN&C.H\UCTION OF TDATA 'NHIIKUL“UN BARV BEMARES
1 0200 70 | 0151 0201 RDI | read in data cards t and v, - step 1
2 0201 | 69 0]1 1. 0202 LDD load dxnnbutnrfwuh % I
3 o202 " o7 0203 STD store distributor fstep 2
4 JL& 69 07\3 0204 LDD or with vo
5 0204 24 o178 0205 STD v
6 0205 60 0151 - 0206 RAU _Tewet an t to upper
7 0206 39 | 0151 0207 FMP multiply (t x t)
_§ Vet 37 [om n20R FMP multiply (1/2) x t _ |step3
9 0208 3 _[o10z | o209 FMP multiply g x (1/3]¢ 7
“io 0209 21 | o161 0210 STU store (1/2) gt° in 0161
1 0210 60 0151 0211 RAU reset and add t 10 upper atep 4
12 0211 39 O!SQ 0z1z FMP multiply vgXx¢t ]
R 0212 [ 32 [oier 0213 FAD add (1/2) gt + vg t '.]"ep 5
14 0213 1 | 0179 0214 51U swie (1/3) gtf 1w rin 017
15 0214 71 0177 0200 WR1 punch out S, t, and vo - step b
Table M-II
Operation Codes for the IBM 650
Operation Code Abbreviation
Floating Add 32 FAD
Floating divide 34 FDV
Floating multiply 39 FMP
Floating subtract 33 FSB
Load distributor 69 LDD
Punch a card s | WR1
Read a card 70 RD1
Reset and add to 60 RAU
upper accumulator
Store distributor 24 STD
Store upper accumu- 21 STU

lator




Instr. no. 2 (program card no. 2)

a. Enter 0201 as the location of the
second instruction,

b. The next step on the flow chart is to
transfer the input data to the punch-out block. This
is done because we want to identify each value of S
with the values of t and vQ.used to compute it. We
recall that one must'transfer to a punch-out block
any information we wish the machine to punch out
for us. Of course the values of t and v remain in
addresses 0151 and 0152 as well as in0?77 and 0178.
The distributor is used to effect this transfer. The
distributor must be told to go first to address 0151,
pick up t, and carry it to the punch-out block. From
Table M~II we find that operation code 69 is used to
load the distributor. Thus, on the program sheet
69" is written under the heading ""OP,"' and "LDD"
is entered as the operation abbreviation. '

c. The address of the data to be loaded
into the distributor is 0151, which now entered under
"DATA.Y

d. The next instruction is located in
address 0202.

Instr. no. 3 (program card no. 3)

a. Enter 0202 as the location of instruc-
tion no. 3.

h. We now wish to store t in the punch-
out band in address 0177. From Table M-II we find
that the operation code for this is 24, which is en-
tered under "OP." The symbol STDAstore the dis-
tributor) is entered as the operation abbreviation.

c¢. The address in which t is stored in
the punch-out band is 0177, which is now entered
under "DATA."

d. The next instruction is located in
address 0203.

Instr. no. 4 (program card no. 4)

a. Enter 0203 as the location of instruc-
tion no. 4.

b. We now want to load the distributor
with v, so that it can be transferred to the punch-out
block. Therefore, we again write "69'" under "OP"
and "LDD'" as the operation abbreviation.

c. The address of vy is 0152, which is
entered under "DATA."

d. The location of the next instruction’
is 0204.

Instr. no. 5 (program card no. 5)

a. Enter 0204 as the location of
instruction no. 5.

b. To store vg in the punch-out block
we enter operation code 24 under "OP" and STD as
the operation abbreviation. .

c. The addres's in which vy is to be
stored in the punch-out block was chosen as 0178,
which is next entered under '""DATA."

. d. The location of the next instruction
is 0205. .

Instr. no. 6 (program card no. 6)

a. Enter 0205 as the location of instruc-
tion no. 6.

b. From the flow chart we see that the
next step is to compute (1/2) gt and store it. First,
t® will be computed (we will use simplest program-
ming procedure to compute t“ although it is not the
fastest from the viewpoint of the machine). The
first step is to reset the upper accumulator to zero
and then enter t in the upper accumulator. The
operation code for this is 60, which is entered under
"OP." The abbreviation RAU (reset and add to
upper) is also entered under "OPERATION ABBRV."

c. ‘I'ne address of t ic 0151, which is
entered under "DATA."

d. The location of the next instruction
is 0206.

Instr. no. 7 (program card no. 7)

a. Enter 0206 as the location of instruc-
tion no. 7.

b. At this point t is in the upper accumu-
lator. We will multiply t times t, but in a manner
by which the computer keeps track of the decimal
point for us. This is called the "floating-decimal-
point" method, in which the position of the decimal
point is designated by a two-digit number as shown
in Table M-III. The manner of representing a num-
ber and the position of the point on an IBM card is
shown in Table M-IV. From Table M-II we find
that the operation code for floating multiply is 39,
which is now entered under "OP." The operatiun
abbreviation for this is FMP.

Table M-III

IBM-650 Method of keeping track of the decimal point

Number Floating-decimal-point notation
839.67838 53
83.967838 52
8.3967838 51
0.83967838 50
0.083967838 49 etc.
Table M-IV

Method of representing a number and its decimal
point on an IBM card by the floating-decimal-point
sysiem .

10 ] 9 8 7 6 5 4 3 2 1 0

Ffoatiﬁg ¢ ngg

decimal
point
The numbers designate digit positions in the word

only. For example, the floating decimal point occupies
digit positions 1 and 2. The first number from Table
M-III would appear ‘as .

8l3 9[6]7L8 ;ls‘sl3|+

—
INumber with 8 significant figures




. c. The address 0151 is now entered
under "DATA."

. d. The location of the next instruction
is 0207.

Instr. no. 8 (program éard no. 8)

a. Enter 0207 as the location of
instruction no. 8.

. b. At this point we have t2 in the upper
accumulator. Now we wish to multiply 1/2 times
t“. .Therefore, we again enter 39 under "OP'" and
FMP under "OPERATION ABBRV."

i c. The address of 1/2 is 0101, which
is now entered under "DATA."

d. The location of the next instruction
is ‘0208.

Inctr. no. 9 (program card no, 9)

a. Enter 0208 as the location of
instruction no. 9.

b. We now have (1/2) tz in the upper
accumulator, and wish to multiply this quantity by
g.- We write 39 under "OP'" and FMP under
"OPERATION ABBRV." :

L. c. The address of g is 0102, which is
now entered under "DATA."

d. The location of the next instruction
is 0209.

Instr. no. 10 (program card no. 10)

a. Enter 020Y as the location of instruc-

tion no. 10,

b. We now have (1/2) th in the upper
accumulator and want to store it in address 0161.
From Table M-II we find that the operation cade
for "'sture Lhe upper' is 21 and the abbreviation is
STU; these are entered in the appropriate columns.

c. The data address 0161 is now
entered.

d. The location of the next instruction
is 0210.

Instr. no. 1l (program card no. 11)

a. Enter 0210 as the location of
instruction no. 11, .

b. The quantity (1/2) gtz is now stored
on the drum. Next, we want to compute v, t but not
store it. We must first reset the accumulator to
zero and then add t to the upper accumulator. The
operation code for this is 60 and the abbreviation
is RAU, which are now entered.

. c. The address of t is 0151, which is
now entered as the data address.

d. The location of the next instruction
is 0211.
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tion no.

Instr. no. 12 (program card no. 12)

: a. Enter 0211 as the location of
instruction no. 12.

b. We now floating multiply v, times

t. Enter the operation code 39 and the abbreviation
FMP.

c. Enter the address of v, which is
0152.

d. Enter 0212 as the location of the
next instruction.

Instr. no. 13 (program card no. 13)
a. Enter 0212 as the location of

instruction no. 13.

b. At this point (1/2) gtz is stored on
the drum and vt is in the upper accurnulator. Now
we wish to floating add these two quantities. From
Table M-II we find that the operatinn codo for this
is 32 and the abbreviation is FAD.

c. The address of (1/2) gtz (which we
want to add to vgt) is 0161, which is now entered
under "DATA." .

d. Enter 0213 as the location of the
next instruction.

Instr. no. 14 (program card no. 14)
a. Enter 0213 as the location of instruc-
tion no. 14. : ’
. a2

L. At this point (1/2) gt + vy tis in the
upper accumulatuor. This must now be transferred
to address 0179 in the punch-out block. Therefore,
enter operation code 21 and its abbreviation STU

(store the upper).

c. Enter the address in which the above
is to be stored, i.e., 0179.

d. Enter 0214 as the location of the
next instruction,

Instr. no. 15 (program card no. 15)

a. Enter 0214 as the location of instruc-
15.

b. We now want the machine to punch
out the values for S, t, and vy on an output-data
card. From Table M-II we find that the operation
code for "write a card'" is 71 and its abbreviation is
WR1, which are now entered in their respective
columns.

c. The words that we want punched out
are in three different addresses, namely, 0177,
0178, and 0179, A feature of the 650 allows all .
three to be punched out on the same card when any
address in the punch-out block is given. Therefore,
we enter 0177 under '""DATA' to effect the punch-out
of S, t, and vg. The punch unit of the 650 punches
the results in floating-point word form on a card
which comes out of the machine.

d. One loop of the program cycle has
now been completed.



We now want the computer to process the second
input-data card in the same fashion. Therefore to
commence the second cycle we write 0200 as the
location of the next instruction. This seemingly
complicated procedure is performed in much less
than one second from the time the input card goes
into the machine to the time the output card is
punched. )

Conclusion
The foregoing has been an explanation of how

to write a simple program. In many cases there are
more elegant methods which would allow quicker

processing of the data. However, this basic approach
should be mastered before considering the advanced
techniques.
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N. CHROMATOGRAPHY

Wilson Johnson*

Chromatography is a very appropriate topic
for high school study. It is readily demonstrated
with inexpensive equipment, and the physical princi-
ples upon which it is based are easy to comprehend.
Also, the development of chromatography is an
interesting story of progress in jumps, with long
periods of inactivity.in between. Today it is one of
the most useful separation techniques in industry.
Yet ten years ago gas chromatography, the main
topic of interest at present, was unknown. No major
instrument maker would dare omit it from his reper-
toire; if he did, he would face a certain business
failure hecause so much money now goes into this
type of equipment.

Chromatography was developed between 1903
and 1904 by the Russian botanist Tswett. He was
attempting to separate such similar and complicated
chemical compounds a¢ root and plant éxtracts, He
knew that cxisting methods such as distillation werc
nnt capable of duing this. Therefore, he experi-
mented until he discovered the technique represented
in Fig. N-1. This turned out to be a remarkable
solution to a very difficult prohlem.

pet ether
\ / extract

inulin
glass o
column

yellow

L

Fig. N-1. Tswett's original experiment-~the
earliest chromatographic separation.

He placed a powder called inulin into a column
that was constricted at the bottom so that it could not
run out. Inulin is a material very similar to starch,
both in appearance and chemical composition. Over
this he poured petroleum ether, a highly volatile
liquid, and waited until some of it began dripping out
the bottom. Next, he put onto the column a layer of
the extract which he wished to analyze. This had
previously been dissolved in pet ether. He then kept
flowing more pet ether over this layer.

—
Guest lecturer from Shell Development, Emery-
ville, California.

. After a while he noticed a yellow color in the
effluent; also on the column there appeared two dis-
tinctly separate bands. The lower one was green
and the upper one yellow. He allowed the material
to dry, and then pushed it up out of the surrounding
glass tube. Next, he sliced the material into discs,
each of a different color. When he washed each
disc and analyzed the solution, he found that it was
composed of a single constituent of the original
material.

In this way Tswetl achieved the separation of
plant pigments, something that had never before
been done. Because he uscd colured materials and
obtained colored bands, he named this technique
""chromatography.'" This has turned out to be a mis-
nomer, since color is not involved in aome of the
movre recent types of chromatography.

The surprising thing is that chromatography
was not immediately put to use. Although it was
reported in the literature in 1910, this novel method
lay idle until 1931 when R. Kuhn employed it in con-
nection with his work on carotenes. It is true that
Tswett's article was in Russian, but it had been
reviewed in American journals soon after it was
published.

The technique originated by Tswett is now
called liquid-solid chromatography. Since 1931
several other types of chromatographic separation
have arisen. The first of these, liquid-liquid
chromatography, was developed in 1941 by Martin,
an Englishman. This opened a whole new field of
investigatinn At first, une may tind it difficult to
imagine how a liquid can be held in a column while
another liquid is poured through it.

Tnstoad of au active solid such as inulin,
Martin used an inert, free-flowing, porous solid
called Celite, a diatomaceous earth. He then im-
pregnated the pores of this powder with a liyuid su¢h
ao waler. The result was still a free-flowing solid.
Over this Martin then poured pet ethor and proceeded
as iu the ¢ase of liquid-solid chromatography.

bands of
different
colors

spot of material
| _—to be analyzed

| 1

filter paper —

water

Fig. N-2. Paper chromatography.



A few years later, in 1946, Martin developed
paper chromatography (see Fig. N-2). A drop of the
solution to be analyzed is placed on a porous paper
(for example, a drop of ink on filter paper). This
paper is next dipped into a vessel containing water.
As the water seeps upward by capillary attraction
distinct horizontal bands appear on the paper. These
colored bands are characteristic of the materials in
question.

In his 1941 paper Martin also suggested the
technique of gas-liquid chromatography. The proce-
dure for preparing the column is the same as in
liquid-liquid chromatography. But instead of
pouring a liquid over the column, gas (such ashelium)
is passed through it. The sample is injected into
this gas stream by means of a hypodermic syringe.
Martin did not try this method until 1952, nor did any-
one else. Thus, one of the best ideas of the century
was available fot 11 years beforo anyone applied it,
and then Martin himself had to do the work!

Gas-solid chromatography has also been
developed, but it has such a limited application that
we will not discuss it. In practice, when we use the
term ''gas chromatography' we mean ''gas-liquid
chromatography."

The techniques mentioned so far are col-
lectively called "elution chromatography.'" There
is another type, named ''displacement chromato-
graphy.' This differs from elution chromatography
in that the solvents which are poured over the
column are much more active. In this technique a
particular component in the mixture moves down the
column only because. it is pushed by the component
immediately following it. The last component, in
turn, is being pushed by an active mobile phase,
called the displacer. Since one component is
pushing annther, adjacent components can never be
completely separated. Therefore, displacement
chromatography is seldom used and we will not con-
sider it further in this lecture.

By contrast, the principle of separation
utilized in elution chromatography is capable of
completely separating adjacent components. To
explain this principle we can make an analogy to a
conveyor belt. Suppose that this conveyor belt is
rotating at a constant speed and that there is a sta-
tionary platform alongside it. A person could either
stand on the conveyor belt or the platform. If he
were to spend all his time on the belt, he would
travel at the same velocity as the belt. Likewise,
if he were to stay on the platform he would have zero
velocity. But by hopping back and forth between the
belt and platform he would travel at some inter-
mediate average speed, depending onthe fraction of
time spent on the belt. For instance, if he spent
one-fourth of his time on the belt, his average
velocity would be one-fourth that of the belt.

This is exactly what is happening in a chro
matographic column. There is one phase that is
moving and one that is stationary. A molecule in
the mobile phase travels at the speed of that phase,
whatever that happens to be. But its average
depends on the fraction of the time spent in the
mobile phase. Thus, the material which spends the
greater portion of its time in the mobile phase will
be carried faster, and hence come out first in the
effluent.

This explanation accounts for the vacant
spaces between the bands: There is no molecule
present that spends the correct fraction of its time
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in the mobile phase to be deposited in that particular
vacant region.

By noting where a given material is deposited,
we can calculate backwards to find what fraction of
the time it spent in a mobile phase. All materials,
if they are in dilute solution, have their own unique
value for any pair of materials, whether it is a
liquid in a solid, a liquid in a liquid, a gas in a
liquid, or a gas in a solid. We call this value which
characterizes a material its ''partition coefficient."

) Tables of partition coefficients have been
compiled for many materials. Suppose that we have
performed a separation. We would then consult
these tables to find what materials deposit at a
given point. Perhaps we find that five or six
different materials can. If so, we would repeat the
experiment using a different type of column. For
instance, if we first used pet ether and inulin, we
might next use waler and poet ether. We would then
find that the unknown material deposited at a differ-
ent point. Again consulting the tables, we would
find several materials that could do this. The
material in question would be the one that appeared
in both lists. Assume, however, that all but two
materials were eliminated. We would then have to
repeat the experiment until finally all the materials
except one have been eliminated. . '

Unfortunately, at present our tables are not
complete for all known materials. This is not sur-
prising, since chromatography has only recently
attracted wide attention. Most of the data that are
now being collected pertain to gas chromatography,
since this is the most important area. In the case of
gas chromatography, the term ''retention volume" is
sometimes used rather than partition cuefficient.

The lack of tables is not a disadvantage pro-
viding one knows that thc material in guestion is one
of several possibilities. Suppose that a biochemist
knows that the material he wants to identify is one of
five substances. He would run five tests, each with
a different one of the known materials, and note
where they came off on the column. The one that
came off in the same place as the unknown sample
would be the same as the unknown sample.

There are a number of advantages to gas
chromatography. One of them is that samples can
be more easily placed on the column because the
flow rate is much faster. With the other methods,
all the excess liquid must be removed from the top
of the column before the sample can be placed on.
Before pet ether can be poured over it, the material
must once more be dry. This is a tedious process

and also an uncertain one. Sometimes air gets
trapped in the column and ruins the experiment. How-
ever, with gas chromatography it is a simple matter
to place the sample on the column. A hypodermic
syringe is used to squirt the sample into a rapid
stream of gas as it enters the column. Even though
some of the sample diffuses out, most of it hits the
top of the column practically instantaneously.

Other advantages of gas chromatography are
that the columns are easier to make, they work
better, and they last longer. Most important, gas
chromatography is much more sensitive in detecting
trace amounts of a material. Also, the degree of its
response does not depend on the type of material but
only on the amount. Thus, we can use gas chroma-
tography to tell not only what material was initially
present but also in what quantity.




Before describing the detection methods used
with gas chromatography, we will first explain the
technique used with liquid-liquid chromatography,

since the two detection methods are somewhat similar

in principle. Suppose that the sample consists of
several fatty acids which we wish to separate. The
effluent is then run into a vessel containing sodium
hydroxide. Since the pet ether (the carrier) is lighter
than any of the fatty acids, it floats on top of the
sodium hydroxide. But the acid settles to the bottom
where it neutralizes some of the sodium hydroxide.
An automatic titrator then senses this unbalance and
automiatically replaces enough sodium hydroxide to
restore the balance. At the same time a recording
pen is moved, indicating the amount of sodium hydro-
xide that was replaced. In this way a graph is ob-
tained. Whenever one of the fatty acids comes
through in the effluent, the recorder pen is displaced
on this graph (Fig. N-3).

retention volume
of peak
characterizes material

displacameént indicates
amount praesent

sample added —— 1
at this point

pen position

volume of carrier gas

Fig. N-3. A chromatogram obtained for liquid
liquid chromatography.

The distance between pen positions before and after a
component has been neutralized is a measure of the
amount of the material present in the original saruple.

retention volume
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|
|

sample added
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M . present

volume of carrier gas

pen position

Fig. N-4. A gas chromatogram.

The detection method used with gas chroma-
tography involves passing the gas effluent through a
detector. In a similar fashion a chromatogram is
obtained (Fig. N-4). The distance between peaks
again characterizes the type of material. However,
in this case the amount originally present is in-
dicated by the area under the peak, not just its
height as before.

Only two types of detectors used in gas caroma-
tography will be described in this lecture: the
thermal-conductivity cell and the flame -ionization
chamber (see Figs. N-5 and N-6). The former
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Fig. N-5. Thermal-condictivity cell.
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Fig. N-6. Flame-ionization chamber.

is the most commonly used but the latter is the
most sensitive. Under the best conditions the
thermal-ccnductivity cell can detect 0.00000005
gram of gas as it emerges [rom the column. But
with flame ionization one-fiftieth of this amount cau
be detected.

The thermal-conductivity detector consists of
a small chamber which is connected to the column.
A wire coil inside this chamber is heated by a constant
current. But the wire is continually cocled by the
helium carrier gas coming from the column. This is
because heat can transfer in the helium gas between
the hot wire and the wall of the detector, which is
cooler. However, when foreign molecules come
along in the heliumtheyimpede this cooling of the wire
and it becomes hotter. As it becomes hotter, its
electrical resistance changes. This change in
resistance is then measured by a Wheatstone bridge



and is automatically recorded on a graph, givinga
chromatogram.

With flame ionization, nitrogen is used as
the carrier gas. As it leaves the column it enters a
chamber in which hydrogen and oxygen are burning.
A high potential exists across the chamber, so that
a small current (perhaps a trillionth of an amp)
flows across the chamber in the flame. Whén a
sample component comes along in the nitrogen
stream it becomes ionized wheén it strikes the flame.
This changes the electrical conductivity of the
flame. The resulting change in current is then
measured by an electrometer amplifier and auto-
matically recorded, giving a chromatogram.

In closing, we should mention the one limi-
tation of gas chromatography: there must be an

appreciable volatility of the sample in the gas phase.

To use our analogy, the material must spend some
of its time on the conveyor belt in order to come off
the rnlumn. Thoro arc multitudes of materials that

cannot be used in gas chromatography because they

will not move down the column. Roughly, gne might
say that any substance that boils below 300" C can
be used with gas chromg.tography. In special cases
this limit might be 400~ C or slightly higher. Of

« course, the material must not break down under the

heat necessary to encourage it to spend some of its
time in the mobile phase. .

Thus, there is still a challenge, in liquid-
liquid chromatography especially, to find detectors
and sample injectors that will enable us to perform
separations that are now impossible.
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O. THE TRANSURANIUM ELEMENTS

Richard M. Diamond

It is appropriate that the subject of the trans-
uranium elements be included in this lecture series,
because all ten of the ones that are presently known
were either discovered or co-discovered at this
Laboratory. However, our story starts not here in
Berkeley, but rather in Rome about 25 years ago.
Enrico Fermi and his distinguished collaborators
were irradiating many elementary materials with
neutrons, and by neutron capture,creating new radio-
active isotopes. Fermi suggested that they should
bombard uranium 238, element 92, the heaviest
element then known. The neutrons might be captured,
giving uranium 239. This would be unstable and might
beta-decay into element 93. In this way, a new ele-
ment might be obtained, one which does not exist in
nature.

When Fermi's group irradiated uranium 238
with neutrons they indeed found several new activities
and ascribed one of them to element 93. A few years
later Fermi won the Nobel Prize mainly for this dis-
covery. As later developments showed, this was a
case where the right man got the right prize for the
wrong reason. Element 93 had not yet been discov -
ered.

In the next four or five years Lhi ssituation be-
came very puzzling. In irradiating U 38 Fermi and
others found not just two or three new activities, but
dozens of them. They were led to ascribe some of
these to elements such as radium and actinium. This
was very difficult to believe, because no place else in
the periodic table had anyone found that when a nuc-
leus captures a slow neutron it could then.eject three
or four protons to lower its charge. Yet the uranium
nucleus was apparently lowering its charge from 92
to 89 or 88.

To identify these as radium and actinium
activities, they first dissolved the irradiated materi-
al; then they added a few milligrams of barium or
lanthanum as carrier materials and did a precipita-
tion analysis. For example, they might preccipitate
barium sulfate by adding a few milligrams of barium
and then some sulfate. Barium sulfate is insoluble,
as is radium sulfate. If some radium activity were
present it would carry on the barium sultate. When
the precipitate was separated from the solution, it
was found that one of the activities had indeed carried
on the barium, and during additional tests the activ-
ity followed barium chemistry, which is very much
like radium chemistry. However, barium and radium
are not the same element. They are in the same
family in the periodic table and their sulfates are
insoluble, but they do have differences., But, it was
not possible to separate the radium from the barium
sulfate precipitate. In a similar fashion, lanthanum
carries actinium. But, again, actinium could not be
separated from the lanthanum sulfate precipitate.
These results were baffling.

In 1939 Hahn and Strassmann cleared up this
mystery. Uranium does not just capture a neutron
and give off a gamma ray, as was previously thought.
Rather, the uranium nucleus splits into two fragments,
each of which is an element belonging somewhere in
the middle of the periodic table. In other words,

were given off, yielding neptunium 238.

these activities that were taken to be radium and
actinium because they followed barium and lanthanum
chemistry were in fact barium and lanthanum® Obvi-
ously, an.element cannot be separated from itself.
The fission hypothesis also solved the difficulty as to
why there was such a multiplicity of activities, be-
cause very many elements are made in fission. How-
ever, this hypothesis left open the question as to
whether uranium will capture a neutron and go to ele-
ment 93. That is, the original Fermi suggestion had
not yet been proved or disproved.

In the following year, 1940, E. M. McMillan
and P. H. Ableson at this Laboratory were studying
the fission process. They were looking at uranium
samplce that had been hombarded with neutrons and
observed that most of the fission-fragment pairs
came off the target in opposite directions as Lhey
repelled each other coulombically. However, one of
the numerous activities did not recoil away from the
target, but instead stayed on the target plate. This
a1ade themy ouopoot that they had seen the following
reaction, in which there is little recoil of the result-
ing product: :

U238 (n, ) 92U239 B 93239‘

92 23 min
. - 239

They found that this activity (93 ) had a half
life of 2.3 days. They then did some chemistry to
show that this activity was not uranium or any of the
neighboring elements such as radium or actinium.
In fact, it was not any known element. Therefore,
they ascribed this activity to element 93. They named
this new element neptunium after the planet Neptune,
because it is outside of Uranus in the solar system.

McMillan and Ableson knew that Np239 should
be a beta-minus emitter and should decay into the
next higher element, element 94, as given by

e

239
93 2.3 day

94239'

But they were not able tu [ind any activity that could
be ascribed to element 94. The reason for this
Lecalue clggr later when element 94 was found. The
isotope 94 ? has a very long half life—23, 000 years.
With the very small amount that they made they were
not able to observe the few counts that were obtained.

However, element 94 was discovered later in
the same year (1940) by means of charged-particle
irradiation rather than neutron capture. Seaborg,
McMillan, Wahl, and Kennedy used the 60-inch cyclo-
tron to produce gigh-energy deuterons, which were
then shot at U%3 . The deuteron was captured by the
uranium nucleus, and in the process two neutrons
This in turn

beta-decayed into element 94, as given by’

238 B~ 94238

238
U ( 2.0 days

d, 2n)Np

Element 94, with mass number 238, has a half 1if239
of 90 years, and so was easier to observe than 94777,
Element 94 was given the name plutonium because



Pluto is the next planet beyond Neptune.

Since 1940, almost a dozen different isotopes:
of neptunium and another dozen of plutonium have 239
been discovered. The one that is best known is Pu
which is now made by the neutron-capture method in
large amounts; it is the fissionable material of the
atomic bommb. When fission was discovered in 1939
no one foresaw its tremendous importance. What
started out as a purely academic investigation proved
to have rather startling consequences.

Several problems made it difficult to discover
elements heavier than plutonium. Of these, the most
important was that in order to obtain elements 95 and
96 by the methods already described, one must have
weighable amounts of neptunium or plutonium as a
target material to be bombarded by neutrons or deu-
terons. However, neptunium and plutonium do not
exist naturally, but must be made. By contrast,
uranium is fairly abundant, so that this problem did
not exist in making elements 93 and 94. To make
sufficient plutonium or neptunium in a cyclotron is a
time-consuming task. However, during the war the
first nuclear reactors were built to produce plutonium
for the bomb.

By 1944, about 10 milligrams of plutonium
became available to investigators so that they could
begin looking for further elements. This time alpha
particles were used instead of deuterons to bombard
the target material. Deuterons have only one proton,
so that they can raise the charge on the targetnucleus
by only one. But if alpha particles (which can be
accelerated just as easily in the 60-inch cyclotron)
are used. the charge can be raised by two. Plutonium
239 was therefore irradiated with alpha particles to
give the following reaction:

242
94Pu239(u,n) 96 .

Element 96 was identified by Seaborg, James,
and Ghiorso by means of a microscale qualitative

analysis for all the elements in the periodic table.
This consisted mainly of precipitations of various
carriers, such as insoluble sulfides and hydroxides,
AgCl, LaFj3, etc., and observing whether the activity
carried. If it did not carry on silver chloride, for
example, the activity could not be lead, silver, or
mercurous mercury. In this way they gradually
eliminated all the elements in the periodic table.
Since the unknown activity was no element in the
periodic table, including element 93 and uranium,
they were fairly certdin that it was element 96.

The complete identification of this element was
made in a very simple way, one that is quite often
used. This particular isotope of element 96 was an
alpha-emitter. In emitting an alpha particle, element
96 decays into plutonium 238:

242 a 238

96 160 days’* —-
Since the plutonium-238 activity was already known,

the parent nucleus obviously had to be plutonium 238

plus one alpha particle, or 96 2. This new element

was named curium in honor of the Curies.

- It was recognized that the transuranium elements
were behaving like a new rare earth series. Previ-
ously, it was believed that elements 90, 91, 92, and
93 should be similar to elements 72, 73, 74, and 75.
However, as early as 1940 McMillan and Ableson
pointed out that neptunium did not behave like it be-
longed in the family with manganese and rhenium.
Rather, neptunium behaved like uranium. They sug-
gested that a new rare earth series might exist in
which the elements were more similar to each other
horizontally than vertically. By the time that element
96 was made, this tact became evident. Figure O-1
shows how this new rare earth series fits into the
periodic table, beginning with element 90 and extend-
ing to element 103, which has not yet been discovered.
We call this new series the actinides, since they fol-
low actinium, element 89. Likewise, the light rare
earths, elements 58 to 71, are called lanthanides
because they follow lanthanum, element 57.

1 2
H He
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After element 96 was discovered, Seaborg,
James, and Morgan found element 95. Their method
was to irradiate plutonium with neutrons. Most of
the plutonium neaclei fissioned, but some captured a
neutron, producing plutonium 240. Plutonium 240
captured another neutron, giving plutonium 241;
plutonium 241 is a beta-minus emitter and goes to
element 95, with mass number 241, These reactions
are as follows:

239 240

Pu +n-Pu

u240 +n-—> Pu24l +y

by
P

4241 B 241

P 95Am

94 I3 yr

Because it was realized that element 95 was a mem-
ber of the new rare earth series, it was named
americium in analogy to element 63, europium, which
is right above it in the periodic table.

There ensued a period of battling with difficulties.
One difficulty has been mentioned already, that of
having enough target material. To go on to make ele-
ments 97 and 98 by the methods so far described, one
would need weighable amounts of elements 95 and 96
as target materials. To obtain these targets, uranium
could be placed in a pile and irradiated to produce
plutonium 239. The plutonium 239_could then be re-
moved and separated, the pure Pu being put back
into the pile. This would undergo two successive
neutron captures to form Pu4l which would beta-
decay to Am It might take several years to get
just a few milligrams or micrograms of americium
to use as a target.

In addition to the difficulty of obtaining the tar-
get material, there is the problem of separating it
from the many grams of plutonium that were put in
the reactor. These materials, being highly radio-
active, are very dangerous to handle. Therefore,
new equipment and techniques for handling radio-
active materials had to be developed which would
allow very complicated chemistry to be done without
a human every touching the materials. The materials
must be placed in a large lead-enclosed cave where
they can be handled by remote control. Special pre-
cautions had to be taken to prevent the alpha particles
that are emitted from being ingested.

Another handicap to purifying the target materi-
al is that it is a member of the same chemical family
as plutonium, from which it must be separated. More-
over, the target material, sufix as americium, may
constitute only one part in 10° " of the total material.
This means that the separation techniques must be
extremely good. Prior to the time of the Manhattan
Project the light rare earths, or lanthanides, had
never been well separated. Chemists had spent whole
lifetimes trying to get pure samples by means of
fractional crystallization and precipitation. Fortun-
ately, the ion-exchange resin separations were devel-
oped about this time (see Section N '"Chromatography''},
to solve this very formidable problem. With this
method, the lanthanides and actinides can be separa-
ted quite well in a matter of hours, even when one
material is present only in trace amounts. Professor
Cunningham of this Laboratory was the first to use
this method for separating the transuranium elements.
Today the ion-exchange column is one of the two tech-
niques {(and perhaps the best) used for this purpose.

Still another problem connected with heavy-
element discovery is that of knowing something about
the characteristics of the nucleus with which one is

dealing. All of these nuclei are, of course, radio-
active, but it would be helpful to know something
about the nature of their decay. All the elements
heavier than lead are alpha-active, but some of them
decay predominantly by beta decay, by electron cap-
ture, or by spontaneous fission. It would help very
much in designing the experiment to find them if one
knew what to expect. It would be helpful to know the
approximate energy of the decay, particularly when
using an alpha counter. It would also help to know
what half life to expect. Fortunately, about this time
there began to develop a heavy-element systematics
based on the following sort of reasoning: All of the
elements above lead are unstable toward alpha decay.
It is relatively easy to calculate empirically what

the alpha-decay energy should be. For instance,

a given element Z of mass number A will alpha-
decay as follows:

28 % (z2)A % & (7 g8l
This may not be the predominant decay mode, be-
cause at some point it must beta-decay, but never-
theless, one can estimate the energy of these alpha
decays. Since the mass of an alpha particle is
known, one can then calculate the mass of the suc-
ceeding nucleus. This can be done for each succeed-
ing nucleus formed in the chain.

There can be only four such possible families
of alpha-decay chains. This is because an alpha
particle has a mass of foulr. Thazt is, the starting
material can be Z4A, z A" , zA- , or zA-3 At
ZA'4 one is back in the Z°" chain again. Thus, one
can calculate empirically the masses of all the iso-
topes above lead in terms of four known nuclei.
These four chains can be joined together by any three
well-measured beta-decay or neutron-capture pro-
cesses which go from one chain to another. In this
way, one can calculate all the isotopes in terms of
a particular nucleus. This is precisely what was
daone. T.ong hefore the heavier elements were dis-
covered their masses were approximated in this
manner. Once the masses of all the elements are
known, one can make a big two-dimensional grid of
all the elements. From this chart one can look at
pairs of isotopes which have the same mass number
but differ in charge by one unit. The difference in
mass is the beta-decay energy. By knowing the
beta energy, one can then estimate the half life,
i,e., the time it takes for the isotope to decay by
beta emission. Also, by knowing the alpha energy
one can estimate the alpha-decay half life. The two
half lives can be compared to see if the isotope will
decay predominantly by beta emission or alpha decay.
As a general rule, the more energy that is available
for a particular type of decay, the faster the decay
occurs. Consider an element that can decay by either
alpha or beta emission. If it has a high energy for
beta decay, then its partial half life for beta decay
is very small, say, one second. But if its partial
half life for alpha decay were a year, which type of
decay would one mainly see? The answer, of course,
is the l-sec beta decay. The total half life of a par-
ticular sample is the rate at which it disappears.
Alpha and beta decay may be going on at the same
time, but beta decay might be 10, 000, 000 times
faster than the %%ha decay, or vice versa. Consider,
for example, U and neptunium 239. Although
they have the same mass number, they do not have
identical masses. It would be quite a coincidence if
their actual masses were identical. They differ in
charge by one unit. The heavier one is going to
beta-decay to the other. If neptunium 239 were the
heavier, it would electron-gagture (which is a type
of positive beta decay) to U 39, However, if U



were the heavier, it would bet?:’,-dninus -decay to
neptunium 239. Of course, U is actually heavier
so that it beta-minus-decays to neptunium 239, and
this proceslid's much more likely than the alpha

decay of U The partial alpha half life is longer
than the partial beta-decay half life.

In the four or five years prior to 1949, com-
plete charts were made of the heavy elements and
estimates were made of their half lives, the type of
decay, and the energy of the decay. By the end of
1949 Ghiorso, Thompson, and Seaborg were ready
to look for elements 97 and 98. The first reaction
looked for in 1949 was

241 4
m

958 s 2He 97243 o

An exlremely small amount of americiuim was bom-
barded with alpha particles. The new activity that
was found was named berkelium as an anology to
element 65, terbium, which is just above berkelium
in the periodic table. Terbium was named after
Ytterby, a town in Sweden where rare earths were
first found.

The next reaction looked for by the same group
(plus Dr. K. Street) was
242 4

geCm’t? 4 He ~98%%% 4.

It was predicted that 98245 would be an alpha
emitter, that its half life would be between 30 min-
utoe and 2 houro, and that thc cnergy of the alpha
wozlig be between 7.0.and 7.3 Mev. As it turned out,
98 is a 45-min alpha emitter with an energy of
7.1 Mev. Also, it was predicted that element 98
would come off at a certain place in the ion-exchange
* elution, and it did! In fact, the first two drops that
were looked at were a new activity with the expected
properties. Element 98 was named californium. It
was not named by analogy. If it had been, it could
have been called euprosium, after dysprosium
(element 66), which is above element 98 in the peri-
odic table. Dysprosium means "hard to find.'" By
contrast, element 98 was a cinch after the experi-
ment on element 97, since so much about it could
be predicted. The first time it was looked for, it
was found. Therefore, a logical name might be
euprosium, meaning '‘easy to find."

By the time element 98 was discovered it was
becoming quite obvious that to make any more new
elements by the same procedures would be increas-
ingly difficult. The target material could be obtained
only after several years of waiting while the materi-
al was being irradiated in a pile. Then a very care-
ful separation would have to be made. Therefore,
it was decided to start with a more readily available
target material and use a projectile with a higher
Z, so that a bigger jump could be taken at one time.
For example, element 98 could be made by bom-
barding uranium with carbon ions, which have a
charge of six rather than two, as in the case of
alpha particles. In fact, several new isotopes of
element 98 were subsequently made in this way,
using carbon ions from the 60-inch cyclotron. How-
ever, it is fairly difficult to accelerate carbon and
get the conditions just right in the 60-inch cyclotron.
Therefore, a new machine was built, a heavy-ion
linear accelerator, whose purpose would be to pro-
duce heavy ions. This machine, which was com-
pleted in 1957, can accelerate ions as heavy as
argon, element 18.

But this is getting ahead of our story. In the
meantime, investigators used the old method, al-
though it was time-consuming and difficult. They
put plutonium in the Arco pile and left it there for
several years. Gradually the plutonium captured
neutrons and went to a very heavy plutonium, which
then beta-decayed to the next element (95). This in
turn continued to capture neutrons till it got to a
very heavy isotope of americium, which finally
beta-decayed forming element 96. This then cap-
tured neutrons until a beta-unstable isotope was
produced which decayed to an isotope of element 97.
This captured neutrons until it formed a beta-
unstable isotope of 97 which decayed to element 98,
and so forth until small amounts of some isotopes
of elements 99 and 100 were produced. Figure O-2
shows this process, which took several years.
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Fig. O-2. Production of heavy elements in a pile.

It does not appear that this process can be
carried much further in a pile. An equilibrium is
established between the production and decay of the
nuclei, since their half lives become so short in this
region. However, if the neutron flux could be great-
ly increased, heavier elements might be created.
For example, if it takes 14 neutrons to get up to a
certain heavy-element isotope, then the probability
of making the element is proportional to the neutron
flux to the 14th power. Thus, if the neutron flux is
doubled, the chance of malli'mg the heavy element is
improved by a factor of 27°.

Now, where is the biggest neutron flux that one
can think of ? In a thermonuclear explosion, of
course. Thus, elements 99 and 100 were discovered
by accident in the big Mike explosion in 1952 in the
Pacific. Drone planes flying through the clouds of
the explosion gathered samples of the radioactive
dust. These samples were brought back to the
United States for chemical analysis. This was done
at the Argonne National Laboratory, the Los Alamos
Scientific Laboratory, and here at the Radiation
Laboratory. Some very heavy plutonium isotopes,
heavier than had ever been seen before, were found.
Plutonium 244 was found, for example. In a bomb
explosion a terrific neutron flux occurs for a very
short period so that the neutrons all get captured
before any beta decays can occur. Thus, one finds
a distribution of heavy uranium isotopes ranging
from normal uranium 238 to uranium isotopes in
the 250's; these are very unstable and beta-decay
quite rapidly. When they do beta-decay, they go to
the heavy plutoniums that have never been seen
before. From calculations, chemists suspected
that some new heavy elements might also have been
created. Therefore, hundred-pound amounts of
debris were collected and analyzed. In this way
elements 99 and 100 were discovered before they
were created in laboratory experiments, but de-
classification procedures did not allow this fact to
be published. Element 99 was named einsteinium in
honor of Albert Einstein, and element 100 was
named fermium in honor of Enrico Fermi.



By 1955 a very small amount (only a billion
atoms) of element 99 became available as a target.
It was made by long irradiation in the Arco pile.
Such a tiny amount is not visible nor is it weighable.
It was an extremely valuable sample, having a 20-
day half life. To avoid wasting any, the einsteinium
was plated as a very thin layer onto a thin gold foil.
This was exposed to a very intense alpha-particle
beam from the 60-inch cyclotron (Fig. O-3). After
going through the gold foil, the alphas then hit the
atoms-thick layer of einsteinium 253. In the process,
the einsteinium picked up an alpha and went to ele-
ment 101. The nuclei of element 101 that were
formed then recoiled out of the target, owing to the
momentum of the incoming alpha. These nuclei of
element 101 were then collected on a second gold
foil placed behind the target. After a few minutes
of bombardment, this collector foil was taken out of
the assembly and dissolved in aqua regia. The gold
was solvent-extracted away and the remainder
cleaned up completely on an ion-exchange column.
An ion-exchange elution was then made in which it
was possible to predict the position of element 101.
From the dissolved foils of eight bombardments a
total of 17 atoms of element 1Ul were féund. This
new element was named mendelevium in honor of
Mendeléef, the father of the periodic table.
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Fig. O-3. Target arrangement for

producing element 101.

The final chapter of our story started in 1957
when a group of workers at the Nobel Institute in
Sweden, working with colleagues from the Atomic
Energy Research Establishment of England and the
Argonne National Laboratory of the United States,
reported element 102. They bombarded a curium
target with carbon 13, the rarer form of carbon.
They reported that element 102 has a half life of
10 minutes, and they identified it by an alpha decay
of 8-1/2 Mev. They did this experiment several
times, but only once were they able chemically to
identify the activity as a new element. This experi-
ment has been repeated many times at this Labora-
tory, but without being able to find this particular
activity. The Swedish workers have also been un-
able to reproduce their results.
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Last year (1958) Ghiorso, Sikkeland, Walton,
and Seaborg of this Laboratory announced the dis-
covery of 102. They made the isotope 102254 by
bombarding curium 246 with carbon-12 ions from
the heavy-ion linear accelerator.. They identified
it in a variety of ways, in particular, by chemical
identification of the daughter. Element 102 alpha-
decays to element 100, fermium 250. By chemically
identifying the daughter and showing that it was, in
fact, the alpha daughter of the unknown activity,
they definetely proved the existence of 102. Its half
life is 3 seconds, so that one cannot do too much
chemistry with 102 itself.

This brings us to the end of our story and to the
last difficulty, namely, that the half lives arec
becoming very short as we go to heavier elements.
The reasun for this is the coulombic répulsion of the
protons in thec nucleus. So many protons piled intn a
very small space repel each ather very strongly, and
the nucleus tends to blow apart. The two methods
of disintegration available to the nucleus are (a) the
emission of an alpha particle, and (b) a spontaneouns
fission. The time scale for spontaneous fission he-
coinnes incrcacingly chort as mere charges are added
to the nucleus. For example, the partial half life of
thorium (element 90) for spontaneous fission is of
the order of a billion-billion years. For fermium
(element 100) it is on the order of vne year. For
elements 101 and above, it becomes seconds and
then microseconds. This means that one can create
a heavier element, but it blows apart as fast as it is
made. Thus, the chase is ending. A few more ele-
ments will be made and their properties will be
interesting. For instance, element 103 will be the
last of the heavy rare earths; it will correspond to
element 71 in the rare earths. Element 104 will not
be a rare earth, but instead will be the homolog of
the plus-four family. That is, 104 will lie under
hafnium (element 72), as indicated in Fig. O-1. Ele-
ment 105 will be like tantelum (73); 106 liko tungsten
{74), 107 like rhenium (75), 108 like osmium (76), etc.
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P. HEALTH PHYSICS

Wade H. Patterson

The first radiation injury, which was later
identified as an x-ray burn, occurred a few months
before the discovery of x-rays was announced by
Becquerel in 1895, However, not until 1928 were
procedures established for insuring adequate pro-
tection. Prior to that, most of the regulations
were concerned with the number of hours a person
could work per day or per week, but not with the
actual exposure he could safely receive or with the
shielding necessary to protect him.

In 1928 the International Commission of
Radiation Protection was formed, growing out of
the International Congress of Radiologists. A year
later the National Commission on Radiation Pro-
tection was created. From these commissions came
rules concerning safe levels of radiations exposure,
as well as protective procedures to be followed.

During World War II when the Manhattan
District first began producing large quantities of
radioactive materials with the chain-reacting pile,
it became necessary to have an organized group
within the project responsible for radiation control.
Originally, there were a health division, a health
instrument section, a health biology section, and a
health physics section. Eventually these coalesced
into one group called health physics. :

Today health physics is the term most often
used to describe personnel at Atomic Energy Com-
mission laboratories engaged in radiation safety.
The Public Health Service generally has the respon-
siblity for protecting the public at large from the
harmful effects of radiation, At this Laboratory
there is a unique division of responsibility between
the health physics section and the health chemistry
section. The former is responsible for the per-
sonnel monitoring program and for controlling
accelerator -produced radiation. The health chem-
istry group is responsible for the control of radi-
ation from radioactive sources, for decontamination,
for waste disposal, and for radioisotope control.
This division of responsibility exists at no other
laboratory.

Units of Radiation Measurement

Certain units of radiation measurement must
be defined in order to discuss radiation exposure
quantitatively. The units most commonly used are:
a. The curie, which is defined as 3.7x10'°
disintegrations per second (d/sec). Originally this
definition was different, being the disintegration
rate of 1 gram of radium in equilibrium with its
decay products. This was an unsatisfactory def-
inition owing to certain small corrections that had to
be applied.

b. The roentgen, which is defined as_one
electrostatic unit of charge (+ or -) in 1 ¢cm” of air
at standard conditions of temperature and pressure.
The roentgen has also undergone a modification since
its first definition, which originally was in terms
of x~-ray radiation only. The present definition is
also applicable to other types of radiation.

c. If one is concerned with the effect of
radiation on tissue, an appropriate unit is the
roentgen equivalent physical {(rep), since the

roentgen is a measure of charge in air, not tissue.
The rep is defined as a dose of 90 erge of radiation
absorbed or liberated per gram of tissue. The

figure 90 ergs/g is in dispute, since it is based on
a calculation involving the energy required to pro-
duce an ion pair in air, this value being uncertain.

d. Consequently, another unit, the rad, has
been defined as the amount of radiation that results
in the absorption in tissue of 100 ergs/g. The rad
is now used almost exclnsively in place of the rep.
Neither the rep nor the rad indicates that for a given
energy some radiations are more effective than
others in producing the same biological effect.

e. Therefore, it is necessary to introduce a
another unit called the RBE, or relative biological
effectiveness. The RBE is the ratio of a y-ray
{or x-ray) dose to the dose required to cause the
same biological effect by the radiation in question.
Both doses are measured in either rep or rad.

For example, consider a case where a certain
weight loss is produced in a mouse, first by x-rays
and next by neutrons. With both exposures meas-
ured in rad (or rep), the ratio of doses would turn
out to be about 2 to 1, giving the relative biological
effectiveness of neutrons as RBE = 2. In general,
the values of RBE lie between 2 and 10 for various
radiations, depending on the particular organism
being studied and on the length of exposure.

[. Another unit, the roentgen equivalent man
(rem), is that quantity of radiation which, when
absorbed by man, produces an effect equivalent to
the absorption of 1 roentgen of x or y radiation.
The rem is found by multiplying the rep by the RBE.
There is considerable argument as to whether one
can really determine what the rem is, i.e., what
the true biological effect of adose is, since the value
of the rep itself is uncertain. ’

Flux is defined as the number of particles
incident on an area of one square centimeter each
second.

Types of Radiation

The biologically important radiation from
radioisotopes consists of a, B, and y rays,
while that from high-energy accelerators is largely
neutrons. Figure P-1 shows how the first three
of these radiations are influenced in a magnetic
field. Gamma rays have a long range and are un-
deflected; P particles have a shorter range and
are deflected only to a certain degree; a particles
have a very short range, are deflected to the
greatest degree, and are deflected in the opposite -
direction to $ particles (indicating that a and B
particles have opposite charges).

The range of alpha particles from a natural
source is so short that they cannot penetrate one's
skin. They are stopped by a piece of paper or by
a few centimeters of air. However, if alphas are
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ingested they are quite damaging, owing to their
intense ionization. Beta particles from natural
sources have a range of about 1 meter in air, or
1-2 cm in aluminum. They can penetrate a few
millimeters of tissue, producing burns. Gamma
rays, x-rays, and neutrons, on the other hand, can
penetrate quite far into tissue, causing serious
consequences.

Radiation Levels

Table P-I gives the levels of radiation to
which people in this country are normggly exposed.
The wide variation in the radium (Ra2 ) exposure
is due to the fact that the concentration of radium is
not uniform throughout the country. Also the cosmic
ray exposure depends on the altitude at which one

"lives. At an altitude of 10, 000 feet the dose is
four times that at séa level.

Table P-1

Radiation levels to which people arc normally exposed {whole body)

Internal Extornal

{millirem/yr) {millirem/yr)
K\ 25 cosmic rays 35 (sea level) - 60 {5000 ft)
Natural sources | C'* ' radioactivity 35-70
in
environment
Ra%20 5-350

luminous 40
watch

medical and 100
dental

x-rays

Man-made sources|- Sr

fatlout i
TV screen <1

In regard to man-made radioactivity, we see
from Table I that the exposure caused by medical
or dental x-ray machines is the largest. That due
to weapons testing may reach 6 or 7 millirem per
year, because fallout is occurring somewhat faster
than originally expected.

_Maximum Permissible Exposure

The permissible weekly occupational exposure,
as set by the Atomic Energy Commission for its
workers, is 0.1 rem. The yearly exposure must
not exceed 5 rem. These are values for radiation
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received over the whole body. The permissible
exposures to the general population are 1/10 of
these values. The amount of radiation, as meas-
ured in rep, to produce a 0.l-rem exposure depends
upon the type of radiation. Table P-II lists the
equivalent exposures in rep and rem for various
radiations. -

Table P-II

Amount of a given type of radiation to produce a 0.1-rem exposure

Radiation rep x RBE .= rem
X- and gamma rays 0.1 1 0.1
Betas . 0.1 1 0.}
Protons 0.01 10 0.1
Alphas 0.005 2u 0.1
Fast ncutrons™ 0.01 1w 0.1
Thormal neutrana® 0.03 3 0.1

a . S . .
The maximum permissible flux of neutrons varies with neutron energy.

The permicsible arrnpatinnal exposure levels

Aa_.);e generally set so that about ten times that amount

of radiation is required to produce aun vbse:vable
effect. This explains why, as detecting schemes
have become more sensitive, the permissible levels
have been revised downward. In 1928 the safe
occupational exposure was set at 72 roentgens per
year; in 1940 this was revised to 30 r/yr, and in
1945 to 15 r/yr. It is now set a 5 rem/yr.

Table P-111

Effect vs dose for full-body radiation received in a few days

1 rem No detectable change

10 rem Blood changes are detectable

100 rem Some injury - no disability

200 rem Injury and some disability

300 rem Injury and disability -
400 rem 50% deaths in 30 daysa

600 rem 100% deaths in 30 daysa

10,000 rem 50% deaths in four days 2

10V, 0Ul rew Quick death®

2The deaths at 30 days are due to intestinal damage, the deaths at 4 days

are due lu blood-coll damage The quick deaths are due to nerve damage.

Table P-III shows the biological effect of a
given full-body exposure received in a few days.
It is evident that a 0.1-rem exposure in one week
is well below the level required to produce any
observable effect. The biological experience on
which this evaluation of radiation damage is based
comes from four sources:

a. There is a large body of human experience
with x-ray and gamma-ray treatments. There have
been numerous cases of radiation injuries, especially
in the earlier days. The earlier data are often
difficult to evaluate because the dose given was
usually not measured.— In recent years much care-
ful work has been done with x-rays and gamma-rays
under conditions where the dose is known. It would
seem that in view of the large number of x-ray films
exposed for diagnostic purposes and with a large
amount of therapeutic data available that the effect
of x- and y-rays on humans would be well known,
This is partially true for fairly large doses where
immediate damage or injury result. However,
because of other factors in the environment which
affect human health, it is not easy to evaluate long-
term effects caused by small chronic doses.



b. There are good data available on a par-
ticular specialized type of occupation involving
radiation exposure: that of painters of radium
watch and clock dials. 'During the first World War
when luminous dials were first introduced, many
of the individuals who painted these dials got radium
paint into their mouths. This radium lodged in
their bones, and {in some cases) bone cancers
eventually developed. It was possible after autopsy
to determine the amount of radium present and to
relate this to the amount of damage. This infor-
mation applies especially to radicactive materials
whose chemistry causes them to be deposited in
the bones, and it applies principally to alpha-particle
emitters. Although many died of bone tumors, it
is interesting to note that there were no cases of
leukemia among the radium-dial painters, since
leukemia is usually thought of as a radiation-induced
disease of the blood-forming tissue in the boeno
marrow. At present, because of this unfortunate
experience with radium, adequate precautions are
taken, and injuries of this type are quite rare.

The miners in Schneeberg and Joachimsthal
in Central Kurope who twiue uranium ore in tunnels
provide another example of occupational radiation
exposure. They are known to have suffered lung
damage owing to breathing too high a concentration
of radon gas, which is emitted by the radioactive
ores. The data obtained from these m1nmg oper -
ations are again quite specialized, since it is very
unusual for a situation to arise where a person can

- breathe a high concentration of a radioactive gas.

c. There is a fair body of informwation that
comes from Hirnshima and Magasaki. Fifteen to
twenty percent of the injuries suffered in the
Hiroshima and Nagasaki bombings were caused by
gamma rays or neutrons. In spite of the large num-
her of peoplc involved, there is a relatively small
number for whom the dose is known with sufficient
accuracy to make it possible to evaluate the effects
of a large dose delivered in a short time. The data
from Hiroshima and Nagasaki, meager though they

may be, appear to agree with data from other sources.

It is very difficult to separate blast damage and
radiation damage in the Japanese cases, and it is
-also difficult to obtain a satisfactory control pop-
ulation for comparison purposes.

d. In addition to the above sources of human
information, there is a large body of experience
that has been gained with animals. The most use-
ful animals have been the mouse, rat, and dog,
although work has been done with some of the larger
domestic animals. The principal limitation of this
work is that it applies to higher dose rates than
those for which we wish to have data. Even though
animals have a much shorter life span, it is still
very -laborious to conduct an experiment with low
dose rates and sufficient precision to give any use-
ful data.

Shielding

Various materials, such as lead, concrete,
or earth, are commonly used as shielding.” However,
probably the simplest medium to internose between
oneself and a source is distance, since the intensity
of the radiation falls off as the square of the distance.
A useful relation is

I d2 '

0 _
—— (1)
I d0

is the radiation intensity measured at a

where I
distance dg , and I is the intensity at a distance

d, assuming that there is no absorption or scattering
in the medium. Consider a standard radiation source
whose intensity IP at 1 cm is 8.4 roentgens hr. A

detector 1 meter from this source should indicate an

intensity I of

_ 8400(100)%
- 8400(100)°

I = 0.84 milliroentgen / hr,

ignoring such things as scattering and absorption.
In practice, one cannot ignore these, but must
build the detector in such a way that it gives a
true counting rate.

Another rélation, which is useful when deal-
ing with neutron flux, is

$ = ——, (2)

where ¢ is the flux at a distance r from a source
whose emission is Q. A neutron detector placed
50 om from a plulunium -beryllium source having
an emission of 1.75X 10° neutrons/sec should
indicate a flux ¢ of

o = l.57><106
4w(50)°
2
¢ = 50 neutrons/cm“/sec.

In considering the thickness of shielding
required for personnel protection, one must
determine the range of the most penetrating
particle expected from the particular accel-
erator or radioactive source, by the method
outlined in Section C, "Nuclear Physics." The
thickness of shielding is generally increased by
a factor of at least two, to provide an adequate
margin of safety.
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Q. PHOTOSYNTHESIS®

J. A. Bassham

The process of photosynthesis in plants is
often defined by the over-all equation

light

CO* HyO creenplant {CHz°}+ 0,

which stated in words says that carbon dioxide and
water ""under the influence of light'" are converted by
green plants to carbohydrate and oxygen. Such a
definition, when used to introduce the subject of
photosynthesis to a general chemistry class, provides
a much too incomplete description of this important
process. How might the definition be improved?

First, the essential energy-storing character
of the reaction should be emphasized by showing
light energy as a reactant in the equation, thus dis-
tinguishing photosynthesis from other photochemical
reactions in which the role of light is essentially cata-
lytic. Secondly, in view of present day knowledge of
the direct photosynthesis of products other than
carbohydrates it should be stated that the reactants
include nitrate (or ammonia), sulfate, and phosphate;
and the products include amino acids, fatty acids,
phospholipids, and sulfolipids. In addition, a number
of other inorganic substances (Fe, Mg, etc.) are
required in varying amounts for photosynthesis and
may in some cases be incorporated into the products.
Finally, if catalysts. are to be indicated, then chloro-
phyll and the many enzymes required should be shown
An eguation fur lhe vver-all process ot photosynthesis
might then be given as

- - + = =
11ght+C02+H20+(NO3 or NH4,HPO4, 504)

chlorophyll
many enzymes

O2 + QCHZO
carbohiydrate

+ (amino acids, lipids, phospholipids,
sulfolipids, etc.). (1)

Any generalized formula for photosynthesis is a com-

promise between simplicity and accuracy, but this one
at least hints at the complexity of this important pro-

cess.

For the purpose of discussion, the photo-
synthetic reaction may be conveniently broken down
into three stages. The first of these is the ''photo-"
part which consists of the absorption of light by the
plant pigments and the conversion of the light energy
into the stored energy of new chemical bonds of
""high-energy'' compounds:

Photo- light energy (hv) + low-
energy compounds

- chlorophyll _ higher-energy

compounds. (2)

E
A longer version of this paper is to appear in the
Journal of Chemical Education.

An intermediate stage then follows in which the
chemical energy of these primary products of the
photochemical reaction is utilized in the breaking of
the O-H bonds of water and the conversion of two
enzymatic cofactors to their more energetic and (for
one 6f them) more reduced forms:

higher-energy compounds +
water + cofactors

\ O2 + low-energy com-

pounds + high-ener
4 cofactors. &Y (3)

At the same time molecular oxygen is liberated. We
know very little of the detailed mechanism of these
reactions and all or part of this so-called intermediate
stage may be in fact a part of the primary photo-
chemical reactions. Indeed, the first stages of photo-
synthesis may best be considered-as the sum of one
primary photochemical act in which light energy is
absorbed by chlorophyll and a series of non-photo-
chemical steps in which this energy is efficiently
transferred through the production of increasingly
stable chemical species. :

The "-synthesis'' stage of photosynthesis is
the sum of a great number of enzymatic reactions in
which the two cotactors supply the reducing power and
energy necessary to bring about the conversion of
carbon dioxide {together with nitrate, phosphate, and
sulfate) to carbohydrates, amino acids, and lipids:

-synthesis CO, + high-energy (and
reduced) cofactors

3
+SO4 etc.) 3

reduced organic compounds
+ low-energy (and oxidized)
cofactors. (4)

(+NOJ or NH‘;,

Let us consider in more detail these several
stages in photosynthesis. All light energy that is
utilized for photosynthesis appears to be employed in
one early stage to raise the energy content of chloro-
phyll a from its ground state to a higher energy level
or ""excited state.'" This is true whether the light
energy is absorbed directly by chlorophyll a, or by
other plant pigments, in which case the energy appears
to be transferred to chlorphyll a.

Then the energy of the excited chlorophyll a
must somehow be used for the formation of stable
compounds with a high content of energy stored in
their chemical bonds. There is no unanimity of
opinion as to how this is accomplished. One view of
the mechanism is illustrated in general terms by the
scheme shown in Fig. Q-1.
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Fig. Q-1. Mechanism of conversion of light energy

to chemical energy.

In this scheme the energy of the excited chlorophyll
is transferred by some mechanism, which probably
involves its migration from one chlorophyll molecule
to another, through a closely packed sheet of chloro-
phyll molecules. This sheet of chlorophyll molecules,
which is thought to be only one molecule thick,may
exist at the interface between lipid and proteinlayers,
the presence of which has been revealed by electron
microscope pictures of_the chloroplasts. (Chloro-
plasts are the subcellular units of green cells re-
sponsible tor photosynthesis.) Eventually, {afller a
millionth of a second or sQ) the energy packet or
""exciton' reaches a point where it is used to supply
the energy of ionization of some unknown compound,
perhaps chlorophyll itself. This ionization is be-
lieved to consist of transfer of electrons in such a
way that the resulting ionic species contain "“unpaired
electrons. " In turn, the ions undergo reactions
leading to the formation of somewhat more stable
radicals, in this theory. Finally, these radicals
may form yet another stage in the transfer of stored
energy of chemical bonds.

Eventually, stable chemical compounds of
high energy content must be formed. In thisscheme
they would be made by the interaction of stable
chemical radicals. The resulting chemical com-
pounds may be the cofactors required for the
reduction of carbon dioxide and nitrate, or they may
be other energy-containing compounds which sub-
sequently give rise to the necessary cofactors by
chemical or enzymatic reaction. In addition,
molecular oxygen is evolved from the products
formed by the breaking of the O-H bond of water.

I'he two energy-carrying cofactors, triphus-
phopyridine nucleotide (TPNH) and adenosine triphos-
phate (ATP), are shown in Fig. Q-2.
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Fig. Q-2. Formulae of TPNH and ATP.

The requirement for these coenzymes was predicted
from studies of the carbon reduction cycle, certain

1Sogo, Pon, and Calvin, Proc. Nat. Acad. Sci. 43,
387 (1957). -
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steps of which can only be carried out by the
enzymes if the appropriate cofactors are present.
TPNH is an electron carrier, transporting electrons
obtained by splitting water to the reactions in which
they are used for the reduction of carbon dioxide. +
Each time a molecule of TPNH is oxidized to TPN ',
two electrons are transferred. The energy stored
in ATP is stored through the formation of an
anhydride from ADP and inorganic phosphate.

An important stochiometric relationship be-
tween the formation of ATP, TPNH, and O2 during
photosyntheslis3has been discovered by Arnon and
coworkers, “’~ as given by

light + H,0 + ADP + Pi + TPN'

~1/2 0, + TPNH +H +ATP. (5)
This relationship was discovered in studies with
isolated chloroplasts from spinach leaves when
oxygen evolution, TPNH formation, and ATP for-
mation were measured simultaneously. This
stochiometric relationship does not tell us what the
meachaniem of formation nf these suhstances is hut
does perhaps hint at a pathway that is simpler than
we formerly suspected.

We will now turn to the "'synthesis" part of
photosynthesis and see how these cofactors which
have been formed by means of the light reactions are
used. The studies of the pathway of carbon reductim
during photosynthesis were in a large part carried
out in the Lawrence Radiation Laboratory at the
University of California by Professor Melvin Calvin
and co-workers. These studies provide an inter-
esting example of the use of radicactive tracer atoms
in the elucidation of a complex biochemical pathway. ~
Since carbon dioxide is the sole source of carbon for
the photosynthetic reaction, radiocarbon (carbon
fourteen) may be intreduced very eaf:ily into photo-
synthesizing plantslin the form of C O2 or, for
aquatic plants, HC 0; ion,

Let us consider a simple experiment with a
suspension of the algae, Chlorella pyrenoidosa,
which have been very extensively used in these
studies. These green, microscopic unicellular
plants, suspended in water containing a few inor-
ganic substaﬁces (nitrate, phosphate, etc.) with a
stream of C “0O, (ordinary carbon dioxide), photo-
synthesize at a Tapid rate if illuminated from each
side in a thin glass vessel. The CO, is continually
taken up from the solution (where itis in equilibrium
with bicarbonate ion) and converted by the photo-
synthetic plant through a series of biochemical inter-
mediates to various organic products.

A solution of radioactive bicarbonate, HC1403,
is suddenly introduced into the algae suspension.
The plant doesl?ot distinguish in any important way
between the C°” and the C** (which are cblemi.cally
identical), and immediately some of the C fl is
incorporated into the first of the biochemical products
leading from CO2 to end products. As time passes,
the C1% would bé passed on to subsequent intermediates
in the chain. After a few seconds of exposure to the

©Arnon, Whatley, and Allen, Science 127, 1026 (1958).
180, 182 (1957).

4Bassham, Benson, Harris, Wilson, and Calvin,
J.Am. Chem. Soc. E, 760 (1954)

3Arnon, Whatley, and Allen, Nature



CI4, the suspension of algae is run into methanol to

a final concentration of 80% methanol. This treatment
denatures all the enzymes instantly and freezes the
pattern of intermediates toward further change. Now
all that remains to be done is to analyze the dead
plant material for radioactive compounds to see what
are the first products of carbon reduction during
photosynthesis.

The first step in this analysis is to prepare
an extract of the soluble compounds, since the early
products of carbon reduction have been fdund to be
simple soluble molecules. This extract is then con-
centrated and analyzed by the method of two-dimen-
sional paper chromatography.

The first step in this useful method of analysis
consists of drying a small quantity of the concentrated
extract on thz corner of a large sheet of rectangular
filter paper. The edge of the paper next to this dried
extract is then placed in a trough filled with a suita-
ble chromatographic solvent which travels down the
paper by capillarity. As the solvent passes over the
dried extract, it dissolves the various compounds and
carries them along with it at various rates, depending
upon the particular compound.

The substances are thus separated in a row along the
edge of the paper. The paper is dried, turned 90,
and the edge next to the compounds placed in a second
solvent, where the process of separation is continued
with the compounds moving in a direction at right
angles to their former direction of travel. Upon
drying the paper again, the compounds are found to be
scattered about the paper as pure substances, each
in its own unique location. The importance of the
method for these studies can be seen from the fact
that it permits the analysis of a few micrograms or
less of dozens of different substances in a single
simple operation.

Of these many compounds, those into which
the plant incorporated carbon fourltzeu_ during its few
seconds of photosynthesis with HC™ O, are radio-
active and emit the pTiticles resulting from radio-
active decay of the C In this case these are 8
particles, which may be detected by the fact that they
expose x-ray film., Thus, if a sheet of x-ray film is
placed in contact with the paper chromatogram, sub-
sequent development of the film will show a black
spot on the film corresponding to the exact shape and
location of each radioactive compound on the paper.
A quantitative determination of the amount of radio-
carbon in each compound may then be made by
placing a Geiger-Muller tube with a very thin window
(to permit the particles to pass through) over the
radioactive compound on the paper and counting the
emitted particles electronically.

The next stage in the method of radiochromato-
graphic analysis is the identification of the radioactive
compounds. This identification is accomplished in a
variety of ways. Of these, the most important is by
elution or washing of the compound off the paper and
the determination of such chemical and physical pro-
perties of the substance as can be measured with a
solution of a few micrograms or less of the material.

5Benson, Bassham, Calvin, Goodale, Haas, and
Stepka, J. Am. Chem. Soc. 72, 1710 (1950).

6Block, Durrum, and Zweig, Paper Chromatography
and Paper Electrophoresis, 2nd Ed., (Academic
Press, New York, 1958) p. 710.

The properties then are compared with those of known
compounds. The final check on the identity of the
compound is frequently made by placing on the same
spot on filter paper the radioactive compound and

10 to 100 pg of the pure nonradioactive substance with
which the radioactive compound is thought to be
identical, and chromatographing the two together. A
radioautograph is then prepared to locate the radio-
active substance, after which the paper is sprayed
with a chemical spray (for example, ninhydrin for
amino acids), which produces a color where the
carrier compound is located on the paper. Super-
position of the paper chromatogram and the radioauto-
graph (x-ray film) will show an exact coincidence be-
tween chemically-developed color on the paper andthe
black spot on the film if the two substances are identi-
cal.

Once the identity of the radioactive compounds
formed during a short period of photosynthesis had
been established, experiments were performed under
a variety of conditions and times of exposure of the
algae to radiocarbon. The radioautograph from the
experiment with Chlorella described above is shown
in Fig. Q-3.

10 SEC PHOTOSYNTHESIS WITH CH0,
cmomela

Fig. Q-3. Radioautograph of Chlorelli, extract after
10 seconds' photosynthesis with C 4OZ.

Even after only 10 seconds of exposure to C14, a

dozen or more compounds are found. Some of these
(the sugar phosphates) are not separated from each
other by the first chromatography and must be sub-
jected to further analysis. When the sugar mono-
phosphates are hydrolyzed to remove the phosphate
groups and rechromatographed, separate spots are
found of triose (dihydroxyacetone), tetrose, pentoses
(ribulose, xylulose and ribose), hexoses (glucose and
fructose), and heptose (sedoheptulose). The sugar
diphosphates are found to include ribulose, fructose,
glucose, and sedopheptulose.

After periods of photosynthesis with C14 of
less than 5 seconds, 3-phosphoglyceric acid (PGA)
was found to be the predominant radioactive product.
Chemical degradation of this compound showed that
the radioactivity first appears in the carboxyl carbon.
Later kinet'i% studies showed that the rate of incorpo-
ration of C~~ into PGA at very short times was much
greater than the rate into any other compound. There-
fore, it was concluded that PGA is the first stable
product of carbon-dioxide reduction during photo-
synthesis, and furthermore, that carbon dioxide first
enters the carboxyl group of PGA, presumably via a
carboxyllation reaction.



From this point we borrowed from the already
known pathways of the glycolytic breakdown of sugars
which lead to PGA as an intermediate. Noticing that
the sugar phosphates are important early products of
carbon reduction in photosynthesis, we proposed that
they are formed from PGA by a reversal of the
glycolytic pathway. Degradation of the radioactive
hexoses from short experiments showed that they
were labeled in the two center carbon atoms
(numbers 3 and 4) just as one would expect if two
molecules of PGA were first reduced to triose and
then linked together by the two labeled carbon atoms
to give hexose (Fig. Q-4).
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Fig. Q-4. Pathways of Cl40 incorporation in early.

stages of photosynthesis.

The hexose and triose phosphates may be
converted by aldolase or transaldolase and
transketolase enzymes to pentose and heptose phos-
phates. Degradation of these sugars and comparison
of the labeling patterns within the molecules showed
that this conversion did occur and in such a way
that five molecules of triose phosphate were ulti-
mately converted to three molecules of pentose
phosphate.

Other known metabolic pathways leading
from I’GA (Fig. Q-4) give rise first to phosphoenol -
pyruvic acid (PEPA), which then may undergo
further transformations as follows: (1) it may be
carboxyllated and transaminated to give aspartic
acid, (2) it may be carboxyllated and reduced to
give malic acid, (3) it may be dephosphoryllated and
transaminated to give alanine. All of these com-
pounds are ﬁallbe_led after short exposures of the
algae to HC™ "0, in the light. The carboxyllation of
PEPA, while a second point of entry for carbon di-
oxide during photosynthesis, accounts for only 5 to
10% of the reduced carbon dioxide under normal
conditions in Chlorella, according to kinetic
measurements. Since this reaction converts three
additional carbon atoms from PGA to malic acidand
aspartic acid at the same time, the amounts of
these compounds photosynthesized are significant.

The enzyme systerm which brings about the
oxidation of triose phosphate to PGA in the gly-
colytic pathway was known to produce ATP and
TPNH (or DPNH). If PGA is to be reduced to
triose phosphate during photosynthesis, it follows
that ATP and TPNH must be supplied. We have al-
ready seen that these two cofactors are produced
as a consequence of the light reaction and the
splitting of water. It might be expected that if the
light were turned off from plants photosynthesizing
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in ordinary carbon dioxide at precisely the same
time that C" 70, is introduced, PGA would no
longer be reduced to sugar phosphates, but would
still be formed (if neither TPNH or ATP are
required for the carboxyllation reaction) and would
still be used in other reactions not requiring these
cofactors.

In Fig. Q-5, the radioautograph from just such
an experiment, we see that this prediction was correct.
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Fig. Q-5.

Radioautograph of Chlorella extract aftes
20 seconds with C!

402 in the dark.

Labeled PGA is still formed from C14O during 20
seconds in the dark, but only a very littfe of the PGA
is reduced to sugar phosphates. On the other hand,

a large amount of alanine is formed from PGA via
PEPA in reactions which do not require ATP or TPNH.
The small amount of labeled sugar phosphates that
does appear is due to the residual ATP and TPNH
which was formed while the lighf was on but which had
not yet been used up when the C 40, was introduced.
Some malic acid is still formed in t%le dark, indi-
cating the presence of some DPNH, either remaining
from the light or derived from some other metabolic
reactlion.

Thus far we Lhave nul discussed the 1dentity of
the source of the compound which undergoes carboxyl-
lation to produce PGA. In order to explain its dis-
covery, yre must turn to another type of experiment
with C” "0, and photosynthesizing algae. In these
experiments, algae are first permitted to photo-
synthesize for 20 mimitfs or more in the presence of
a constant supply of C OZ' During this time all
environmental conditions are maintained constant
(temperature, CO, pressure, light intensity, etc.).
After about 10 minutes of exposure to C**0,, so
much radiocarbon has passed through the various
biochemical intermediate compounds on its way to end
products that each carbon atom of each intermediate
compound contains, on the average, the same per-
centage of carbon-fourteen atoms as the CO, which
is being absorbed. In other words, the specific
radioactivities of all the carbon atoms of all the early
intermediates are the same as the specific radio-
activity of the entering radiocarbon, which can be
measured and is therefore known.

At this point, samples of the algae are removed
without disturbing the rest of the algae and these
samples are killed and subsequently analyzed by the
methods already described. The total radioactivity
of each intermediate is measured, and when this is
divided by the known specific radioactivity, the total
number of carbon atoms of each intermediate com-
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pound in the sample can be calculated. Thus, the
concentrations of the various intermediates of the
actively photosynthesizing system may be determined.

This determination of the concentrations of
intermediate in vivois an extremely valuable tool
which has many uses, but let us proceed with the
experiment which we had started to describe above.
Having taken samples of algae for later determination
of the concentrations of intermediate compounds, we
now turn off the light and proceed to take a series of
samples of the algae as rapidly as we can, which is
about every three seconds. When the concentrations
of intermediate compounds in these samples are
determined, any changes resulting from turning off
the light will be revealed. The two most striking
changes are found to be in the concentration of PGA
which increases rapidly (Fig. Q-6) and in concen-
tration of one particular sugar, ribulose diphosphate,
which drops rapidly to zero.
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Fig. Q-6. Light-to-dark concentration changes in

PGA and ribulnse diphosphate.

==~ carboxydismutase
system

H2CO(P)
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triose phosphate

The increase in PGA on turning off the light is
expected, since we have seen that cofactors, derived
from the light reaction, are necessary for the re-
duction of PGA. The rapid drop in ribulose diphos-
phate, taken together with the fact that other sugar
phosphates do not drop rapidly in concentration at
first, must indicate that the formation of ribulose
diphosphate from other sugar phosphates requires a
light-formed cofactor. This conclusion agrees with
the fact that the known enzyme which converts
ribulose-5-phosphate to ribulose-~1, 5-diphosphate
does in fact require ATP. The drop in ribulose dip-
phosphate, alone among the sugar phosphates means
that it is being used up by some reaction which does
not require light.
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If ribulose diphosphate is used by some re-
action that proceeds in the dark, and if PGA continues
to be formed in the dark, could the carboxyllation of
ribulose diphosphate to form PGA be the first step in
carbon-dioxide reduction? To answer this question,
another experiment similar to the one just described
was performed. This time, however, instead of
turning off the light, the light was left on and carbon
dioxide was suddenly removed. The result of this
experiment (Fig. Q-7) confirmed the idea of a car-
boxyllation of ribulose diphosphate, for the concen-
tration of ribulose diphosphate now rose rapidly while
PGA dropped rapidly.

The carbon reduction cycle was now complete
and is shown in Fig. Q-8. The methods and reasoning
leading to the elucidation of this cycle }aa been
presented more completely elsewhere. ’ A com-
plete circuit of the cycle involves the conversion of
five molecules of triose phosphate to three molecules
of ribulose diphosphate upon which carboxyllation
produces six molecules of PGA or its equivalent.
There is thus a gain of one three-carbon unit corre-
sponding to the three molecules of carbon dioxide
introduced for each turn of the cycle. On the average.
five and a fraction of the three-carbon units are
reduced to triose phosphate, with five of these going
to generate ribulose diphosphate while the fraction is

75, A. Bassham and M. Calvin, The Path of Carbon
in Photosynthesis (Prentice-Hall, Englewood Cliffs,
New Jersey, 1957).

employed (presumably) in the synthesis of sucrose,
polysaccharides, glycerol, and galactose (con-

stituents of lipids) and other substances. The re-

mainder of the PGA is converted to alanine and

serine or, via PEPA, is carboxylated to make four- ‘
carbon compounds (Fig. Q-4).

In conclusion, it may be said that through the
employment of tracer elements, particularly carbon
fourteen, the pathway of carbon reduction during ’
photosynthesis has been mapped. From the nature of
this pathway, the requirements for energetic co-
factors, derived ultimately from the light reaction,
have been established. The detailed mechanism by
which these cofactors are formed in the light reaction,
as well as the mechanism by which water is split and
O, is evolved, is not as yet known, but studies with
isolated chloroplasts have demonstrated a stochio-
metric relation between the evolution of oxygen and the
formation of both cofactors, ATP and TPNH.
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R. THE CHEMISTRY AND PHYSICS OF VIRUS

Robley C. Williams

Dr. Stent's lecture on the biology of viruses
will cover the problem of how one tests for virus
infection, how virus is attached to cells, the intra-
cellular process of virus development, and viral
genetics. This lecture will consider viruses essen-
tially as particles, not as infectious agents. That
is, we will think of them as being dead rather than
alive, if we may use those two distinguishing terms.
This may give a better basis for understanding the

greater complexity involved in the biology of viruses.

In other words, we are going to pretend that we are
chemists and physicists working with viruses.

Viruses are characterized according to what
type of cells they can inoculate., That is, there are
animal, bacterial, plant, and insect viruses. Upon
inoculation something happens to the cell. By and
large, we say that disease results if the cell is
somehow different than it was before inoculation
took place. The cell may die; it may die rather
dramatically; it may die a lingering death; it may
just have a bit of malaise and recover; in some
cases the cell may actually be happy about the virus
infection. The latter is true of cancer viruses. If
one infects a tissue culture with a cancer virus, the
cells do not become deranged and sicken and wither
away; on the contrary, they enjoy the experience
and grow much more rapidly and healthfully. As a
result they enlarge and crowd out other cells.

Virus structure is important from the medical
point of view. Eventually, if we know enough about
viruses aud their mcchaniom of reproduction we may
be able to do something about virus diseases. At
present (all advertisements to the contrary) there is
no therapeutic agent against virus disease. There
is nothing comparable to the antibiotics that have
proven so successful with bacterial diseases. One
can see a doctor if he wants to; but more importantly
he should go to bed and rest, hoping for the best as
far as specific therapy is concerned. If one can
predict that he is likely to come down with a certain
virus disease, it is a very good idea to immunize
so as to build up the protective antibodies of the
body in advance. But we might look forward to the
day when we can take a bottle off the shelf and on it
will be labeled "anti-measles virus—take one spoon-
ful before retiring and your measles will be gone
tomorrow. " This is not very likely at the moment
because such a development would have to plow
through too many acres of ignorance.

Viruses are characterized by the fact that
they can grow and develop and increase in numbers
only within living cells. Viruses cannot be cultured
in synthetic media in the test tube--at least not yet.
As a consequence, it is no wonder that specific
chemo-therapeutic agents have not been developed
against them because any such agent would have to
kill the virus when it is within the living cell. We
believe that as they multiply viruses transfer from
cell to cell without going out into the bloodstream,
where they might be exposed to chemo-therapeutic
agents. Thus, the problem is to kill the virus or
to prevent its multiplication while it is within the
cell. This can be done now, but not without de-
stroying the cell.

In this lecture we will consider viruses as
they exist outside cells. In a way, this might be
considered the least interesting phase of their
life cycle. One can think of a virus as a particle.
Such a particle (either in whole or in part) enters
a cell, and then something happens within the cell,
The metabolic machinery is deranged so that the
cell makes more viruses and eventually these are
spilled out after the cell is sufficiently diseased.

The interesting part, certainly from the bio-
logical point of view, is what goes on within the cell.
This is when the virus is actually doing something.
Unfortunately, this is the area that is most sur-
rounded with mystery and ignorance. More precise
detail is known about viruses as they exist outside
cells and this information is quite important. To
use an analogy, we can learn the most about how a
watch is made if we have a chance to take one apart
and examine it. If we are unable to do this, looking
at its deal and hands is better than not seeing the
watch at all. Similarly, understanding the structure
of viruses is better than knowing nothing at all about
them.

There are literally thousands of different kinds
of viruses. Of these, perhaps fifty have been puri-
fied to some extent. Of this fifty,perhaps twenty to
thirty have been purified fairly well. Purification
of course is a necessity, a preliminary to investi-
gating their chemical and physical structure. It
turns out that viruses range in size from being
smaller than the larger particulate material of
cells to being larger than the smaller particulales
of cells., Therefore, by a process of differential
centrifugation it is usually possible to effect a
fairly good job of purification. This is done by
first throwing down the bigger particles at low
speed in the centrifuge. By increasing the centri-
fugal force, one can then throw down the viruses
in the centrifuge, leaving the smaller material
in the supernatant fluid.

If this does not do a satisfactory job, there are
chemical methods that can be used. For instance,
ammonium sulfate will rather specifically precipi-
tate viruses as distinct from the normal proteins
and nucleic acids of cells. By introducing ammo-
nium sulfate into a sample of infected cell material,
one can obtain a precipitate which contains largely
the viral material, Or, one can take advantage of
the fact that the densities of virus particles are
likely to be different than the densities of other cell
materials. Thus, by doing the centrifugation in a
so-called density gradient (where one has a centri-
fuge tube in which the liquid is much more dense at
the bottom than it is at the top) one can find a cer-
tain density where the viruses will concentrate. The
other cellular materials will either go to the bottom
or stay on the top.

We have seen that the methods for extracting
viruses from cells and for purifying them are, for
the most part, physical, with some use of chemical
techniques. One can now make a preparation of
viruses which is almost chemically pure, compar-
able to sugar in its purity. This would be true for
two or three of the better known viruses.



Earlier it was stated that viruses are found
in plants, in animals, in insects, and in bacteria.
(In virological nomenclature, insects seem to be
distinguished from animals, because one speaks
about animal viruses on the one hand and insect
viruses on the other! ). Most of the work of a
chemical nature has been done with plant viruses.
Second in rank is that done with bacterial viruses,
and third, with animal viruses. Little is known
about the chemistry and physics of insect viruses.
Most of the work with the biology of viruses has
been done with bacterial viruses. As fay as we
know, practically all species and orders of ani-
mals and plants are subject to virus diseases,
However, there are some exceptions. No one knows
of a virus disease of a conifer. Also, yeasts,
fungi, and molds seem to be immune from viral
infection. No one yet has found a snake virus; but
we have discovered a frog virus, and recently, a
fish virus. Fowls and mammals of course are
particularly subject to virus diseases. This is
especially true for man.

Viruses are without exception smaller than
the bacteria, Except for the one or two largest
viruses, viruses cannot be seen with an optical
microscope, or at least not discerned very well.
In order to photograph them one must use an elec-
tron microscope. This means that they can be
observed only when they are dry; moreover, their
shapes may suffer some of the desiccation arti-
facts.

To understand the structure of viruses, one
should first of all have some picture of their over-
all shape or morphology. This gives some inkling

Fig. R-1 A composite electron micrograph
showing eight of the better-studied viruses:

a. Influenza Virus.

b. T2 Bacteriophage.

c. Rabbit Papilloma.

d. Tobacco Mosaic Virus.
e. Vaccinia Virus.

f. Tipula Paludosa Virus.
g. T3 Bacteriophage.

h. Poliovirus.

X175,000.
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as to how they must be put together. Then one
should lookfor any subunits of structure that they
might have, both in a chemical way and a physical
way.

Figure R-1 shows a composite electron micro-
graph of eight of the more common viruses. This
gives one the idea of the general gamut of sizes and
shapes of various viruses. In the upper right-hand
corner is the vaccinia virus, which is the virus
that is used in smallpox vaccination (and is the same
virus the smallpox disease itself has). In the upper
left corner we see the particles of influenza
virus. Below this is a bacterial virus which has a
tadpole shape. Below this is an example of a very
interesting virus of animals called rabbit papilloma,
one of the animal cancer viruses. When this virus
is rubbed onto a rabbit's skin, a lesion or wart-
like growth develops. In the course of about a year
this wart-like growth will actually turn malignant
and the rabbit will die of skin cancer. Across
from this we see another form of bacterial virus
in which the tadpole shape is not nearly so promi-
nent. This is a plant virus called the tomato
hns‘.hy stunt virus, JIts diameter is on the
order of 0.0 3 micron, or 300 angstrom units
(about 2 millionths of an inch). In the lower
right-hand corner is the poliomyelitis virus.

In the lower left-hand corner is the very well
known tobacco mosaic virus, which is the
best example of a rod-shaped virus.

Figure R-2 shows schematically the sizes
and shapes of viruses. To give some idea of the
scale, a human red cell (which one can just about
see with a ten-power magnifying glass) is ten times
the diameter of the large circle appearing at the
top kFig. K 2. Unc of the smalley of the bacteria,
the B. prodigiosis, has a diameter corresponding
to the solid circle, so that it can be scen in an
optical microscope, The largest objects that might
bhe called viral-like in nature are the rickettsiae.
Rocky Mountain spotted fever, for example, is a
rickettsial disease. Rickettsia have some of the
characterisiivs of viruses and suiwne of the chiarac-
teristics ot hacteria. In aother wards, they can he
cultured in synthetic media and they can be killed
by antibiotics. From Fig. R-2 we see that the
vaccinia virus has a diameter of about a quarter of
a micron. Some of the viruses are quite large and
are apparently spherical in shape. For instance,
one of the insect viruses is quite large and has a
polyhedral shape. Next in size is the vaccinia,
which in turn is followed by thc herpes, These
cause the cold sores that most everyone has at one
time or another. The virus that causes Newcastle's
disease (one of the more prominent diseases of
chickens) has about the same size and shape as
influenza virus. There is an insect virus with a
rather pronounced long cylindrical shape. Many of
the bacterial viruses have tails that are about a
tenth of a micron long and heads which are about
two-thirds that. Also, some bacterial viruses are
smaller, such as the T3 virus. Another familiar
virus, the rabbit papilloma, has a diameter of
about 0.05 micron. Tobacco mosaic virus is the
best example of the linear viruses. There is no
known linear virus of mammals; all the rod-like
viruses that we know are found in plants. The
smallest virus known is the foot-and-mouth di-
sease virus with a diameter of 0.02 micron, which
is 200 angstrom units or about 180 atomic diameters.
An albumin molecule such as is found in the human
serum or in an egg white is approximately a third
as long as this smallest virus.




Approximate Sizes of Viruses and Reference Objects

Diometer or
widfh X length in mu

Red blood cells 7500

B prodigiosus (Serratia marcescens) 7507 2
Rickettsig 475"
Psittacosis 270

Myxoma 230 x 290

Vaccinia 210x 260 -
Pleuro-pneumonia organism (=18

Herpes simplex 130 '
Cytoplasmic virus (Tipulo paludosa) 130 &
Rabies fixe 125

Newcastle disease 115

Avian leucosis 120

Vesicular stomatitis 65 x 165
Polyhedral virus (Bombyx mori) 40 x 280 fe 5
Influenza 85

Adeno 75 @
Fow! plague 70

T2 E coli bacteriophage 65x 95 /
Chicken tumor | (Rous sarcoma) 65

Equine encephalomyelitis 50 [ ]
T3 E coli bacteriophage 45 -
Rabbit papilloma (Shope) 45

Tobacco mosaic and strains 15 x-300
Cymbidium (orchid) mosaic 12 x 480

Genetic unit (Muller's est of max.size) 20% 125 L]
Southern bean mosaic 30

Tomato bushy stunt 30

Coxsackie 27
Poliomyelitis Rt .
Turnip yellow mosaic 26

Tobacco' ringspot 26

Yellow fever 22

Squash mosaic 22

Hemocyanin molecule (Busycon) 22

Foot -and-mouth disease 21 .
Japanese B encephalitls 18

Tobacco necrosis 16

Hemoglobin molecule (Horse) S (B

Egg albumin molecule 25x10

Fig. R-2. A chart of shapes and sizes of viruses
and of certain reference objects for com-
parison.

Except for the largest ones, viruses have in
one sense a very simple chemical structure, and
in another sense a very complex one. They are
simple in that they are composed of only two kinds
of chemical--protein and nucleic acid. However,
this still means that they are extremely complex
chemically, because both protein molecules and

nucleic acid are themselves complex. Nevertheless,
without too much trouble, one can separate the pro-

tein from the nucleic acid portion and analyze them
separately. It turns out that the protein portion is
not just one big piece of protein with a molecular

weight of, say, five million; rather, a virus seems

to be made up of protein subunits. If we think of

a protein with a molecular weight on the order of
of the size of the protein molecule of which viruses
appear to be assembled.

Figure R-3 shows schematically a protein
molecule,insulin. The two halves of the molecule
together have a molecular weight in the order of
six thousand. This begins to be comparable in size
to the protein found in viruses. Figure R-3 of
course, is schematic and indicates the array of
amino acids by their shorthand nomenclature;

actually this molecule is in two parts joined together

with sulfur bridges. These individual amino acids

are organic compounds with molecular weights on
the order of 200. When they are all put together
their total molecular weight is about six thousand.

Beef [nsulin = e
e
[ye.
Songer and Tuppy (1951); Sanger and Thompson (1953) (‘f’éx
Songer, Thompson and Kitai (1955) “% ‘,\\*
Ryle, Songer, Smith, and Kitai (1955) U

Fig. R-3. A schematic diagram showing the
arrangement of the amino acids in the
molecule of beef insulin, Note that the
molecule is in two halves connected by
sulfur bridges.

Figure R-4 shows a protein molecule
(myoglobin) in three dimensions. This is the only
protein molecule for which there is three-dimen-
sionalinformation in any detail. This structure
was just recently worked out by Kendrew at
Cambridge, England, and is the molecule of myo-
globin, with the heme group of the myoglobin show-
ing as a black area. This molecule is rather
amazing because there seems to be no regularity
about it. Yet one might have expected regularity.
Crystals made up of millions of these molecules
when put together in crystalline array show a
fantastic degree of order. This means that each
one of these molecules has its atoms in the same
position as every other molecule. Yet, instead of
finding a smooth sphere or a box or a tetrahedron
or something, what one finds for an individual
molecule is a most convoluted sort of structure.

The model shown in Fig. R-4 is made of clay.
This main backbone would be then the backbone of

Fig. R-4. A photograph of a clay model of
whale myoglobin, showing its three-
dimensional structure as deduced from
x-ray analysis (from the work of J, C.
Kendrew and colleagues).



the amino acid chain shown in Fig. R-3; in other
words, the peptide linkages among the amino acids
would lie along this backbone. There appears to be
a lot of empty space, but that is because this clay
model could not be filled out completely. Some of
the amino acids are quite large in diameter com-
pared to their backbone structure. Inasmuch as
the x-ray analysis does not indicate which amino
acid is which, it would be unwarranted to try to fill
up this space, in an attempt to show the true size
of the amino acid residues. We are fairly certain
that the true molecule is much more space-filling
than what is shown here. However, Fig. R-4 is
intended to give an impression of a molecule that is
probably similar in its shape to one of the protein
subunits of a virus particle--a convoluted polypep-
tide chain amounting to a collection of around 100
amino acids,

The other component of a virus, as mentioned
above is nucleic acid. Figure R-5 represents
schematically a polymer of nucleic acid, which
resembles a double helix. This is a polymer of
desoxyribonucleic acid (DNA). Such a polymer
would have a length on this scale of perhaps a
half mile, and this shows only a little bit of it.

The main backbone of the helix is the phosphate
sugar groups with an ester linkage tieing each one
to the next sugar group all the way along the back-
bone. At right angles to the backbone are the bases,
which are characteristic organic components of a
nucleic acid molecule. These are presumably held
together in the middle of the double helix, one base
coming from one chain and one base coming from
the other. They are held together i1n the middle by
hydrogen bonds, the whole making a fairly compact
and rigid structure.

Fig. R-5. A schematic representation of a short
section of a polymer of DNA, showing the
double-helix nature of the polymer. The
ribbon-like bands represent the sugar-
phosphate backbone, while the horizontal
rods represent the bases. The two strands
of the double-helix are held together by
hydrogen bonds.

Figure R-6 represents an atomic model of
the polymer of nucleic acid shown schematically in
Fig. R-5. It appears much more complex, but one
can see the double helix. The black circles are the
atoms of the sugar chain. The phosphates are along
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this chain; they do not show very well because they
are dyed black in this model. The bases are shown
as planar molecules that run across at right angles
to the main chain and hence at right angles to the

page.

Fig., R-6. An atomic model of a short section of
a DNA polymer.

It is believed that DNA has a special type of
replication. Suppose that we put a virus or part of
a virus into a cell, The cell then makes more
viruses, The questions arises: '"Are the viruses
that are then made within the cell genetically con-
nected with the virus that went in? Is there genetic
continuity in the virus world as in the animal
world? The answer is yes. Dr, Stent will discuss
this in more detail. Since there is genetic con-
tinuity, we next ask, '"What carries the genetic
continuity ?'"" We now believe without any question
that it is the nucleic acid that is in the viruses. This
can be either ot the desoxyribonucleic (DNA) type
shown in Fig. R-6, or it can be ribonucleic acid
(abbirevialed RNA)., The cheiical difference be-
tween DNA and RNA is small indeed, being
simple Lhe presence of an OH group on the one and
not on the other. But physically, the RNA is much
different from the DNA; instead of having a
double helix as does DNA, it has a single one.
This viewpoint, which we now believe is correct,
raises certain problems as to how replication
occurs. This is not the problem of how a double
helix of DNA goes about dividing in two and then
forming new double helices. Rather, it is the
question of how a single-helix-polymer (RNA) can
be caused to grow within a cell as a result of only
a single helix of RNA coming in and serving as a
template for the new material,

Viruses may contain either DNA or RNA;
most, however, contain RNA. Those of the nu-
cleic-acid type seem to have no relation to whether
they are plant or animal viruses. It was once
thought that plant viruses are all RNA ones and
that animal viruses are all DNA ones, but nothing
could be further from the truth. For example,
tomato bushy stunt virus which makes tomato plants
sick, and poliovirus which makes humans sick, are
approximately chemically identical. They both con-



tain protein; they both contain RNA to the extent

of about 35%; they are the same size and shape;

yet it is obvious that they are different viruses.
Therefore, any investigation into how viruses are
replicated within cells must take account of the fact
that there is RNA to be replicated for some viruses
and DNA to be replicated for others. There is no
good evidence that the same virus ever has both

RNA and DNA in it. They seem to have to make up
their minds which they are going to have.

We will now consider virus structure in more
detail. Figure R-7 is an electron micrograph of
the poliomyelitis virus, which has a diameter of
about 0.03 micron. This illustrates the fact that,
as far as we can tell, every individual of a given
type of virus has the same shape and size. This is
particularly true of the smaller types. In fact, the
x-ray crystallography of viruses indicates that they
are indeed identical down to at least two atomic
radii,

Fig. R-7.
suspension of poliovirus.

An electron micrograph of a purified
X170,000.

Fig. R-8. A light micrograph of a perfect crystal
of poliovirus., The center of the crystal is
solid, although it appears transparent here.
There are about one billion virus particles
within this crystal. X5,000.
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Figure R-8 shows a crystal of a poliovirus.
It is a full three-dimensional crystal, being about
0.2 mm across and containing about 100 billion
virus particles. The virus particles within such
a crystal are fully active biologically, One can do
x-ray analysis with crystals like this to learn how
the virus particles are arranged in their packed
structure and how the particles themselves are
built up. It is possible to '"'section'' such a crystal;
to freeze it, crack it, and make a replica of the
cracked surface, Then by electron microscopy
one can get some idea as to the arrangement of the
virus particles in the crystal (see Fig. R-9).
From a chemist's point of view, what is seen in
Fig. R-9 could be called molecules., This electron
micrograph reveals the internal array of small
objects as they pack themselves in a crystal, In
this case they have obviously packed with a square
array. But the x-ray analysis tells us in much
more detail about this than does electron micros-

copy.

Fig. R-9.
cut through a crystal like that seen in
Fig. R-8. The arrangement of the in-
dividual virus particles within the crystal
is shown. X250,000.

Figure R-10 shows clearly that a virus particle
is not just a blob. In this case it is a rather good
polyhedron, as indicated by the shapes of the
shadows. The virus is that from the disease attack-
ing the insect Tipula paludosa.

i
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Fig. R-10. The Tipula paludosa virus, frozen-
dried and shadowed to show the polyhedral
nature of the virus. The three-dimensional
shape is that of an icosahedron. X160,000.



130

Figure R-11 is a cardboard model which has virus goes into the bacterium, but this is not so.
been double-shadowed to reveal its shape. This is Actually only the inside of the head does. The
a model of the virus shown in Fig. R-10, The shape function of the tail is apparently to aid in the trans-
of the model (and the virus) is that of an icosahedron, fer of the material inside the head (which is DNA)
a figure having twenty equilateral triangular faces. into the bacterial membrane.

How the virus manages to grow so as to have these

20 pleiax- faces in's myntery. Figure R-13 shows how we know what mater-

ial is inside the head. In the left corner is a bac-
terial virus whose head has been broken and is now
flat, revealing what looks like a mass of spaghetti.
This spaghetti consists of the pnlymeric molecules
of DNA that were represented in Fig Rah These
molecules have a diameter of about 20 angstrom
units only. This mass of DNA is enough to have a
length of about a hundred times the diameter of the
head and it is all in one piece, making a nice prob-
lem nf assemhly. That is, how does one bring this
much DNA all together, ball it up in a package,
and put a protein coat around it? This is just one
of the manymysteries of virus structure.

Fig. R-11. A cardboard model of an icosahedron
(the shape of the Tipula paludosa virus shown
in Fig, R-10). An icosahedron is a perfect
polyhedron with 20 faces, each of which is
an equilateral triangle.

Figure R-12 shows some representative
bacterial viruses, the T2 bacteriophage attacking
the bacteria of E. coli, Here we see that the bac-
terial viruses have a fairly intricate morphology:
a head and a tail. It turns out that all bacterial
viruses have tails, and as far as we know, only
bacterial viruses have tails. Why they have tails

is not known for certain, but it would seem that Fig R-13 TIn this electron micrograph the re

this structure is related to the job which the virus mains of an osmotically-shocked bacteriophage
has in inoculating the host cell. A bacterial cell is seen in the lower right-hand corner. The
has a notably tough wall, as do plant cells. Most strands seen over most of the micrograph are
plant viruses are spread by insects: the insect with the polymero of DNA that Lave Leeu liber-
its proboscis is able to go through the cell wall. ated from within the head following osmotic
But a bacterial virus must infect the bacterium all shock., X210,000.

by itself. To do this the virus attaches itself to a
bacterium by the end of its tails And then what
happens ? At first one might think that the whole

A 3 3 R R

- y ‘ Fig. R-14. Some T2 bacteriophage which have
Fig. R-12. An electron micrograph of the T2 been treated to one cycle of freezing and

bacteriophage, showing the characteristic thawing. The tails have been slightly dis-
head and tail structure of all known bacterial integrated to show the fine fibers which are

viruses. X80,000. attached to the ends of the tails. X110,000.



Figure R-14 shows that we also know some-
thing about the tail structure. If one degrades the
virus slightly, he finds that at the end of the tail
there are fibers, which seem to be the immediate
organs of attachment. In a solution, bacteria and
bacterial viruses move about with Brownian motion.
When the virus approaches closely to the bacterium,
these tail fibers attach to the bacterial surface,
preventing the virus from bouncing off. Then the
end of the tail is brought into contact with the sur-
face of the bacterium. Figure R-15 shows sche-
matically, although perhaps not very precisely,
what happens next.

HEAD

DNA

HELICAL WRAPPING

CORE OF TAIL

TAIL TIBRES

BACTERIAL CELL

Fig., R-15. A schematic representation of the
mechanism of attachment of a bacteriophage
to the surface of a bacterial cell. The
octopus-like arms on the bacterial surface
arc the tail fibers, while Lthe black object
running along the center of the tail represents
the core. Upon injection of the DNA of the
virus the core is believed to enter the
bacterium.

Since this illustration was made, it has been
discovered that following the attachment the tail
actually shortens by a considerable amount. The
tail has a core, i.e., a sort of solid plug going up
the center. Two things happen after attachment:
(1) There is an enzyme on the surface of this core
that chews a hole in the bacterial surface, and
(2) something in the bacterium enzymatically dis-
solves the core. After this occurs there is a hole
down the tail through which the DNA from the
bacteriophage head may enter the bacterium. This
is a very complicated process, but it is probably
necessary because bacterial cell walls are so tough
and generally impermeable. Dr. Stent will discuss
what happens inside the bacterial cell after the DNA
has entered.

Another type of virus, which is illustrated in
Fig. R-16, is a spherical virus. This illustration
shows us something about subunit structure., The
interpretation of this subunit structure is the
following: Most viruses are RNA viruses with
about one fifth of the total mass as RNA (for most
viruses), Suppose now that we are going to make
a virus out ofmicleic acid and protein; how are we
to do it? Let us assume that the nucleic acid acts
as a template which controls how the protein is
made. Is it possible to devise a scheme whereby
all of the protein could be made at one time, yet
allowing the nucleic acid to finish up on the inside,
as we believe is universally so? The answer seems
to be '"no. ' It would seem to be much simpler to
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imagine that the nucleic acid acts as a template for
making a fairly small protein subunit, and doing
this over and over again, so that a given virus
particle may have a multiplicity of protein subunits
each having a molecular weight about 15 to 20
thousand. These are then all assembled in quite an
ordered fashion to make up the final virus. The
type of order found implies that there are 60, or

a multiple of 60, subunits in each virus particle.

In Fig. R-16 the virus particles are those of rabbit
papilloma. The electron micrograph at this mag-
nification shows that the surface has an ordered

Fig. R-16. Some air-dried, shadowed particles
of rabbit papilloma virus. The surface of the
virus 1s covered with an array of knobs
separated by about 70 angstrom units.
X300,000.

Fig, R-17. An electron micrograph of particles of
rabbit papilloma virus which have been pre-
treated with phosphotungstic acid. The knobs
on the surface of the virus show clearly here.
Note that some of the particles appear as
hollow rings; these are hollow particles which
have lost their content of nucleic acid.
X300,000.

Figure R-17 perhaps shows this better. It is
a preparation which has been stained with phospho-
tungstic acid (PTA), so that one can see the protein



subunits as white dots. From this staining tech-
nique we know that the PTA discloses the presence
of the same kind of bump that was evident in Fig.
R-16. Some of these virus particles are hollow.
The PTA has entered and made them opaque in
the middle. From Figs. R-16 and R-17 it is
apparent that this particalar virus has some kind of
subunit structure on its surface--a set of bumps all
of about the same size, which we know from chemi-
cal work are proteins.

Figure R-18 shows another example of this.
This is a much smaller virus, the turnip yellow
mosaic virus. Figure R-18 is an electro micro-
graph which is designed to show that the surface of
these virus particles is not smooth, but rather it is
knobby in a fairly ordered way. Because this virus
is only 0.03 micron in diameter, it is rather hard
to show the surface structure in detail, Neverthe-
less, this is an example of a very small virus,
much smaller than the rabbit papillima which ex-
hibits a subunit structure on the surface. And we
know very well in this case that the nucleic acid of
the virus is in the center of the virus.

78 I
Fig. R-18.
yellow mosaic virus, showing an array of
knobs on the surface of the particles. The

most characteristic array is one in which
there is a central knob surrounded by six
others. X400,000.

Fig. R-19. A ping-pong-ball model of the way in
which the protein subunits are believed to be
packed on the surface of a small virus such
as poliovirus. The shape of the subunits is
shown here as spherical but their actual shape
is in all cases unknown.
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Figure R-19 is a drawing that shows the
structure of a small virus. This model, which is
made of ping pong balls, is representative of the
outer portion of practically all the small viruses.
We do not know how the nucleic acid is assembled,
but we do know from chemical and physical evi-
dence (by degradation) that the RNA is in the in-
side. It is probably just folded back and forth, but
we know nothing about this. On the outside there
are protein subunits. X-ray analyses of two or
three of the viruses show that these protein sub-
units are arrayed in a very ordered fashion. In
these cases there are 60 of the protein subunits;
the array makes a geometrical solid known as a
snub-dodecahedron.

Figure R-20 shows a section of a larger and
more complex virus, an insect virus known as the
Tipula paludosa virus. A virus of this type has two
regions: there is something that looks dark in the
center and something which looks lighter on the out-
side. We know now from chemical work that the
central portion is mostly nucleic acid, in this case
DNA, and the outer surface is protein. The shape
talken by this outer protein has been investigated by
electron microscopy and, as will be recalled from
Fig. R-10, is found to be a polyhedrou,

P

Fig. R-20. An electron mlcrugrapl of a section
cut through the fat-body of a larva infected
with the Tipula paludosa virus. Indications
of polygonal contours are seen corresponding
to the polyhedral shape of this virus as shown
in Fig. R-10.

Fig. R-21.

A ping-pong-ball model showing the
surface structure of a polyhedral-shaped

virus known as the adeno virus. It is be-
lieved that the surface of the Tipula paludosa
virus is like this, although evidence for this
statement is still lacking. The ping pong balls
represent the protein subunits of the adeno
virus. Note that an icosahedron can be formed
by arranging spherically-shaped subunits in
the way shown,
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Figure R-21 is a model of an icosahedron However, most of the evidence concerning
made up of ping pong balls, The Tipula paludosa the substructure of tobacco mosaic virus has come
virus has this general shape, but has many more from chemical and x-ray studies. By chemical
subunits than the model contains. They are fitted methods it is easy to separate the protein and the
together with a geometrical nicety such that a nucleic acid. This can be done with concentrated
twenty-faced surface of equilateral triangles is ob- salt solutions, with acetic acid, with phenol, and
tained. If we are going to speculate on how viruses in other ways. When this is done one obtains a
are made, we have to discover a mechanism which protein subunit with a molecular weight of 18,000,
will explain how nucleic acid of the infecting virus which is made up of about 150 amino acids. The
can influence the cellular machinery in such a way sequence of these amino acids is now being ex-
that separate protein subunits (of molecular weight amined in our laboratory, and we hope to have an
of about 15,000) can be made and then assembled answer in a year or two. This study has been
with such a high degree of geometric nicety, rather going for two years but its completion will take a
than as a blob. long time.

Figure R-22 shows the tobacco mosaic virus,
which is rod-shaped, or more properly, tube-
shaped. The length of this virus is about 0.3
micron and its diameter is 0.015 micron. It
contains 95% protecin and 5% ribonucleic acid. We
know more about the structure of this virus, surely,
than any other virus. Because it is rod-shaped,
there is some hope that we might be able to under-
stand how this virus is put together and obtain some
evidence about its substructure. In the electron
microscope, an ordinary picture like Fig. R-22
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Fig. R-23. Tobacco mosaic virus which has been
partially dicintegratced by tiecalinenl wilh a
detergent, The fine strands extending from
the ends of the particles are the fibrils of
RNA known to exist within the virus (the
white sphere shown in the picture is a refer-
ence object of polystyrene latex). X120,000.

Fig. R-22. An electron micrograph of tobacco
mosaic virus, showing the characteristic rod
shape. No periodic array of surface structure
has been found on this virus by electron
microscopy, although such an array is be-
lieved to exist from x-ray analysis. X300,000.

gives no evidence of substructure whatsoever. But
we can do a little trick, as Fig. R-23 shows. If
we treat the virus particles with detergent, the
protein is dissolved but not the nucleic acid, In
Fig., R-23 one can see part of a virus particle, out
of which extends a thread. From enzymatic studies
we know that this thread is the RNA of tobacco
mosaic virus. This helps us to answer these
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questions: '"If a virus is to be made as a helix, A b

with 5% RNA, how is the RNA to be putin? Is it S

to be inserted as multiple strands, say 10 or 12

strands of RNA, or is it to be put in as a single Fig. R-24. An electron micrograph of the protein
strand?'" The answer seems to be that a single fraction of tobacco mosaic virus which has
long strand is all that is necessary. By measure- been freed of RNA and which has been
ments made of a few hundred of these strands and slightly reaggregated by reducing the pH
knowing the amount of RNA that 1nust have been in of the solution. Continued treatment at low
the virus to start with, we find that one long strand pH causes the protein fraction to reaggregate
of RNA, such as is seen in the illustration, con- to rods which are indistinguishable from
tains enough material to account for the 5% RNA tobacco mosaic virus except that they are not

content of the virus. uniform in length. X200,000.



Figure R-24 is an electron micrograph of
the protein fraction which has been slightly re-
aggregated. By treating the protein with just a
little bit of acid, once can cause it to reaggregate
in a form shown here; the small discs actually
represent just a cross section of the virus particle
itself. By treating the protein with acid for a
longer time, one can cause it to reaggregate back
to a shape that is very much like the complete
native virus.

The protein can be purified by itself and the
nucleic acid can be purified by itself, so that one
already had an idea from chemical analysis that
there were protein subunits of molecular weight
18,000. The x-ray evidence of crystals of DNA
supports this concept. Figure R-25 shows the
combined evidence of electron microscopy and x-
ray analysis in quite a bit of detail. The rod (really
a tube, because it has a hole in the middle) is a
helix--a gigantic helix compared with the size of an
atom. Figure R-25 shows the protein subunits of
molecular weight 18,000, which are structural sub-
units as well and show up in the x-ray structure.
The nucleic acid 1s neither in the cenler uur vao the
outoide, but imhedded in the protein. This is shown
schematically, but we now know that we should show
the nucleic acid as a single fiber that goes round and
round the helix, following the pitch of the protein
portion. When we disintegrate the virus chemically
we break up these subunits, one from the other.
These are the ones with the molecular weight of
18,000.
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Fig, R-25., A diagram showing the arrangement of
the protein subunits of tobacco mosaic virus,
and showing the localization of the RNA. Note
that the protein subunits are arrayed in the
form of a helix, The helix has a hollow tube
along its center, as shown here. It is now
known that the RNA, shown schematically
here some 40 angstrom units from the axis
of the virus rod, follows the pitch of the helix.
The information leading to this schematic
representation of the structure of tobacco
mosaic virus has come from electron micros-
copy and from x-ray analysis.

An interesting property of the tobacco mosaic
virus is that we can easily put one together (or at
least back together)in the laboratory. We do not
know with certainty how this is done in nature, but
we do have some idea. The laboratory procedure is
first to take the virus apart chemically into its pro-
tein fraction and its nucleic acid fraction. The pro-
tein fraction consists of the subunits of molecular
weight 18,000. The nucleic acid fraction consists
of very thin fibers, which are the single helix-type
polymer. The next step is to put these back to-
gether as a virus particle. To do this, one takes
the nucleic acid fraction and the protein fraction
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both in solution, and lowers the pH to about 5.5.
The two are then mixed together in a test tube.
After a few minutes we get what is shown in Fig,
R-26. The result may not be surprising now, but
it certainly was when this was first done, for we
once again have a virus particle! As far as we can
tell, antigenically, chemically, x-ray crystallo-
graphically, and even biologically,as regards their
infectivity, these particles are identical with the
natural particles with which we started. In other
words, from such a reconstituted mix, we can get
back about 80% of the original infectivity. At
first this sounds like a mystery, but it is largely
an exercise in polymerization. What happens is
that the helix just grows round and round, with the
protein units added one at a time to the RNA helix.
The helix stops growing in length when the end of
the nucleic acid fiber is reached.

R-26.
mosaic virus which has been reconstituted

Fig. An electron micrograph of tobacco
from its constituent parts: protein and RNA.
The reconstitutcd material appears like the
native virus and has a fair uniformity of
length. Such rods are almost as infective as
the native virus before it was disintegrated
and reconstituted. X55,000.

Now Lhe yuestion arises, '"Ioc the entire re-
constituted virus particle required in order to be
infective, or is one ol the components infective
by itself? We have found that the protein is not
infective. But Fig, R-27 illustrates an experi-
ment which has led us to believe that the nucleic
acid is infective. This is a "mixed-breed' type of
experiment. After the nucleic acid and the protein
have been separated, instead of putting them back
together in the normal way, we put them back to-
gether by mixing. That is, we start with a virus
of one strain, which we will call "A'" and a virus
of another strain, which we will call "B, " We
then combine the protein of one parent (B) and the
nucleic acid of the other parent (A) and infect plants
with the reconstituted virus. We find that the
progeny that are grown in the plant, after infection,
have the strain characteristic of the parent that
furnished the nucleic acid. In other words, the ex-
periment shows that the progeny always partake of
the same genetic characteristics as the parent that
furnished the nucleic acid. In fact, we now know
that without exception the nucleic acid by itself is
infectious. For example, it is possible to get about
5% of the infectivity level of native tobacco mosaic
virus by infecting with its nucleic acid alone.
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Fig. R-27. A schematic representation of a re-
constitution experiment in which nucleic acid
from one strain of tobacco mosaic virus has
been reconstituted with the protein of another
strain. In this case the nucleic acid from the
strain called ""A'" has been combined with the
protein from strain called "B.' Following
infection the progeny virus has all the charac-
teristics of strain "A' as shown in the last
particle on the right. This is a clear in-
dication that the nucleic acid determines the
genetic characteristics of the progeny, and
was the experiment which led to the later
discovery that the RNA of tobacco mosaic
virus is by itself infective.

Thus, we have learned that the only part of a
virus that is infectious is the core of the virus, i.e.,
just its nucleic acid, All viruses seem to have this
core, with nucleic acid on the inside. Unfortunately,
we do not yet have any evidence about the sequence
of the nucleotides in the nucleic acid. To obtain this
information is a much more difficult task than can
be accomplished at the present. But we do know
that thic matcrial, be it DNA o:r RNA, is infecti-
ous. Of course, with bacterial virus it was already
known that only the DNA goes in, so that we could
infer that in the natural world of bacterial viruses
DNA is infectious. But it is fascinating to find in
the artificial world of what man can do, that the
RNA of viruses is infectious.

Suppose now that we take the juice of an in-
fected plant from which the tobacco mosaic virus
particles have all been removed. When we extract
the nucleic acid that remains in the juice, we find
that it is infectious. This indicates that more in-
fectious nucleic acid is made than is finally wrapped
up in the complete particle. Why then must protein
be present in the complete particle? An answer
may be found by reflecting on why you want a
shopping bag when you buy a lot of small packages
at a store. It is probable that the protein serves
primarily as a protective cover for the nucleic acid,
as something to wrap it in.
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In just the last few months it has been found
that the ordinary specificity rules of virus infection
break down. Previously, we believed that a given
type of virus will infect only one host species or
family, For example, I have worked in tobacco
mosaic virus for years, but I have no infection
from the tobacco mosaic virus because I am not a
tobacco plant. Likewise, poliovirus has been
known to infect best only the cells of primates, that
is, monkeys, humans, and so forth and to infect
less well the cells of other mammals. Certainly,
poliovirus will not infect the cells of a frog. This
selectivity is probably because the protein will not
allow the virus to attach to the cells of a frog. But,
unless the virus attaches to the cell, the nucleic
acid cannot go in and cause infection. However, it
has recently been discovered that if the protein is
stripped off and only the nucleic acid is placed upon
the cells, we can infect tissue-cultured frog cells
with polio '"virus.' The frog cells will then produce
true poliovirus, and the particles that come out look
just like the original poliovirus that furnished the
nucleic acid. Thevirus particles that are now pro-
duced by the infected cells (the complete virus
particles) no longer recognize the frog cells. That
is, once the protein coat is around the nucleic acid,
the virus cannot infect the frog cells. It now appears
likely that within a few years we shall be able to in-
fect plant cells with animal viruses, or infect ani-
mal cells with plant viruses, if we use only the nu-
cleic acids. We virologists are then going to have
to watch our step, because we would hate to come
down with a case of tobacco mosaic virus!
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S. THE BIOLOGY OF VIRUS

Gunther S. Stent

Viruses are of the greatest practical importance.
Not only do they cause some of the worst diseases
that afflict man, but they attack plants and animals
as well. A very large effort of virologists all over
the world is now being directed toward controlling
virus diseases. Of fundamental value in this investi-
gation is the study of how viruses reproduce. That
is the subject of this lecture.

In the free state, virus particles manifest no
metabolic phenomena at all. However, when a virus
comes in contact with a living cell, a remarkable
metamorphosis takes place: the virus comes to life.
Processes then ensue inside the infected cell which
lead to reproduction of the infective particle.

A given virus cannot infect every type of living
cell. Those viruses that attack cells of animals are
called #nimal viruses. Also there are plant viruses
and insect viruses. However, this lecture will be
devafed fn thnse viruses that infect bacteria, in par-
ticular Bacterium coli. This bacterium, which is
found in the human intestinal tract, can be infected by
a very large range of viruses.

It may come as a surprise that even the smallest
of all organisms—bacteria—are themselves the prey
of virus disease. Forty years ago, when bacterial
viruses were discovered, there was great excitement,
for it was felt that at last a means was found for
controlling bacterial diseases. The line of thought was
obvious: to cure a patient infected with diphtheria,
one would simply administer a virus specific for the
diphtheria bacterium. The virus would seek out the
diphtherium bacterium and destroy it, thereby curing
the patient. In fact, it was thought that an epidemic
such as cholera could be averted by this same method.
One would merely isolate a virus that infects cholera
bacilli, disseminate this virus among the people, and
then encourage everyone to be as unhygenic as possi-
ble so as to facilitate the spread of this anti-cholera
virus. In this way, the cholera bacteria would all be
quickly eradicated.

Unfortunately, this hope was not realized.
Therapy by bacterial viruses turned out to be quite
fruitless. Today antibiotics are widely successful,
much more so than was ever thought possible by even
the most enthusiastic supporters of bacterial-virus
therapy. In fact, bacterial viruses are of virtually no
practical consequence nowadays. However, as objects
of fundamental biological study, they are of the utmost
importance.

Figure S-1 shows that bacterial viruses are
sirall tadpole-shaped objects having a head and tail.

DNA

]

protein

Fig. S-1. A bacterial virus of the T2 strain.

The head is filled with DNA (desoxyribonucleic acid),
a substance which will be discussed in more detail
below. The outer coat of the head is made of protein.
Thus, the main chemical components of virus are
protein and DNA, which occur in nearly equal
amounts.

Figure S-2 shows a cell of the bacterium coli
surrounded by virus particles of the type that can
infect it. The relative sizes of the virus particles
and the coli cell are evident. The length of the coli
cell is about 1/10, 000 inch, which is about the limit
of optical visibility. To observe the virus particles,
one must use an electron microscope.

Fig. S-2.
human intestinal tract.

The bacterium coli, which infects the
Virus of the T5 strain
are seen adsorbed on the cells.

The reproduction cycle of the bacterial virus
is represented in Fig. S-3. When virus particles
are introduced into a population of bacteria suspended
in some medium, the particles diffuse toward a bac-
terial cell. When a virus particle succeeds in hit-
ting a bacterium, it fixes itself by means of its tail
to the surface of the cell.

After attachment takes place the tail contracts,
pushing a kind of hypodermic needle inside the bac-
terial cell. The nucleic acid (DNA) of the virus is
then injected into the interior of the cell, as indicated
by the dotted line in Fig. S-3a. The protein coat of
the virus never enters the cell.

Once infection has occurred, the reproduction
drama of virus growth ensues. Since only the DNA
enters, it must be the agent responsible for virus
reproduction inside the cell. Also, DNA must repre-
sent the chemical substance which carries the heredi-
tary continuity from one virus generation to the next.

If we examine the cell 10 minutes after infec-
tion has occurred (Fig. S-3b), we find that the mem-
brane containing the protein is still attached outside
the cell. Inside the cell we find some hollow particles
that contain protein, but no nucleic acid. Because
they contain no nucleic acid, these virus precursors
are incapable of producing infection. The synthesis
of the viral nucleic acid is, however, already taking
place,as can be demonstrated by direct chemical tests.



The nucleic acid will soon combine with the protein to
form infective virus particles.

Twenty minutes after infection (Fig. S-3c), we
find the first infective virus particles inside the cell.
These contain both protein and nucleic acid. There
are still some virus precursors present, whose
growth process is not yet completed.
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Fig. S-3. Reproductive cycle of bacterial virus:
(a) at the moment of infection; (b) 10 minutes
later; (c) 20 minutes after infection; (d) 30

minutes after infection.

After 30 minutes (Fig. S-3d), a hundred or so
infective virus particles have accumulated inside the
cell. The cell then bursts open, liberating the
progeny into the medium.

What we have just described illustrates the
central problem of biology, namely, to know what
kind of structure manages to reproduce itself. We
now turn to consider the techniques and methods by
which we discover the information just discussed.

One of the reasons why bacterial viruses are
so suitable for fundamental biological studies, and
why they can be used so easily, is that an accurate
assay is easily made of the number of virus parti-
cles present in a given sample. Suppose that we
want to know the number of bacterial viruses in a
certain solution. The method is as follows. A
nutrient agar is poured onto a petri plate. This
agar is then inoculated with about a million bacteria
of a type susceptible to the virus we wish to assay.
Next, a dilution of the virus suspension is mixed
with the bacteria, so that about 100 virus particles
are placed on the plate. This mixture of bacteria
and virus is incubated overnight at 37°C. During
incubation the bacteria multiply, each bacterium
giving rise to a colony of descendants. By morning
the surface of the nutrient agar is covered with a
thick film of bacterial cells. The previous day, the
plate was complecely clear, but now the surface is
turbid with a thick lawn of bacterial growth. How-
ever, each place where a virus happened to come to
rest there will be a hole. What has happened is
that each virus infected a bacterial cell. Half an
hour later each cell burst open, liberating several
hundred progeny particles. These progeny infected
neighboring cells and in turn multiplied on them.
After another half hour, several hundred more prog-
eny were released from each cell. So as the bacteri-
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al lawn grew, a tiny virus colony also grew at each
site where an original virus came to rest, creating
a hole. We call these holes ''plaques.' To deter-
mine the number of virus particles deposited on the
plate, one has only to count the number of plaques
and take into account the dilution factor. People who
work with bacterial viruses spend at least half their
time counting these plaques. Even so, this is in-
comparably easier than making assays of plant or
animal viruses. For example, one might need per-
haps 200 mice to make an assay similar to that done
with a single agar dish.

The method used to measure the specific
infectivity of a virus preparation is as follows: One
first determines the number of infective virus parti-
cles by the plaque method. Next, he counts the
number of particles by means of an electron micro-
scope. For bacterial viruses, it turns out that the
ratio of infective particles to physically visible
particles is one. In the case of plant and animal
viruses this ratio may be one in a thousand, or in
some cases only one in a million. That is, in the
case of plant and animal viruses only a very small
percentage of the particles seen in an electron
microscope ever do anything biologically interest-
ing. Thus, in working with plant or animal viruses
there is always the uncertainty that the particle
causing a biological effect does not represent the
bulk of the preparation. However, when dealing
with bacterial viruses, we know that every particle
is infective. This is one of the main advantages of
working with bacterial viruses.

The plague assay method is also employed to
follow the kinetics of virus multiplication. For this
purpose we use a bacterial culture containing, say,
100, 000, 000 cells per milliliter. Next, we introduce
an equal number of viruses, which immediately be-
gin to diffuse toward the bacterial cells. The virus
particles fix themselves on the surface of these cells,
and the infection is underway. At one-minute inter-
vals (measured from the moment that the viruses
were introduced), aliquots of this growing virus-
infected culture are removed. The aliquots are
then suitably diluted and plated on agar for the
plaque assay in order to see how many infective
centers exist.

It turns out that.in such an experiment the
number of viruses remains the same for about 25
minutes. The number then suddenly begins to rise,
continuing to increase for perhaps 10 minutes, and
again levels off. This is represented by the solid
curve in Fig. S-4. What has happened in this ""one-
step growth experiment' is that during the first 25
minutes, or latent period, the viruses were multi-
plying inside the bacteria. At that point the bacteria
began to break open and liberate the virus particles
they harbor inside. This liberating process con-
tinued for about 10 minutes. No further virus
growth then took place because all the bacteria had
ruptured and died. We thus see that the difference
between the initial level and final level, or "burst
size,'" is a factor of about 100. Thus, it was from
this one-step growth experiment that we have learned
that each parental virus gives rise to about 100
progeny viruses after an incubation period of about
30 minutes.

Closer to the problem that we want to investi-
gate is the question: '"When do the viruses actually
appear inside the cell?'" The one-step growth experi-
ment does not answer this—it merely tells when the
viruses are liberated into the medium. To answer



this question, we must break open the bacteria
artificially. This can be done by pressure, certain
chemicals, or ultrasonic sound. After we have
broken the bacteria we plate aliquots of the infective
culture on agar to count how many infective viruses
are present. This tells us the intracellular accumu-
lation of viruses after a given interval rather than
the time of their spontaneous liberation.
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Fig. S-4. The kinetics of bacterial virus growth:

solid curve represents the one-step growth
expcriment; dashed curve indicates the
intracellular growth experiment.

The first person to perform this intracellular
growth experiment was greatly surprised at the re-
sult. He naturally expected that immediately after
infection there would be the same number of viruses
as were introduced. But to his amazement he found
none, not even the virus particles that were put in.

In fact, for the first 12 minutes he found essentially
no infectivity in bacterial cells that were artificially
ruptured. After 12 minutes, there was a sudden in-
crease in infectivity, which rose for about 20 minutes,
and then leveled off at the same final value as in the
case of the one-step growth experiment. This is rep-
resented by the dashed curve in Fig. S-4.

What is the reason for this lack of infectivity
during the first 12 minutes, or period of "eclipse?'
It will he recalled that when infection occurs, the
nucleic acid is injected but the protein remains out-
side the bacterial cell. The nucleic acid is not in-
fective unless it is inside a protein coat, which it
uses as a syringe. However, by the time 12 minutes
have elapsed, a certain amount of viral protein has
been synthesized inside the cell. This combines with
nucleic acid to form an infective progeny. When this
occurs, the eclipse is over. From this point on,
more and more viral nucleic acid combines with pro-
tein to make additional virus particles, until the final
level is reached. Thus, in this intracellular growth
experiment the same final level is attained as in the
one-step growth experiment.

What is the nature of the nucleic acid, which
plays such an important role in carrying the heredi-
tary information of the virus particle? Figure S-5
indicates the nature of a chain that makes up nucleic
acid or DNA. It is a polymer of very high molecular
weight, built of repeating units composed of molecules
of the sugar, desoxyribose, linked through phosphate
ester bonds. Thus, along the main chain of this
polymer we have a succession of sugar, phosphate,
sugar, phosphate, sugar, etc., continuing up to a
molecular weight of 10 million. This is an extremely
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long molecule, much longer than a protein molecule.
To the side of each sugar is attached one of four
purine or pyrimidine bases.
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Fig. S-5. A chain making up desoxyribonucleic acid,

often referred to as DNA or nucleic acid.
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The four bases which are attached to each
The

Fig. S-6.
sugar molecule contained in a DNA chain.
bases are adenine, thymine, guanine, and
cytosine.

Figure S-6 shows the nature of these bases:
one is called adenine, one thymine, one guanine, and
one cytosine. These are complex heterocyclic, or-
ganic molecules which form the real working part of
DNA.

Desoxyribonucleic acid consists of a double
chain (see Fig. R-5 of Section R), each like that
indicated in Fig. S-5. These two chains are helically
intertwined and are held together by purine and
pyrimidine molecules that jut out sideways. The
hereditary information resides in the particular ar-



rangement of these purine and pyrimidine residues
along the chain.

Another reason why it is so convenient to
work with bacterial viruses is that they can be easily
studied with radioactive tracers. One of the tracers
used extensively is phosphorous 32. This isotope
emits beta rays, which are among the easiest to
observe with a radiation detector.

A common procedure is to add P32 (perhaps
in the form of phosphoric acid) to a culture in which
the bacteria are growing. The bacteria then assimi-
late this radiophosphorous into their phosphorylated
constituents. If these bacteria become infected with
viruses, the viruses then assimilate the materials
making up the bacteria and become, therefore,
themselves radioactively labled. After purification
of such viruses by centrifugation we obtain a prepa-
ration in which the only radioactivity resides in the
bacterial virusszes themselves. In particular, in the
casc of the P”“ label, thc radiocactivity is coutained
in the phosphate links which hold together the sugars
in the DNA. The protein contains no phosphorous,
nor does the virus have any lipids or other constituents
which contain phosphorous. Therefore, in a bacterial
virus that has been labeled with radiophosphorous,
the radioactivity resides exclusively in the DNA. We
can follow the fate of the DNA by simply following the
radioactivity which the virus contains.

A second radioisotope used extensively in this
work is sulfur 35, which is also a beta emitter. The
same procedure as outlined above is followed to ob-
tain a preparation of bacterial viruses in which all
the radioactivity is in the viruses themselves. The
difference is that there is no sulfur in DNA. All the
sulfur is in the protein, i.e., in its two amino acids,
methionine and cystine. In this way, we can obtain
two virus preparations that are identical, except that
one is labeled with radiosulfur and the other with
radiophosphorous. We now have a method for follow-
ing the fates of the protein and the DNA separately.

Suppose that we infect a population of bacteria
with a virus labeled with radiosulfur. We know that
the virus attaches itself to a cell by its tail. After a
few minutes we place this culture in a Waring blendor.
This sets up such tremendous shear forces that the
protein coating is torn away from the cell. We dis-
cover that this has actually occurred by using a
radiation counter. We then use the plaque assay test
and find that in spite of this rough treatment, the cell
is infected. From these facts we conclude first, that
the protein has not entered the cell (for otherwise we
could not have stripped it off), and secondly, that the
protein is not necessary to produce infection. To
discover the role of DNA in producing infection, we
repeat the experiment, this time using radiophospho-
rous rather than radiosulfur. In this case the Waring
blendor does not strip off the radioactivity, indicating
that the DNA is inside the cell.

Finally, we turn to consider briefly some
genetic studies on bacterial viruses, which show that
the hereditary apparatus of these tiny organisms is in
many respects very similar to that of higher forms.
The type of plaque which an ordinary wild virus forms
when plated on an agar dish has a characteristic
morphology, namely, a clear center with a sort of
turbid halo around it. In the many thousands of
plaques that we observe daily, we occasionally find
one that looks different. It is bigger and does not have
the turbid halo, but instead is clear around its edges.
We refer to this rare type of plaque as an r plaque.
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If we carefully isolate the contents of such a virus
colony and allow the particles to reproduce, we find
that the offspring all make the same type of aberrant
plaque. That is, the alterations that have suddenly
arisen perpetuate themselves in a stable way, pro-
ducing a new genetic type, i.e., a mutant.

There also exists another plaque-type mutant.
This is designated by letter m, standing for minute,
since it makes a very tiny plaque.

It may come as a surprise to learn that bac-
terial viruses exhibit a kind of sexuality. This can
be demonstrated by infecting a bacterium with both
the r-type and the m-type virus. Since more than
one virus particle can grow in a single bacterium,
both of these can multiply inside a given cell. Among
the hundred or so progeny coming from a cell, some
will be of the r type and some the m type. In addition
to those that are exactly like their parents, there will
be some which give rise to the normal plaque, i.e.,
are neither r nor m, but resemble the original wild

type.

Where do these normal wild-type viruses
come from? This can be answered in terms of con-
ventional genetic ideas. The genetic structure of a
virus, i.e., its '"chromosome,' can be represented
as a single straight line. Each gene (i.e., a locus
which controls a different activity of the virus) can be
assigned different locations on this linear chromosomal
map. Just as in chromosomes, a form of crossover
can occur in a ''cross'' between two genetically differ-
ent viruses. In Fig. S-7 are indicated the chromo-
somes of the two parent viruses of such a cross. It
is apparent that if a crossover occurs between the
point m and r, then a normally nonmutant chromogome
arises (as well as a chromosome bearing both mand
r mutant loci). =
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Fig. S-7. Genetic crossover between chromosomes
of two different mutants.
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T. LIPOPROTEINS AND HEART DISEASE

Alex Nichols

The relationship of lipoproteins to heart
disease has been bandied about in newspapers and
magazines to a considerable extent. There is always
the problem of interpreting these popular accounts.
In this lecture we will try to give you some basis for
evaluating this information.

It is important first to know something of the
heart, its arteries, and its musculature. Figure T-1
shows that the chamber walls are very strong muscu-
lar cells. This drawing also reveals the venous and
arterial systems, which carry blood to and from the
heart with each pumping motion. Also evident are
some small arteries that crown the heart. These are
the coronary arteries, which will be our major topic
in this lecture.

Fig. T-1. The human heart.

Cross section of an artery of a person
who died of coronary disease, showing
how the effective passageway for blood
has narrowed.

The heart continually pumps blood to the
various tissues of the body, supplying to them the
nutrients essential for life. However, the nourish-
ment for the heart itself comes through the small
coronary arteries. If these become obstructed, the
heart tissue suffers starvation and suffocation.

Examination of the hearts of persons who died
from heart attacks has shown a significant narrowing
of the passage through the coronary arteries
(Fig. T-2).

In some cases these arteries were completely
plugged. Chemical analysis of the blocking material
revealed that it is made up of cholesterol, trigly-
cerides, phospholipids, calcium, and decayed tissue.
As this material hegins tn enllect, partially nh-
structing the coronary artery, there is an ever
greater tendency for a blood clot to form. If this
happens, a portion of the heart will not receive
nutrients. This means that the affected tissue dies,
Causing 4 hearl allack. This is very paiuful and often
fatal. On the other hand, if there is only a partial
blockage, the condition is called angina pectoris.
With this, there is pain and also the possibility that
the blood supply will eventually become completely
blocked, causing a heart attack.

A corollary finding to this was that the coro-
nary system has a fantastic recuperative power.

When a blockage occurs, collateral circulation deve-
lops in time. Small arteries form around the block,
allowing the affected muccle to recuperate. The cir-
culation will not be as good as it was before the
disease started, but it is sufficient to enable the
person to get around. This is mainly the reason for
not overworking after a heart attack.

Tt makes a great difference where the narrow-
ing occurs. A blockage in the upper region of the
heart is the most deadly, because the blood supply is
cut off from a larger area.

So far we have been discussing studies on
individuals with heart discase. The question now
arises, "What about presumably normal individuals?"
An interesting investigation wac made in Korea on
soldiers killed in battle. Surprisingly enough, the
coronary artcrics of many of these healthy young men
weie nariowed W0 sowe catent. From this and other
studies it was apparent that heart disease starts
rather early in life. Ils symploms may nul appear
until the person has reached middle age. Then with-
out any warning, a clot will form causing pain or even
decath.

Unfortunately, at present we cannot tell with
certainty if a specified young person is a candidate
for a heart attack in later life. An x-ray machine
cannot detect this narrowing, nor can an electro-
cardiogram (EKG). An EKG will indicate only that
actual damage to the heart has occurred. Yet we
would like to find out early who is more susceptible
and establish preventive measures for these indivi-
duals. How does one go about doing this?



Our approach has been a statistical one. It
has involved studying a representative population of
thousands of individuals. All persons with diagnosed
heart disease were excluded from the study, because
we wanted to learn how a susceptible individual
differs from the others before he has any symptoms.
This population was then observed over a period of
four years or so, since it takes that long for an
appreciable number to become coronary victims.
During this period certain variables were recorded
for each person: his height, weight, age, blood pres-
sure, etc. Also, detailed analyses were made of his
blood. For instance, the amouats of blood lipo-
proteins (particles that carry blood fats) and choles-
terol (a blood fat) were determined.

At the conclusion of the test period all the
data were analyzed. We then looked for significant
differences in the above variables between the people
who developed heart trouble and those who did not.
Unfortunately, during this study we were unable to
recard every conceivable variable. DBut among lhe
variables that were recorded, three were found to be
significant:

a. high concentrations of blood lipo-
proteins and blood fats,

b. high blood pressure, and
c. overwieght.

A person with any one of these would have a greater
than average risk of having a heart attack; a person
with all three would have the greatest risk.

We also found that of these three factors, the
first two are about twice as significant as the last
one iu indicaling the risk. However, because of the
statistical nature of the study it would be impossible
to predict that a given individual will or will not have
a heart attack. This can be illustrated by Fig. T-3,
which plots blood pressures for both a coronary and
a noncoronary group.

noncoronary
grou

- coronary
[
2 group
5]
G
o
o
=

Blood pressure
Fig. T-3. Graph showing how, on the average,

coronary victims have higher blood
pressure than noncoronaries. (Not to
scale.)

It is apparent that the mean blood pressure for the
coronary group is significantly higher than for the
noncoronary group. But there is some overlap of the
curves, indicating that not every person with high
blood pressure will have a heart attack. It is merely
more likely that he will than if his blood pressure
were normal.

Suppose that we were to draw a blood sample
from a person. If we let the blood stand about two or
three hours, a clot would form (Fig. T-4).
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Fig. T-4. After standing 2 to 3 hours in a test tube,

blood separates into two distinct bands.

This clot, which settles to the bottom, contains the
red blood cells. Above this we would see a clear,
yellowish liquid known as the serum. The volume
relationships are about 50-50. It is the serum that
we are principally interested in, because it contains
the lipids. The lipids are extracted from serum by
the classical technique of shaking it with organic sol-
vents. After doing this we find that serum contains
cholesterol esters, phospholipids, and triglycerides.

Tlhiese malerials are chemical compounds
containing long-chain fatty acids. These chains are
composed of carbon atoms surrounded by hydrogen
atoms:
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These chains, which vary in length, are the principal
compounds that are present in the fats in the body.
In other words, they are present in the cholesterol
esters, in the phospholipids, and the triglycerides.
These chains are linked to certain backbones. For
example, there is a glycerol backbone consisting of
three carbon atoms; linked to each carbon atom is a
fatty-acid compound. The resulting combination is
known as a triglyceride, a trilipid compound, or a
tri-fatty-acid compound. Thus, from a strict
extraction we find that lipids are present in serum,
just as they are present in other tissues of the body.

From a population study similar to that des-
cribed above we found that these lipids are definitely
elevated in the coronary population. Likewise, they
are elevated in individuals who subsequently have
coronary attacks, not in every case, but on the
average.

The next question to be asked was concerned
with how these compounds are dispersed in an
aqueous solvent. It is known that if one mixes water
and vegetable oil, a two-phase system results. The
oil floats to the top and the water goes to the bottom.
If this were the case in a human we would all become
senile rather early, because the fats would quickly
end up in our brains. Therefore, something in our
body fats contributes to a one-phase system in which



this oil or fat is dispersed throughout the aqueous
phase. A common example of this is in mayonnaise,
where the fat is uniformly dispersed to give a one-
phase system. We then turned to the problem of
finding out what properties of fat particle in serum
allow it to go to a one-phase system. We found that
the major stabilizing factor for fats in the blood is
protein. Thus, proteins give stability to blood fats,
and it is the combination of fat with protein which
gives the serum lipoproteins. However, we still do
not know the details of the linkages and bondings.
There are probably some polar bonds; also there are
bondings of a nonpolar nature which keep a polar-type
compound like protein linked to highly nonpolar
materials like triglycerides or cholesterol esters.

Materials like proteins and lipoproteins are
transported in the bloodstream in the form of large
molecule groupings. That is, molecules of cho-
lesterol donottravel alone. Salt ions cruise around
by themselves, but fats travel in the form of large
molecule groupings.

In order to study protein particles, we apply
a whole battery of biophysical techniques such as the
ultracentrifuge, diffusion apparatus, electrophoresis,
paper chromatography, and electron microscopy.
These specialized techniques are necessary because
proteins are small-of colloidal size. For example,
using the ultracentrifuge we can produce a force
150, 000 times as strong as gravity. After about 24
hours of this type of spinning, serum separates into
a white layer on top, a clear solution next, fcllowed
by a bright yellow-orange layer, with a brownish
layer underneath that (Fig. T-5). The white layer
contains the large lipoproteins, because their density
is only 0.8 to 0.9 g/cc, while that of the clear solution
is about 1.0073 g/cc. The clear material contains no
proteins and no extraneous material other than the
salts that are contained in blood. The proteins, of
density 1.3 g/cc, are in the bottom layers. By
adding salts, one can control the density of the clear
material in the intermediate layer and in this way
float various particles trom the lower laye¥s to the
top. When we raised the density of the clear liquid
1/——\’

/////4// white (1lipids)

clear (salts in
solution)

\\\J yellow-orange |(proteins
\\ and

Z

brown lipoproteins)

Fig. T-5. Distribution of human serum after being

spun 24 hours in an ultracentrifuge.

to 1.06 g/cc, the orange zone floated to the top. This
orange layer was analyzed and was found to contain
the intermediate size lipoproteins. We again raised
the density of the clear liquid, this time to 1.2 g/cc,

and the yellow layer floated up. It was found to
contain a group of small lipoproteins. After this pro-
cess has been repeated all that is left at the bottom
are the proteins, the albumins, and the globulins that
are contained in the blood. Thus, by this technique
we are able to separate the lipoproteins according to
their densities and sizes, and thereby characterize
them. In fact, the analytic ultracentrifuge will per-
form this fractionation and then automatically give a
graph showing the concentration of each fraction

(Fig. T-6). The position of each peak indicates the
density, and the area under the peak represents the
concentration of molecules present in the sample.
Three broad peaks occur in the density range 0.8 to
1.2, corresponding to the concentration of lipoproteins
However, the exact size and shape of these peaks
varies from individual to individual.

ULTRACENTRIFUGAL COMPOSITION OF HUMAN SERA
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We ran a study of some 50,000 individuals to
find out how the concentrations of these compounds
are related to the evenutal occurrence of coronary
disease. We found that the large lipoproteins and
intermediate-size lipoproteins have a direct correla-
tion to’the occurrence of heartattacks. This focused
our attention on studying these two groups for their
chemical structure and for their various physical
properties.
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The composition of the large lipoproteins is
principally triglyceride, but some phospholipid,
cholesterol, and protein are present. Triglyceride is
the compound present in vegetable oil, coconut oil,
cottonseed oil, corn oil, and safflower-seed oil.
principal component of the intermediate-size lipo-
proteins is the cholesterol esters--the steroid-type
compound in the adrenal.glands, i.e., the sex
hormones. The small lipoproteins are made up
mainly of phospholipids--the compounds that are pre-
valent in eggs. However, all the other lipids are
present in a certain proportion, as is protein. The
differences in densities between these three groups
arise from the fact that there is more lipid and less
protein in the light large group, and conversely, more
protein and less lipid in the smaller dense group.

The

We found that the greater the concentration of
large and intermediate-size lipoproteins (which include
cholesterol), the greater is the probability of an eventu-
al coronary attack. Interestingly enough, males are
generally higher in the concentration of these two
groups than are females until about the age of 50 or 60.
Then the females begin to catch up. This would indi-
cate that males under 50 to 60 have a higher incidence
of coronary disease than do females, and this is actu-
ally the case (Fig. T-7). Above that age the incidence
is about the same for males and females.
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Fig. T-7. Incidence of coronary disease in males

and females.

There seems to be little, if any, relation be-
tween the small lipoproteins and coronary disease.

How does diet affect these concentrations?
We have run studies on samples of people, some of
whom had diagnosed heart trouble. For example, we
put overweight people (in whom the concentration of
lipoproteins was high) on a low-calorie diet, one low
in saturated fats and carbohydrates. The concentra-
tion of the large and intermediate-size lipoproteins
was then observed to drop. Other studies showed

that if you are a person in whom the intermediate-size
lipoprotein concentration is high, it will do no harm
to reduce the amount of saturated fats in your diet.
But if your lipoprotein level is normal, there probably
is no reason to try to lower it. The foods that are
high in saturated fats include ice cream, butter, lard,
beef fat, etc. Those that contain unsaturated fat are
vegetable oil, corn oil, peanut oil, cottonseed oil, etc.
On the other hand, if you have high serum concentra-
tions of the large lipoproteins, then it appears that
lowering the intake of carbohydrates is beneficial.

We found diets high in sugars and starches and low in
fat associated with elevated concentrations of the
large lipoprotein molecules. These are definite
dietary approaches to controlling lipoprotein con-
centrations directed towards lowering the risk from
coronary heart disease.

Lipids deposit not only in the arteries but also
under the skin of the hands, eyelids, etc. Individuals
who have these deposits in their externals will in-
variably have them in their arteries. These people
also have a high incidence of heart disease.

One of the most compelling reasons for be-
lieving that proper diet is essential to avoiding heart
disease is the following: Physicians have found that
people with lipid deposits on the eyelids, elbows,
hands, etc. will respond to dietary treatment. That
is, if the lipid concentration in the bloodstream is
lowered, in time these external deposits melt away.

Thus, there is hope that through dietary
control, many people who would otherwise become
victims of coronary disease will continue to live
healthy lives. However, a great deal of study
remaino to bo done.
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U. ORIGIN AND EVOLUTION OF THE SOLAR SYSTEM

Otto Struve

When inquiring into the origin of the solar find that in order for this cloud to condense, its dens-
system, one recognizes immediately that its most ity p must be ’
important body is the sun itself. The sun contains 21 3
99.9% of the mass of the whole system. All the p > 107 g/cm” . (2)
planets and their satellites, the asteroids, the meteors, R
and the comets taken together weigh only about 1/1000 This isma very low density. However, the average
as much as the sun. Therefore, if we want to learn density of the nebula is equivalent to about one
the origin of the solar system, we must first seek to hydrogen atom per cubic centimeter. Since one hy-
understand how the sun carnie to be what it is. drogen atom weighs only about 10~ 24 o the density

of the nebula is a factor of 100 too low for contrac-

In our galaxy, the Milky Way, there are about tion.
200 billion stars. In addition to these stars, the Milky - _
Way contains a very large amount of gas and dust, in There are, hawever, same gas rinuds that
tact an amount roughly equal in weight to all}she stars. have a density sufficient to contract, Astronomers
Since the mass of the averlaFe star is 2x 10 grams have scarchcd for objects ‘that counld have been formed
and there ar(&about 2x 10" stars, the total mass is as a result of such contraction. These are called
about 4 x 10 grams. Some of the gas and dust can “globules.'" A globule is 3 gas cloud that has con-
be seen as a luminescent cloud in the vicinity of a tracted until it is nearly spherical in shape. It is
very bright star. These clouds consist principally of not yet a star and is not luminous, but it is suffici-
hydrogen and helium, with all the other elements of the ently stable gravitationally to resist the tidal forces
periodic table present in trace amouunts. of the Milky Way and it will continue to contract.

When this process of contraction ic complcted, the

It is reasonable to suppose that the stars globule will be a star. Qur own sun undoubtedly

(including our sun) originated as a result of a contrac- came into being in this manner.

tion of this gas. The force responsible for this con-
traction is gravitation. Opposing this contraction is
the tidal force of the Milky Way as a whole. Figure
U-1 shows a gas cloud at a certain distance 2 from
the center of the galaxy. The solid arrows represent
the force producing ¢ontraction, and the dashed arrows
represent the tidal force that tends to pull the gas cloud
apart. If the average density p of the gas cloud is
great enough, the cloud will condense. Otherwise it
will be disrupted. The condition for condensation is

p > %‘i , (1)

a .

where M is the total mass of all the stars in the /
galaxy and a is the distance from the center of the satellite
gas cloud to the center of the galaxy. S~

T -gas cloud \\// /

o
) Fig. U-2. Simplified drawing of the solar system,
showing the motions of the various bodies.

center of
—_——— galaxy

There are certain regularities in the motions
of the planets and other bodies in our solar system
that cannot be the result of chance. For example,
all the planets revolve about the sun in approximately
the same plane. (See Fig. U-2) Had the sun some-
how captured the planets out of interstellar space,

Fig. U-1. Diagram of a gas cloud, showing the there would be no reason for the planetary orbits to
conflicting forces. be in the same plane, nor for the planets to travel

in the same direction. Furthermore, many planets
have natural satellites. The earth has one, Mars

As an example, consider the Crab nebula, a two, and Jupiter and Saturn many. With very few
famous gas cloud. It is approximately 25,000 light exceptions these satellites also travel around their
years‘fzom the center of the galaxy, whose mass is respective planets in this same plane and direction.
8 x 10** grams. Putting these values into Eq. (1) Also, each planet, as well as the sun itself, rotates
(and supplying the necessary conversion factors), we in the same direction relative to the plane.



These facts suggest that the origin of the
solar system must be related to the rotation of the
primordial gas cloud out of which the sun and pianets
condensed. It is believed that the sun condensed
from part of a gas cloud, and that the planets then
condensed from the remainder of it. For the planets
to form, the density relationship of Eq. (1) would
have to apply. That is, the density p of the solar
cloud must have been greater than four times the
mass of the tide-raising body (the sun), divided by
the cube of the distance between the solff cloud and
the sun. The mass of the sunis 2 x 10 g, and the
distance a can be taken as 5 astronomical units,
the radius of the orbit of Jupiter.  Thus, for planets
to form from the solar cloud, its density must have
exceeded 10-9 g/cm?, : ’

The mass of the planets is known. If their
mass were distributed evenly throughout the solar
cloud, the density of the solar cloud would have been
-1l g/em3. Since this value is 100 times too low
for condensation, we know that either the planets
could not have condensed out of the solar cloud, or
else we have overlooked some important factor. If
we were philosophers we might say, "Therefore,
the planets do not exist. There is no earth and no

*
One astronomical unit is defined as the distance
between the sun and the earth.
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people are on the earth." This conclusion, of course,
is nonsensical. Somehow the planets must have
condensed out of the solar cloud.

This problem was solved by Kuiper, an
astronomer at the University of Chicago. He showed
that only 1% of the original cloud went into the planets.
The remaining 99% mainly hydrogen, remained
gaseous and was driven out of the solar system by
radiation pressure from the sun. This conclusion
also explains a commonly known fact, namely,
that the planets are far less abundant in hydrogen
than the sun. So far, this explanation is consis-
tent with all the principles of astronomy and
physics.
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V. THE ROLE OF SPACE SATELLITES
IN GATHERING ASTRONOMICAL DATA

Otto Struve

The date of October 4, 1957, when the first
Russian sputnik was launched, will be remembered
in the history of astronomy forever and will play as
great a role in that field as did the discovery of
America by Columbus in the field of geography. It
was the greatest single advance ever made in the
field of astronomy. This development will enable us
to gather a very large amount of information that
cannot be obtained in any other way.

One of the greatest difficulties in astronomy
is that the atmosphere of the earth is opagque to all
radiations whose wave length is shorter than 3, 000
angstrom units. Therefore, our knowledge of radi-
ation from outer space is limited. The extreme
ultraviolet light coming from stars and nebulae is
unobservable because of this opacity of the atmos-
phere of the earth. The atom of hydrogen, for
example, produces all kinds of radiations. When
these radlations arée observed with a spectroscope,
distinct lines can be seen that are characteristic of
the element. The Balmer series of hydrogen is well
known; also there is a series of lines in the infrared,
and another in the extreme ultraviolet. These
spectrum lines of hydrogen in the extreme ultra-
violet can be observed in a physical laboratory be-
cause we can construct a spectrograph and evacuate
it. Air is so opaque that even the small amount that
is contained in a laboratory spectrograph would
render these radiations invisible, even to photo-
graphic film. However, to observe the radiations
from hydrogen that come from stars and nebulae, it
is necessary to go outside the atmosphere of the
earth.

This has been done, first, with high-flying
rockets. When a rocket is 100 or more miles above
the surface of the earth, the amount of air remaining
above thal level is no longer opaque, so that these
radiations of hydrogen can be observed. The radi-
ations of hydrogen are but one example of the many
radiations that can be observed only in this way.

Dr. Herbert Friedman of the Naval Research Labo-
ratory recently gave an address in which he des-
v1ibed vbservations of sunlight by means of rockcts.
He stated that they have recorded radiations down to
wave lengths of much less than 1 angstrom unit, that
is, radiations of the kind that we would call gamma
rays. There are many important results that we
want to obtain with regard to the source and the
origin of these radiations from the sun.

A rocket remains at a high altitude for only
a very short time. Therefore, there is usually not
enough time to get observations of stars and nebulae.
Sunlight is so strong that even during the few seconds
or minutes that the rocket is high enough, spectro-
graphic observations can be made. This is not true
of starlight. In order to observe starlight of
extremely short wave lengths, it is necessary to
provide a satellite which will be in orbit for a fairly
long time.

Such a satellite will contain a spectrograph
and telescope, as well as other instruments. The
satellite must be guided from the ground by means

of radio control, so that the spectrograph or teles-
cope is always pointed at the right place. This
engineering problem has, in principle, been solved.
It is now possible to guide the satellite accurately
while it is in orbit so that it will not turn around its

-axis or tumble but always have its telescope pointed

in the direction that the astronomer wishes. This is
only one of a great many problems that have already
been attacked.

Of greatest interest at present is the hope
that we may soon learn more abuut the possibility of
life elgowhorc in our solai sysleur ur uvn planets that
may exist in connection with other stars. In our
solar systern there are only two planets other than
the earth that conceivably could support life. These
are Venus and Mars. The more distant planets--
Jupiter, Saturn, Uranus, Neptune, and Pluto--are
probably teo cold to support life. Mercury; on thé
other hand, is very much too hot. But in the case
of Veuus, the surface temperature is close to the
boiling point of water. We calculated this from our
knowledge of the amount of heat that comes to the
earth from the sun, relating this to the relative
distances between the earth and sun, and Venus and
the sun. However, we are not entirely certain of
the properties of the atmosphere of Venus, and there-
fore are not sure that the actual surface temperature
of Venus is what the calculations show. If it is
above the boiling point of water, then there would be
no life on Venus and probably there has never been
any life on Venus. But it is possible that these
calculations are not quite accurate enough and that
conditions are still favorable to the possibility of
life on that planet.

In the case of Mars, the results are more
definite. In the first place, the atmosphere of Mars
is quite thin, enabling us to see the surface of Mars.
Because the atmosphere is thin, the calculations of
the surface temperature of Mars are much more
reliable than those of Venus. These results indicate
that the average surface temperature of Mars is
well below that of the earth; near tho oquator of Mars
the temperature rises during the day appreciably
above the freezing point of water, while at night the
temperature is very low. This means that there is
a marginal possibility for the existence of life on the
planet Mars. Whether or not life exists there is
unknown. There is some hope that satellite obser-
vations may give us an indication as to whether or
not the kind of organic molecules exist on Mars
that conceivably might be needed to form living
organisms. To determine this, the infrared part of
the spectrum would be observed. This portion is
filtered out of the radiations from outer space by
the water vapor in our atmosphere.

We can say definitely that no life can exist
at distances closer to the sun than the orbit of Venus
or greater than the orbit of Mars. Between these
two planets there is a zone which my colleague, Dr.
Huang of the astronomy department, has called the
habitable zone of the solar system. Life could exist
within this zone but cannot exist inside nor outside of
it. Now, do other stars have planets in a habitable



zone? No star has ever been observed with a planet.
This is not an indication that stars have no planets,
but is readily explained in terms of the inadequacy
of our telescopes. Even the nearest star to earth,
which is the star called Alpha Centauri, is about 4
light years away from earth. Suppose that this star
has a planet the size of Jupiter and that this planet is
at the same distance from that star as Jupiter is
from the sun. Then that planet would not be visible
even with the largest telescopes now in existence.

In fact, there is very little hope that such a planet
could ever be observed from the earth either by
looking through a telescope or by making a photo-
graph, because it would be too faint.

There are, however, indirect reasons that
make it appear very probable that the process of
planet formation in connection with the formation of
stars is a common phenomenon. This was not
thought to be true a few years ago when the origin of
the solar system was not explained the way I have
tried to sketch in my provious lecture (Sectivn U).
Earlier, it was believed that the sun was first formed
as a single object and that there were no planets
associated with it. Then some time later another
star happened to pass close to the sun; because of the
gravitational forces between these two stars, materil
was ejected by the sun. This material then formed a
gaseous mass that later condensed into planets.

However, collisions between stars are ex-
ceedingly rare. Moreover, it is absolutely certain
that the sun has never had any collision with another
star. It is also certain thatthe sun has in the past 5
billion years never had another star come sufficiently
close to it to cause these prominences to erupt and
form a cloud of gas, out of which planets could later
condense. It was realized at the time this earlier
theory was proposed thal this was a rare phenomenon,
but astronomers said, "Well, this seems to be the
only way that we can account for the existence of

"planets.' Since they knew that it was a rare phe-
nomenon, they went on to say, '""Well, the existence
of planets must be an extremely rare phenomenon in
the Milky Way.'" Thus, James Jeans and others even
thought that perhaps the solar system with its planets
is unique in the Milky Way, that there is no other
star in the Milky Way that has ever undergone this
kind of a process and has planets.

Other stars must have originated in the same
general way as the sun; it is therefore quitc probable
that they also have planets. We now know a great
deal about the properties of stars in the Milky Way,
and there are many billions of stars that resemble
the sun in every way that is subject to observation.
There are billions of stars that have approximately
the same mass as the sun, the same surface temper-
ature, the same luminosity, and the same size.
From these facts it would be entirely unreasonable to
suppose that the sun differs from all other starsonly
by possessing a family of planets. It is much more
reasonable to believe that because these billions of
stars resemble the sun in every respect that we can
detect, they must also resemble the sun with regard
to planets, which we cannot now detect because our
telescopes are not sufficiently powerful. But there
is a further reason that makes this argument even
more compelling, in fact so compelling thatatpresent
no astronomer has any doubt about the existence of
many, many stars with planets, and the argument is
essentially the following:

Let us suppose that there was a big cloud of
gas, that this cloud had some slow rotation, and that
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out of this cloud a star was formed, but no planets
were associated with it. It is well known that if a
large body having a slow rotation contracts, the small
body that results from the contraction will rotate very
fast. This phenomenon is known as the conservation
of angular momentum. We know that gas clouds do
have rotation, because we have observed them in the
Orion nebula and elsewhere. If the nebula then con-
denses into a single star, the star must spin rapidly
around its axis. Stars such as this have been ob-
served. Some have rotational velocities of the order
of 500 kilometers per second at the equator, and
their period of rotation is of the order of a few hours.
But the sun is not that kind of a star. The sun has a
very slow rotation, turning around its axis once in a
month. The question arises, "Why has the sun such
a slow rotation?' It is unreasonable to suppose that
the cloud out of which the sun was formed had no
rotation, because if it had no rotation there would be
no symmetry to the system of planets. Thus, the
cloud must have had rotation to begin with, How
could the sun have been formed with the extremely
slow rotation that we now observe it to have, when
the angular momentum of the original cloud must
have been large? The answer is that the sun has
planets. These planets have absorbed a large part
of the angular momentum in their orbital motions.

We can test this hypothesis by making a ...
computation of the following kind: Assume that_;thAe__‘_;}.
angular momentum of every planet: Mercury, Venus,.
Earth, Mars, Jupiter, and so on, was added to that:...
of the sun. How fast would the sun then spinaround
its axis? It turns out that the sun would be a very. o
rapidly spinning star of the kind that we observe in
the Milky Way. )

All the stars that resemhle the sun in its;, .
spectrum, mass, size, and luminosity are stars of...
slow rotation just like the sun. Therefore, it is.
quite certain that all of these stars have deposited ..
some of their angular momentum in other bodies, ...

¥
which presumably are planets. That is, the stars. :,.

‘that resemble the sun and have slow rotation must

be stars that possess planets. If this argument is
true, and I am sure that it is, we must conclude
that out of the 200 billion stars in the Milky Way,
more than 50% possess planets. The other stars
are rapidly-spinning stars and probably have no
planets.

What is the possibility that life exists on any
of these planets of other stars? It is in this con-
nection that Dr. Huang has made some very inter-
esting calculations. In the case of the sun, it will be
recalled, the habitable zone lies between the orbits
of Venus and Mars. The earth is about in the middle
of this zone. If we consider another star that is very
much hotter than the sun, this zone will be farther
out; therefore, the volume of this zone will be much
larger than the volume of the habitable zone of the
sun. This would lead us to suspect that a very hot
star has a better chance of possessing planets that
are capable of supporting life. On the other hand, if
we consider a star that has a lower temperature than
the sun, the habitable zone will be quite small, so
small in fact that the probability of a planet being in
that zone is almost zero.

However, before reaching definite conclusions,
we must consider yet another phenomenon, namely,
the length of time that a star exists with a given
temperature and luminosity. Calculations show that
the process of condensation by which stars are
formed is quite rapid. After a star has condensed




and become the kind of object that we observe it to be,
the internal temperature of that star is sufficient to
produce nuclear reactions. These nuclear reactions
continue for very long time, as long as there is
enough hydrogen to be converted into helium. The
sun, for example, is already 5 billion years old, and
it can continue shining at its present rate for perhaps
ten times that interval. The period that it has al-
ready been shining was ample for permitting living
organisms to be produced by chance encounters of
atoms and molecules. One can only make a rough
guess as to how long there has been life on the earth,
but it may be on the order of a billion years. The
very hot stars produce energy at such a tremendous
rate by converting hydrogen into helium that they will
not shine for billions of years, but burn out in a
million years or less. Even though such a star hasa
very large habitable none, the star does not shine
long enough for life to develop. 'Theretore, we must
exclude these hont stars. Also, we must exclude the
stars that have a temperature much lower than that
of the sun, because the probability of finding a
planet within their very narrow habitable zone is
extremely small. This leaves only the stars that
resemble the sun as those which possess planets
having conditions-favorable tu the development of life.

Within a distance of about 17 light years from
the sun there are 42 stars. Of these 42 stars there
are three that satisfy the conditions necessary to
have planets on which life could develop. These
three are the sun, a star designated tau in the
constellation Cetus, and epsilon in the constellation
Eridanus.

Of course, it is impossible at present to send
a space vehicle to a planet 17 light years away. It
is, however, possible to think of other methods of
detecting the presence of intelligent life. Every
radioastronomer in the world today is looking at his
tracings of radioemission to be sure that he will not
miss any radio signals from one of these stars that
cannot be explained in terms of natural causes. This
may sound far-fetched, but at the observatory where
I am going, the National Radiocastronomy Observatory
in West Virginia, the astronomers have formed a
cooporative which they rall the ""co-op of the little
green men.'" The purpose of this group is to look for
some sign of intelligence in these signals.

One of the most interesting problems is that
of producing a satellite not around the earth but
around the planet Venus. There are a good many
reasons for trying to do this. One is that Venus has
no natural satellites. In order to determine the mass
and shape of a planet, as well as the concentration
of matter inside it, we require observations of some
satellite, be it natural or man-made. We have a
great deal of information about the nature of Mars,
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Jupiter, Saturn, and the earth from a study of their
natural moons. But because Venus has no satellites
we know very little about it.

Assuming that an artificial satellite could be
made to orbit Venus, how would we then observe it?
A satellite the size of the Russian Sputnik, or even
a hundred times larger, would not reflect enough
light to be visible by a telescope on earth. But if it
were provided with a radio transmitter, these
signals could be observed from the earth with radio
telescopes. Radio signals have already been
detected that were sent from the earth to Venus and
reflected back, so there is no great problem about
making a radio transmitter for the satellite of
sufficient power to be observed from the earth.
fortunately, radiotelescopes have a very low re-
solving power, i.e., they give a blurred image.
Oue cannot tell whore within that spnt the signal
comes from. But there is another method that
would enable us to observe the motion of a satellite
around Venus. That is to dctermine its Doppler
effect. If the satcllite were going away from us at
the time of observation, then the radio signal would
be of a lower frequency. If it were approaching us,
the frequency would be incrcased. This change in
frequency due to the Doppler effect can be measured
with 4 very high degrec of preoision. By platting
this frequency change as a function of time, we
would obtain a graph. The shape of this curve would
indicate the physical features of Venus--its mass,
shape, and concentration of mass within the planet.

Un-
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W. RADIATION AND LIFE IN SPACE

Cornelius A. Tobias

We cannot imagine life on this earth without
radiation. Biosynthesis of some essential organic
molecules proceeds by photosynthesis, thus making
visible radiation essential to life. The more pene-
trating natural radiations from the radioactivity of
the earth and from cosmic radiation have been
present since the beginnings of the solar system
and appear to have a definite role in causing genetic
variation. Thus radiation is a factor in evolution.
Studying the Universe, we must perceive at once
that conditions on the surface of the earth are very
special indeed to allow physical, chemical, and
radiation environment so gentle and stable that in
the span of perhaps less than two billion years a
great manifoldness of living organisms has arisen.

As far as men can reach with the teolc of
astronomy, the Universe consists of highly dense
matter in the stars which are in a state of thermo-
nuclear interaction at many millicns of degrees
temperature. The space between the stars is a
very high vacuum except where filled by cosmic
gas or dust. The entire spectrum of known {(and
perhaps unknown) electromagnetic and corpuscular
radiations is present in space. At present it is
believed that most of matter and radiation is within
the galaxies, and if this assumption is true, then
we know that the energy content of the Universe is
mainly contained in the mass of the stars and to
a very small extent in the cosmic radiation.

We receive a good deal of radiation from the
sun; part of the solar spectrum (visible light} is
quite essential tu life, Leing the main energy source
of photosynthesis, The visible infrared and ultra-
violet spectrum also contribute to the surface and
air temperature and keep these in narrow range.
The sun appears to be a sphere of 5800° Kelvin
surface temperature, having a spectrum of emission
of electromagnetic waves near the theoretical
"black-body' emission. Most of the ultraviolet
and x-ray components are absorbed in the upper
atmosphere, and the visible and infrared rays
deposit an average of 2 calories/sec-cm? on the
earth's surface.” Deviations from the ideal ''black-
body' spectrum due to the higher temperatures of
the solar interior, and the violent solar surface
phenomena have been demonstrated in measurements
from high altitude balloons and rockets, 2 and a
summary of present-day knowledge is presented in
Figure W-1. The most striking deviations are the
emission lines from hydrogen in the solar atmos-
here, the strongest of which is the Lyman alpha
line in the far ultraviolet and the x-ray emission,
coming in part from highly ionized atoms in the
solar corona. During solar flares, x-rays up to
several million volts in energy reach the upper
atmosphere, and the x-ray intensity at some wave
lengths can be as much as 100,000 times the
black-body radiation. -

The ultraviolet rays of the sun are in part
responsible for dissociation of air molecules and the
appearance of radicals of O, N, H, and their prod-
ucts” above 50 kilometers altitude. Lower, in the
stratosphere, ozune gas is present which in turn
absorbs near ultraviolet radiations, thus protecting
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Fig. W-1. Intensity of vertically incident solar
radiation in the spectral region below
3000 A°,2

life below. On the surface of the moon and on the
planet Mars the ultraviolet radiation could seriously
influence the existence of living cells. It is in the
region below 3000 A® where nucleic acids and pro-
tein absorb strongest and where lethal and sterilizing
effects of uitraviolet are greatest. * Thus, we can
postulate that on Mars or the moon living cells would
have to be resistant to ultraviolet rays, possess
protective coating, or live in places sheltered from
the direct rays. Un the other hand, the surfaces

of Venus and Jupiter appear to be well shielded from
ultraviolet rays by their atmospheres.

Space ships can be shielded from ultraviolet
rays and low energy x-rays; the more penetrating
components of primary cosmic rays and their
secondaries present a health problem. Actually
the surface of the earth is quite well shielded from
the more penetrating components of intragalactic
radiation. The atmosphere absorbs most of the
cosmic rays, and the earth's magnetic field deflects
away most of the charged particles impinging on the
surface. It appears that less than 2% of the primary
cosmic ray intensity in space reaches us at ground
level. These protective features are present to
varying degrees on the other planets.

Primary Cosmic Rays

These are radiations which have their origin
in extraterrestrial sources. Our present pictvres
of the primary cosmic radiation is that of rapidly
moving atomic nuclei, stripped of their electrons
and converging incessantly on the earth homogenously
from each direction in space.” Protons are most
abundant, and the frequency of heavier nuclei di-
minishes with increasing atomic number. In addition
to the positively charged atomic nuclei electrons,
fast neutrons, gamma rays, and antiparticles have
been postulated as part of the primary rays, and we
know that neutrinos are also present. Observation
of the latter classes of primary particles has not
as yet been successful because of their low abundance




and the fact that such measurements need to be done
away from the disturbing influence of the earth's
atmosphere and magnetic field, at distances of more
than 50, 000 miles.

Near the earth a mixture of primary and
secondary cosmic radiations is observed. Part
of the primary flux of particles is reflected and
another part captured by the earth's magnetic field,
thus causing a redistribution of particles. In the
atmosphere, by inelastic collisions the primary
particles break up into a number of different kinds
of secondaries.

Table W-I lists the frequency of various atomic
nuclei in the primary cosmic radiation at rocket
"altitude, The heavy-ion data were obtained by
Yagoda~ in high-altitude rocket flights using photo-
graphic emulsions to record the tracks of the
particles.

From the isotropic distribution of the primary
rays, it seems clear that the majority of them must
originate outside of the solar system, and in order
t.o explain their presence one must propose a satis-
factory injection and acceleration mechanism, as
well as one for elimination of some of the particles.
We know several types of stellur eveuls tlhat invelve
emission of ionized matter into space. Fermi
suggested that collisions of particles with ionized
magnetic clouds can cause their acceleration.
From general considerations of energy density in
space, it is now believed that most of the cosmic
rays within our galaxy originate here and are con-
tained within it® by virtue of the magnetic fields
at the edge of the galaxy. The particles may have
a mean life of perhaps 10° years before they escape
into intergalactic space. The strongest sources of
cosmic rays in our galaxy are believed to be the
radio stars, many of which are located near the
center of the galaxy.

Table W-I

Flux and distribution of charge at 41° N
in heavy primary cosmic rays (6)

Nucleus Abundance %
Carbon, nitrogen, oxygen 58
Fluorine, neon 9.1
Sodium to silicon 20
Silicon to calcium low
Calcium and iron 11
Total heavy flux 4.98 £ 0.65 m=% sec™! sterad-!

The level of cosmic radiation is governed by
the equilibrium- between the generating process and
the escape procéss, and locally on the presence
of magnetic activity resulting from cosmic clouds.
The above-outlined principles predict an energy
distribution for the primaries in agreement with
the experimentally found distribution at high energies
per nucleon (above several Bev/nucleon). If N (E)
be the number of particles in energy range dE, then

dN | £
dE
where a = - 1.8. This relationship is followed up

to the highest primary events: E ~10°0 ev,

Radiation Belts

With the first successful American satellite,
Explorer I, regions of high-intensity radiation
around the equator were discovered, now bearing
the name ''Van Allen radiation belts "after the
leader of the research group which made the original
observations.

Although much remains to be learned, we
already have some detailed knowledge of the nature
and origin of these rags, best summarized in Van
Allen's own reports. 11-14

In Geiger -Mueller counters up to 600 kilo-
meters, the counting rate is low, and the radiation -
is chiefly due to the penetrating component of cosmic
rays, being about 15 millirem per day. It is be-
lieved that one could send a manned satellite to this
region without undue radiation risk to the crew. '

Abuve 600 kilometers the radiation intensity
doubles for each 100-kilometer altitude until the
peak of the inner zone is reached at about 3400
kilometers. From here the radiation intensity
decreases again to an altitude of R000 kilometers,
and then goes through a secund peak at about 18000
kilometers At 17 earth radii, the cosmic ray
counting rate is down to about 2 per second. Actuaély
some data are available up to 658, 300 kilometers,1
which is well beyond the moon.

The moon has no appreciable influence on the
intensity; and according to Van Allen the omni-
directional cosmic ray intensity is 1.8 £0.3/cm
sec (March 3-6, 1959), whereas Vernov et al.
report a value of 2,3+0.1/cm? sec on January 2,
1959. Rossi earlier assumed that the energy flux
of cosmic radiation in space is

3.5)(10-3 erg cm-Z sec-l ster-l

and that cosmic ray energy density in space is

-12

1.4X10 erg cm > ~1evem >

These figures correspond to about

-2 -1
7.2 primary particles cm “ sec

and to a dose level of about 25 millirad per day. *
The measurements are about three timeos lowor
than the last figure. Because variations take
place in the intensity, more data seem necessary
to know the average level.

Figure W-2 presents our present idea of the
distribution of radiation in the two radiation belts.
There have not been enough rocket flights to know
the exact distribution, but the actual distribution is.
at least as complex as the one shown.

Everi before cosmic rays were discovered the
existence of radiation ring currents around the earth
has been postulated by Poincare, Stoermer, and
others to account for minor variations in the earth‘f
magnetic field. For some years both experimental 7 -
and theoretical evidence was available to the effect
that a magnetic field can trap charged particles in-
jected at the proper angle and energy. The particles,
once trapped, spiral around the. magnetic lines of
force. The shape of the earth's magnetic field is

*) rad = 100 ergs g_l; 24-hour day
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‘Particles are lost from the lower radiation
belt also by scattering with the atoms of the earth's
atmosphere. This phenomenon explains the low
level of radiation below 600 km altitude where air
pressure begins to rise.

Table W-II summarizes the present status
of our knowledge with respect to intensity levels
in the radiation belts. 14 Without shielding, the
surface dose in the first 0.0l mm of skin would
exceed 40, 000 rad per second at the peak of the
outer zone. With a shield of 1 g/cm# of light
material, the inner zone would give rise to about
10 rad/hour, the outer zone on the order of 50
rad/hour. Because of the presence of high-energy
protons in the inner zone, shielding there seems
impractical. In the outer belt most of the electrons
are stopped by 1 g/cm2 absorber and further shield-
ing is chiefly a matter of absorbing the secondary
100 x-rays. Their half thickness in lead is about 0.7
g/cm2 so that 4 g/cm® reduces the radiation to one
rad per hour.

Fig. W-2. A plot in a geomagnetic meridanplane
of the intensity structure of the radis=
ation belts around the earth. The num- Table . W-1I
bers associated with the several contours
of constant intensity are the true count-

ing rates in counts per second of a Van Allen Radiation Belts
Geiger Mueller tube in Pioneer III or in (August, 1959)a
satellite 1958E. 12
such that some of the particles are reflected when Inner Zone
they get near 40° latitude north or south. It is
possible that particles moving in the earth's magnetic Altitude 3,600 km above surface
field will be accelerated also, owing to gradients in ’
the magnetic field. Energy Intensity
__ The radiation intensity in the Van Allen band Electrons > 20 kev 2 x 109/cm25ec sterad
is high because particles are trapped in a finite : 7 2
region of space. It is believed that at least in the > 600 kow 1 x10 /cm se¢ sterad ’
vuler zunes renéewal ot the electrons and some of the Protons > 40 Mev 2 x 104/cm2 sec

positive particles happens when the earth collides
with an ionized magnetic cloud originating perhaps
from the sun. The outer belt with its low magnetic
field appears to be more efficient in retaining elec-
trons than positive nucleons, and very few if any of

the latter are present. Energy Intensity per cm? sterad
There 1s direct experimentgl proof pased on FElectrons > 20 kev 1011

tracks of particles on photographic emulsions . 8

that the inner belt contains, in addition to electrons, > 200 kev 10

protons.up to 700 Mev .kinetic energy. Accord.ing t%O > 2.5 Mev 106

suggestions and theories by Christofilos, ' 7 Singer, .

and others, these protons are the rcsult of radio- Protons > 60 Mev <10

active decay of neutrons which are produced by
inelastic collisions of primary cosmic rays in the .
upper atmosphere. 'The neutrons decay into protons, 237, Van Allen and L. A. Frank.
electrons, and neutrinos with a 12-minute half life.

Radiation measurements to 658,300 kilometers

Loss of particles fromn both radiation belts can with Pioneer IV SUI 59-18, August 1959.

happen along the magnetic lines of force near the
north and south poles, particularly during magnetic

storms. It is believed that the particles thus lost ) It would then appear that the radiation belts

ijom the radiation belt are at least in part respon- limit the desirable space in which manned space

sible for the auroral phenomena. flight should be encountered to certain regions:
The storing capacity of the radiation belt for a. Flight below 600 km altitude seems

charged particles has been directly demonstrated i 1 reasonably safe.

the ""Argus' experiments originated by Christofilos

when small atom bombs were exploded between the b. A space rocket may safely leave the

two natural radiation belts. As observed in sat- earth in a narrow cone near the magnetic

ellites and rockets, 22 jrtificial radiation bands re- poles.

sulted. By such means it is possible to cause 2

regions around the earth with considerable radiation c. Shielding of the order of 10 g/cm” thick-

intensities and persistence— a potential man-made ness removes most of the hazard from

hazard to space travel. the outer radiation belt.




d. Shielding of the protons of the inner
radiation belt seems impractical.

e. Beyond about 15 earth radii, the effects.
of the radiation belts may be crossed.

f. The radiation belts may be crossed by a
rapidly moving rocket at the expense of
receiving a few rem dose.

Many points remain to be explored. We do
not know for example if particles heavier than
protons are present. Some temporal variation in
the belts has already been observed, but much more
knowledge is needed. Dosage during magnetic
storms at high latitudes should also be explored.

The Heavy Primary Component and its Variations

With increasing knowledge of the radiation
belt, attention is being focused again on the pri-
mary heavy particles. These particles have
greater biological importance than their low re-
lative abundance would indicate. They are impor-
tant hecause their linear energy transfer (LET) or
jonization density is mggh greater than that of
protons or alplia roys, A heavy nuclean of charge
Z will have LET - Z?2 times greater than a proton
moving with the same velocity. For example, an
iron nucleus {Z = 26) when completely stripped of
electrons has linear energy transfer 676 times a
comparable proton: Heavy primaries which rep-
resent only about 1% of the positive primary flux
actually contribute between 1/3 and 1/2 of the total
dose in unshielded situations. It is also necessary
to know the ''relative biological effectiveness' of
the heavy ions.

Our knowledge of the low-energy end of the
primary heavy-nucleon spectrum has been very
limited. Owing to the geomagnetic cutoff, only
nucleons higher than about 0.7 Bev per nucleon
reach the top uf the atmosphere in the temperate
zones. Over the magnetic poles lower-energy
particles could come in, and their absence led to
an early conclusion to the effect that primary rays
usually would not include many particlos of low
energy. Study of the cosmic ray variations has,
however, shown that there are many low-energy
particles generated by the sun. Such particles
arrive with preference in the northern temperate
zones. In order to completely assess the possible

radiation hazard, we must know the charge spectrum

and energy distribution of heavy primaries to levels
lower than 100 Mev per nucleon.

Cosmic Ray Variations

Many important solar flares have been re-
corded during the past 15 years. During an
important solar flare in 1956, 25 there was an in -
crease of as much as 30 fold in neutron intensity
near ground level?® within 15 minutes, reflecting
similar increases in the primary particles {at_54°N,
71° W), whereas mesons increased only 58%.

The increase in the primary low-energy component,
up to 4 Bev/nucleon, was much greater than that

in the high-energy part of the spectrum. One of the
most interesting aspects of cosmic ray increases
after solar flares is that the rays strike the earth
in very uneven distribution. Firor calculated the
probable zones of impact of cosmic rays on the
earth's magnetic field; some zones receive more
dose than others. Geomagnetic latitudes between
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25° and 60° exhibit an increase, while the equatorial
North American continent falls in the heaviest
irradiated zone. Existing data on the geographical
distribution of the flare-type increases bear out the
theoretical predictions, and thus we are now quite
certain that the particles arriving associated with the

solar flares do originate in the sun and are accelerated

in a reasonably direct manner. Extrapolation of
available data led Schaefer28 to the speculation that
during solar flares the energy (E) %istribution of
heavy primaries might vary as E~° or E-7.. If
this were true, we could expect during flares
10,000 times the usual dose in a space ship with

1 g/cmz shielding. Taking into account the duration
of the flare, a person might receive as much as 25
rad, and in unusually large flares possibly 10 times
that amount.

During the International Geophysical Year
about one flare & month hae been reported. In order
to know the flare radiation spectrum in detail it is
necessary to send rockets and balloons to high
altitude during various phases of each flare. Since
we do not know of advance signs of an impending
flare, constant optical observation of the sun is used.
The firct successful interception of a solar flare_)
was in July, 1959. In this event it was reported“"
that the low-energy componenl uf primary coemic
radiation transiently increased by a very large
factor. Measuring near the top of the atmosphere,
Brown?V found for the energy interval 100 Mev
<E <400§/Iev that the number of protons increased
like E-% It also seems reasonable that should
one attempt to fly closer to the sun than we are at
present, the cosmic rays of solar origin should
increase in intensity at least as fast as the inverse-
square -distance law would predict. Now a high-
primary-radiation intensity in prolonged flight or
in residence on one of the planets may make serious
limitations on life span and evolutionary processes.
Thus, solar cosmic rays should be considered in the
definition ag? limitations of Strughold's Helio-
ecosphere. Contributions of solar-flare doses
of cosmic rays to the average dosc level at ground
level are not significant. The quantitative obser-
vations have been too recent, however, to predict
what variation in the size of solar flares we may ex-
pect in times to come.

Flares are also accompanied by gamma rays
probably secondary to nuclear interactions. Their
energies of 3 to 5 Mev have been reported.

Magnetic Storms

Although high-energy components of a flare
can reach the earth in minutes or hours, most of
the ion plasma expelled from the sun adds to the
solar corona,and some parts of it move in ionized
""magnetic" clouds which reach the earth in about a
day. Collision of these clouds with the earth's
magnetic field appears to cause a variety of events;
one of these appears to be the discharge of low-
energy electrons and protons from the radiation belt
near the polar zones with accompanying phenomena
of aurora, redistribution of the Heavyside layers of
electrons, radio blackout, and worldwide metero-
logical changes. At the same time the magnetic
clouds appear to act as effective shields for high-
energy galactic cosmic rays, so that at ground level
the over-all cosmic ray intensity usually decreases
for 1 to 3 days.
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In addition to the solar flares, other types
of solar events also influence cosmic ray intensity
as reviewed by the author. 3 Among these are
variations with the 20-year solar cycle and a
rather large variation with 11-year cycle corres-
ponding to the frequency of sunpots.

The Biological Problem

If we are to insure radiation safety for man
in rockets and satellites, there are important tasks
remaining for the radiation physicist and biologist.
Some of these will be listed briefly:

Dosimetry

In order to understand and measure the magni-
tude of biological hazard, we must be able to meas-
ure the all-essential factors. These include the
measurement of the time rate of ''"absorbed dose, "
that is, the energy transwmitted to each unit mass of
tissue per unit time. We should also know Lhe
nature, energy, and spatial distribution of the radi-
ations along with nuclear interactions they may
cause in the atoms of tissue. The radiobiologist wishes
to know the microscopic distribution of frequency
of ionizing tracks with different ion density, that is,
the distribution of "linear energy transfer.'" Com-
plete understanding of these factors requires develop-
ment of special dosimeters. These should accompany
biological test object on satellite flights. Their
presence seems essential for some purposes in
view of the very large spatial and temporal variations
in cosmic rays.

Shielding

It may be stated that man or maost living organ-
istns could not exist for long periods of time in ex-
traterrestrial space without some radiation shield-
ing. We already know that a reasonable shield
(1 g/cm2) will stop a good deal of radiation, and with
increasing knowledge, refined shields can be de-
signed, even though some parts of space (e.g. the
inner radiation belt) still remain hazardous.

Biological Effects of Heavy Ions

We do have actual and potential means to study
effects of heavy costnic ray primaries on accelerated
beams at ground level. The effects of proton and
alpha-particle beams have been under study for some
10 years using cyclotrons”- and two linear acceler-
ators which are available for study of heavy-ion
effects. At the Berkeley HILAC machine, carbon,
oxygen, neon, and argon beams are available with
10 Mev energy per nucleon. During the past two
years the effects of these beams on some unicellular
organisms, 34 phage,and enzymes have been studied,
and a beginning was made toward studies on animal
tissues, particularly skin and brain. The range of
these particles is very limited, however, (500
microns in tissue for carbon) so that one should try
to accelerate heavy nuclei up to levels of 1 Bev per
nucleon in order to observe their ¢ffects on the whole
animal.

When compared to effects of widely used
radiations, heavy ions impress with their ability
to inflict great local damage, distributed in a
statistical manner to locations near heavy-ion
tracks. It is believed that the greatest effect of
such tracks is on cells essential to the whole organ-

ism, e.g. certain essential parts of the central
nervous system (hypothalamus, brain stem, optic
nerve) or on cells of the developing embryo. When
the influence of radiation upon extraterrestrial life
is being considered, many challenging problems
appear. Can a single organism or a population
adapt themselves to a high radiation level? - The
theoretical answer suggests thatthe highest level is
the one where complete reproduction is possible
for many generations before the dose received
becomes lethal to the parent or, by genetic changes,
to the offspring. For some lower organisms, for
example yeast cells, we have some idea about
the magnitude of these levels. For mammals our
knowledge is mostly by inference.

When man visits other planets of the solar
system he may be confronted with primordial con-
ditions on some planets, strange forms of life on
others, and perhaps he will find planets where
ancient life has become extinct. It seems to be
of import to ascertain the role of penetrating and
solar elcctromagnetic radiation to the generation
of biological materials and to the mutation and evo-
lution of the species. Great strides are being
made in these fields;”°: 37 still we must admit that
we do not know the relative role of radiation as
compared to chemical environment and temperature
in evolution. The interplay of these factors during
the last two billion years of our own history has
been of decisive influence in bringing the living
systems to their present state.

The fundamental problems just mentioned
can be attacked vigorously in our present labora-
tories. No matter how far we can carry such
investigations, it seems nevertheless certain that .
space travel will bring further surprises and much
new knowledge.
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