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ABSTRACT 

We present the results of a wire spark chamber experiment studying the 

reaction n-p -. n+nm a t  15 G ~ V / C .  The differential cross section, density 

matrix elements, and dipion mass distributions a r e  given in the rho region 

for momentum transfers (t) less than 0.30 (G~v/c?. The density-matrix 

elements and differential cross section exhibit structure in the forward direc- 

2 
tion (-t < mn) .  Using the vector dominance model, a comparison is made 

with polarized and unpolarized single-pion photoproduction data which also 

exhibit structure in the forward direction. Qualitative agreement with the 

vector dominance model is found and, in particular, the transverse rho differ- 

ential cross section displays a pronounced forward peak, analogous to that 
I 

observed in single-pion photoproduction. Quantitative agreement is found for 

the unnatural-parity-exchange cross section and for the asymmetry at  small 

momentum transfers. Elsewhere there a r e  disagreements in detail which 

may not be explained by changes in normalization or the value of the rho-photon 

coupling constant. The data show a significant (> 4 standard deviations) rho- 

2 omega interference effect in the dipion mass distribution for 0 . 1  < It I <  0.3 (G~v/c) . 

The overall phase between the amplitudes in the observed data i s  dominated by 

transverse production and i s  shown to be -1.40 * 0.45 (rad) which differs 

from the phase found a t  lower energies by cz -7r/2. The lower limit on the 

branching ratio r ( w  -, 2n)/r(w -r 3719 is 0.7% a t  the 95% confidence level. 
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CHAPTER I 

INTRODUCTION 

The vector mesons were first observed experimentally early in the past 

1 decade, beginning with the discovery of the p meson in 1961 and followed 

2 
shortly thereafter by the discovery of the w ,  @, and K*. Historically, theo- 

retical predictions of their existence had been made some time earlier from 

3 the behavior of the nucleon form factor data. Nambu postulated the existence 

of an isoscalar vector meson in 1957 in order to explain the charge distribu- 

tions of the neutron and proton. Shortly thereafter, Frazer and Fulco 4 '  

were also led to the prediction of an isovector vector meson from the behavior 

of the electromagnetic structure of the nucleons. 

At the same time that these predictions were being made from the form 

factor data, other theorists who were attempting to construct a theory of 

strong interactions were led to similar predictions for the existence of vector 

mesons on the basis of conserved currents and universality. In 1960, 

'5 Sakurai formulated a theory in which an isovector and two isoscalar vector 

mesons played key roles. This theory was subsequently extended, using the 

6 
idea of unitary symmetry, by Salam and Ward and later independently by 

7 8 
. both Gell-Mann and Ne' eman to accommodate all of the vector mesons. 

The interrelation between these two different approaches was provided in 

9 1961 by Gell-Mann and Zachariasen who emphasized the idea of the vector 

meson dominance of the electromagnetic form factors of the hadrons. The 

vector dominance hypothesislO' l1 was later extended to apply to all of the 

electromagnetic interactions of the hadrons . 
It is curious, in retrospect, that the vector mesons should have been 

predicted from the form factor data since more recent measurements show 
I 

- 1 - 



a more rapid falloff with momentum transfer than is expected from the vector- 

meson propagator. l2 Despite this difficulty, however, the idea of vector 

dominance has been of great utility in describing many other reactions involv- 

ing the hadronic interactions of the photon. In particular, the vector domi- 

nance model (VDM) provides a direct relationship between single-pion photo- 

production and the reaction 11 

It is to a study of this relationship that we address ourselves here. 

The essence of the VUlvi can be summarized by. the fullo.wing atateinent. 10 

The entire hadronic electromagnetic current is identical with a linear 

combination of the known neutral vector meson fields w (x) , 4 (x)] . 
P P 

That is ,  

where m denotes the vector meson mass and y is the inverse vector-meson- v v 
photon coupling constant. Using general arguments from field theory, 10,13 

it can then be shown that Eq. (I. 2) implies a direct. relationship between a 

photoproduction amplitude from a nucleon N and a linear combination of the 

corresponding production by the transversely polarized vector mesons (Vtr), 

In deriving Eq. (I. 3), it is assumed that y is independent of the photon mass v 
2 (q ) at the y-V vertex and that the amplitude T(VtrN - rrN) is also a slowly 

2 
varying function of q . 



A somewhat simpler and-more pictorial way to arrive a t  Eq. (I. 3) is 

through the vector-meson-photon analogy14 a s  shown in the following diagrams. 

According to these diagrams, the interaction of the photon with the nucleon is 

mediated by the known vector mesons. The y-V process occurs via a coupling 

2 constant emv/2yV, which changes the photon into a vector meson with a cer- 

tain coefficient without changing its helicity. Since a photon is always trans- 

verse, this immediately implies Eq. (I. 3) . 
By utilizing time-reversal invariance, the amplitudes on the right-hand 

side of Eq. (I. 3) can be reversed, which then defines a direct relationship 

between single-pion photoproduction and vector meson production by pions, 

A s  will be discussed in Chapter VI, the contributions from the $ m d  w mesons 

a r e  expected to be small so that, experimentally, Eq. (I. 5) relates single-pion 

photoproduction to reaction (I. 1). 

Studies of single-pion photoproduction a t  S L A C ~ ~  and DESY'~  have shown 

a pronounced forward peak in the differential cross section (du/dt) over a 

large range of incident photon energies. The cross section was shown t o  in- 

crease by about a factor of two for momentum transfers, to the nucleon between 



2 -t = m and -t=O . In addition, experiments with linearly polarized photoqs 17 n 
2 

have also shown dramatic structure for -t < mn. In particular, the unnatural- 

2 
parity-exchange cross section rises dramatically from zero at -t =mn to 

equality with the natural-parity-exchange cross section at  t=O. The VDM then 

predicts through Eq. (I. 5) that similar structure will be observed in the pro- 

duction of transverse rho mesons by pions. 

Many previous comparisons of reaction (I. 1) with single-pion photopro- 

duction using the VDM have been made. 18-21 These tests have shown a 

general agreement when comparison is  made with the unpolarized photopro- 

2 
duction data using a coupling constant of y /4n % 0.45. However, in no case 

P 

have the data been sufficient to permit' a direct comparison for small values 

2 of momentum transfer (-t < mn) where the photoproduction data show the 

sharp structure. 

The VDM has been observed to fail badly when comparison is made with 

photoproduction data obtained with linearly polarized photons. 22-24 However, 

all such comparisons have been made a t  rather low energies, and once again 

information has been lacking at  small values of momentum transfer. . 

In addition to its intrinsic interest, the validity of the VDM in the small 

momentum transfer region has important practical implications for .analyses 

which attempt to extract the n-n scattering amplitude by the Chew-Low 

techniquea5 of extrapolating data to the pion pole. Such analyses in the past n 6 

have not had data available in the small momentum transfer region and so 

have generally relied upon the elementary one-pion-exchange prediction that 

the differential cross section should vanish a t  t=O. In contrast to this predic- 

tion, single-pion photoproduction data predict through the VDM that the cross 

section for transverse production has a sharp r i se  at  t=O,  and similar 



predictions a r e  also made by absorptive exchange models. 27 It i s  thus of 

great interest to check the validity of this prediction of the VDM by determin- 

ing directly the behavior of the pOn cross section for small values of t.  

A study of n'p -+ n'n-n is  also, of interest because of the possible obser- 

vation of the interference effect between the p0 and the w. The possibility 

that the w and p0 could mix with one another through the electromagnetic inter- 

action was first  suggested by GlashowD8 shortly after the discovery of these 

vector mesons in 1061. It was pointed out that the w and p0 differed by no 

quantum number which was respected by electromagnetism, so that electro- 

0 magnetically induced transitions between the w and p could occur. Moreover, 

this effect might be greatly enhanced by the near degeneracy between the 

masses of the two mesons. 

Such a mixing of states would manifest itself by the G-parity violating 

+ - + - 0  
decays w -+ n n and p0 - n R n . Because the w width (r, 2 12 MeV) is so 

much narrower than that of the p0 (I' = 150 MeV), the two-pion decay of the 
P 

w is much the easier of the two decays to observe experimentally. Conse- 

quently, searches for the p-o effect have concentrated on reactions with two 

pions in the final state such a s  reaction (I. 1). 

Perhaps the first  significant evidence Iur the w -. n + d  decay was reported 

by Flatte' -- e t  a1 . 2g in 1966. This experiment studied the reaction K-p + ~l r+n-  

at neveral energies and observed a 3.4 standard-deviation peak a t  an incident 

kaon momentum of 1 . 5  Gev/c. However, the other momenta from 1 . 7  to 2.7 

G ~ V / C  showed no significant effect. Flatte/ assumed that this was due to an 

energy-dependent interference between a small w amplitude and large and 

background amplitudes. 



Beginning in 1969 and continuing to the present, a large number of experi- 

ments have been reported3' which have observed statistically significant 

anomalies in the region of the w .  Perhaps the most compelling of those which 

observed production by way of the strong interactions was carried out by 

G. Goldhaber -- et a1. 31 at 3.7 GeV/c. This experiment studied the n+r- mass 

+ + - *  
spectrum in the reaction n p -* n n A . A destructive interference effect 

was observed which consisted of a 3.5 standard-deviation dip at  the mass of 

the 0. 

Effects with similar statistical significance have been seen in other reac- 

tions. However, all of these experiments have been at  quite low energies. 

For example, the experiments which have seen significant effects in the 

+ - 
reaction of interest here, n-p 4 n n n, have all been at  energies below 5 GeV. 

Moreover, the results of only one such experiments2 with high statistics (at 
w 

2 . 3  G ~ V / C )  have been published, and because of the nature of the effect which 

is seen (a peak), the value of the overall phase between the and w amplitudes ,L 

is not well determined in this ezgeriment withnut a.ddi.tiona1 assumptions. It is 

therefore of great interest to search for the p-w interference effect in this re- 

action both to demonstrate that an effect indeed exists in n+n-n at high energies 

and to gain some insight into its possible energy dependence. 

The present experiment, which was begun in 1968, utilized a wire spark 

chamber spectrometer a t  SLAC to study pion interactions from hydrogen at  high 

energy. Primary emphasis was placed upon a sh~dy  of the reactiow 

in the small momentum transfer region at  15 G ~ V / C .  However, in order to, 

avoid biases, the triggering requirements were quite nonrestrictive which 



allowed information on many other processes to be gathered in addition. For 

example, the spectrometer simultaneously detected reactions such a s  

+ - 0  
T - ~ - + W ~ A  , 

0 0 T - ~ - + K A  and K O z O  , 

and 

Moreover, since the spectrometer contained a C erenkov counter to identify 

the forward particles in the final slate, the reactions 

+ - 
n-p -+ K K n 

and 

could also be detected. 

The analysis of several of these final states is currently in progress and 

will be discussed elsewhere. This thesis concentrates on a study of the reac- 

tion n'p -+ ir'n'n a t  15 G ~ V / C  in the region of the Primary emphasis i s  

placed upon the behavior of this reaction for small values of momentum trans- 

fer a s  a test of the vector d~m~inance model and also upon a study of the p-o 

mixing. A short discussion of the theory of the VDM and results from this 

I. 
analysis a r e  presented in Chapter VI, whereas Chapter VII discusses the physics 

and the results of the p-w interference analysis. 

The other sections of the thesis discuss the detailg leading up to these 

results. Chapter I1 details the e.xperimenta1. apparatus, whereas Chapter 111 

discusses the reconstruction programs and the reduction of the data. In 

Chapter IV, we describe the performance of the experimental system and 

relate it to a study of the elastic diffraction scattering of pions from hydrogen. 

Finally, Chapter V discusses the analysis and results of the 2 n - n  data in the 

0 p regior.. 

- 7 -  



CHAPTER I .  

EXPERIMENTAL CONSIDERATIONS 

A .  Design Considerations and General Description 

The basic design of the experimental apparatus was motivated by the 

desire to study the r e a c t i o n y p  4 pOn with high statistics in the small 

2 momentum transfer (-t < mT) region in order to make a comparison with 

single-pion photoproduction through the vector dominance model. This com- 

parison required the determination of the differential cross section and spin 

2 
density matrix elements as  functions of t in the forward dircction (-t < in, ). 

11 

Thus, a large number of events with good momentum transfer resolution was 

0 required. Because the photon m d  p have different masses, the experiment 

had to be done a t  high incident energies. Since it was necessary to distinguish 

between pOn and  ON* final states, good resolution in the missing mass was 

a necessity. Moreover, the apparatus had to dislinguish pions from heavier 

particles such a s  kaons in the final state to insure that they contributed no 

significant bias for the pOn data sample. 

The spectrometer which was designed in accordance with these consider- 

ations is shown in Fig. 1. The incident pion entered the LHZ target after 

being counted and analyzed for momentum and angle in the beam hodoscopes. 

This analysis was necessary i n  order to have tho required r e s ~ l u l i u ~ ~  lil 

momentum transfer and missing mass. The produced ovents were detected 

by triggering hocloscopes A and l3 located behind the main analyzing magnet. 

The triggering criteria were kept quite loose to avoid triggcring biases 

and to allow collection of final states in addition to pOn. The veotor momenta 

of the outgoing tracks were measured by 7 wire spark chambers with magneto- 

strictive readout. Three of these chambers were located in front of the magnet 

- 8 -  
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with 4 chambers following it. A large-aperture, high-pressure Cerenkov 

counter located after the last set of spark chambers differentiated between 

pions and higher mass particles in the final state. A scintillator-Pb sand- 

wich counter surrounded the target to detect particles which escaped the 

0 spectrometer and to aid in the differentiation between p n and p O ~ *  final states. 

The inside faces of the magnet were also lined with counters to veto particles 

which intersected the magnet iron. Information from both the Cerenkov 

counter and the target counters was not a part of the. system trigger require- 

ments and was used only in the off-line analysis. An on-line computer per- 

formed the data logging and continuously monitored the performance of the 

spectrometer. 

The following a r e  detailed descriptions of the major components of the 

experimental apparatus and the data collection procedures. 

B. Beam 

The pion beam, whose layout is shown in Fig. 2, was produced by steering 

the primary electron beam a t  -- 19 GeV/c onto a one-radiation-length beryl- 

lium target. Yartlcles produced at an angle of - lo were focused h l u  Ihe 

existing rf-separated beam line which served the SLAC 82" bubble chamber. 

This beam line contained a momentum defining crossover and was achromatic 

a t  the second focus. A pulse magnet located at the second focus allowed 

individual pulses to be delivered a t  rates up to 180 pulses/sec either to the 

bubble chamber or  to the beam line which served this expcrlmcnt. Thus, it 

was possible, for example, to transmit pions to this experiment and kaons of 

the same momentum to the bubble chamber on a pulse-by-pulse basis. 

After entering ,our beam line, the beam deflection was increased by septum 

magnets immediately following the second focus. The beam was then focused 
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at the momentum hodoscope by qnadrupole Q1-Q2 after being momentum 

dispersed by bending ma@& B1. The downstream quadrupole pair 95-Q6 

focused the image of this point to the center of the upstream wire spark cham- 

ber package of the spectrometer. 93-94 focused off-momentum rays which 

crossed%he optic axis at sadupole SX2 onto the center of B2 so that the sys- 

tem was achromatic just upstream of Q5. Sextupoles were used to correct the 

most troubleserne seeond-order terms in order to improve beam spot size at 

the tnrgct, Two small vortiwl steering magnets were n s d  to correct for 

vertical deflections caursl ed by the rf separator and to bring The beam correctly 

into the center s f  the target. The beam had an angular pass band of k2.5 mrad 

horizontally and *3.5 mrad vertically. The momentum passband was *2.5%. 

Counter hodoscopes were used to label particles &thin each of these three 

bands. The momentum hodoscope resolved to =k0.3?& The resolution in angle . 
was *O. 5 mrad utilizing vertex information from the spectrometer. 

Seam setup was done xising the sp8~2r.ouleler. Bean1 quality dur b g  exper - 

imental runnlIng was monitored by a hodascope (XY) which consisted of four 

1/2" x 1/211 counters joined together to form a 1" x 1" hodoscope with each 

counter covering one x-y quadrant. This counter was surrounded by a -- 5" 

diameter veto counter (RIFJG) eontainhg a 1" x 1" hole. The XY-RING 

assembly was located 1011 before the target. The beam was centered in the 

XY hodoscope and focused so that -92% of the particles were  within the 

1 1 1  x 1" square. Additional infarmation on the tpdity of the beam was avail- 

able from the beam angle and momentum hodoscopes. Beam line transmission 

was monitored by comparing the particle flux & the XY hodoscope with that 

measured h two scintillatim aounters (Sl-SZ) located at the second foous. 

The beam intensity was typically 10 pions per 1.6-psec machine pulae. 



Electron9 were filtgred from @e beam before the second focus by placing 

a 1/21? lead filter at  the first focus. The electron contamination at 15 GeV/c 

was measured to be less than 0.2% both by attenuation measurements with the 

filter and by a shower counter located behind the main spectrometer. Muon 

contamination was measured to be - 3.9% (corrected to the target position) by 

use of a muon telescope consisting of a variable number of 9. 5?? blocks of 

iron interspersed with scintillator. This amount of muon background was con- 

sistent with that qpected from pion decay in the beam and was the major 

contributor to the beam halo. Total K- and 5 contamination were shown t6 be 

less than 0.3% by a threshold Cerenkov counter located before the XY 

hodoscope. 

C. Target 

The target in this experiment was a 40" X 2" cylinder of liquid hydrogen. 

The density of the liquid hydrogen was monitored by two calibrated platinum 

resistors located in the cell, and by measurements of the hydrogen vapor 

pressure in the outlet tube. Checks were made of these quantities at four- 

hour intervals during the run and they were found to be extremely stable. In 

addition, the resistor readings were r worded continuously on strip-chart 

recorders for later use h the uII-line analysis. 

D. Spark Chamber System 

The experiment contained 7 wire spark chambers; three 40" x 24'' cham- 

bers before the analyzing magnet and four 60" x 40'' chambers following it. 

Each chamber consisted of four planes (two gape). The first gap contnincd 

conventional orthogonal x-y planes whereas the planes of the second gap were 

inclined a t  angles of +30° with respect to the vertical to resolve ambiguities 

in track reconstruction. The wire planes were constructed with an 



aluminum-polyester cloth having a wire spacing of 0. 040w/wire. A special 

stretcher and optical alignment system allowed the wires to be aligned to a 

tolerance of 0.010". To minimize rf pickup in the electronics, the structure 

of a chamber was planned so that when assembled it formed a closed box with 

its sides and windows at  ground potential. Since the main pion beam passed 

through the chambers, a polyurethane plug was installed in each gap to prevent 

extra tracks due to beam particles. Care was taken to insure that spurious 

sparking did not occur at either the edges of the plug or the edges of the 

chamber. 

Each of the chamber planes was read out utring magnelo~lrbllvo ttx;hiyuea. 

The principle of magnetostriction is straightforward. When a spark current 

passes over a magnetostrictive wire, it produces an acoustic wave which 

travels with the velocity of s m d  (-- 0.2"/psec) along the wire. A small coil 

located at the end of the wire transforms this wave into an electrical signal. 

The time taken far the wave to reach the pickup coil determines which chamber 

wires carried the current, and hence, one coordinate of the spark position. 

The cmthog~n~l, (or crossed) coordinate is measured in a similar fashion on 

the other plane of the gap. 

In order to illustrate the most important features of the chamber con- 

struction, Fig. ga) shows a typical chamber plane and Fig. %) depicts a cross 

aecticm of the chamber. Note particularly the lucite guide for the magneto- 

strictive %and" which was an independent unit containing the amplifier and 

pickup coil attached to a support bar which supported the magnetostriceive 

wire. "Startu and "stopw f iducials at the chamber edges eliminated the 

necessity of accurately positioning the pickup coil with respect to the chamber. 

The wand could be inserted into the guides from either end as  a check on 
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possible nonlinearities in the readout. The linearity of the wand units was 

I checked before the experiment and the wand was discarded if the accumulated 

error along its length was > 0.01". 

A commercial spark chamber gas of 90% neon - 10% helium was circulated 

through the chambers with a pump and purification system containing high- 

temperature furnaces to remove nitrogen and oxygen. The performance of 

this system was not totally/ satisfactory at high pulse rates. Periodically 

during the ~xperirnent~ the effioiency of the chambers fell due to the gas be- 

ccmhg "po.isoned. l l  The gas system then had to be flushed before the efficiency 

returned to its usual high value. 

Because of the high pulse repetition rate (180 pps) and high inshnheous 

flux (IQ rr- per 1.6 psec pulse), it was necessary that the chambers be able to 

operate a t  high repetition r a b  with good multiple-spark efficiency. The 

primary cause of low multiplespark efficiency was found to be unequal sharing 

of the current between sparks due to differences jn the total resistive and 

inductive path length of the spark current for different spark locations in the 

chamber. This path-length difference was equalized by replacing the high- 

voltage and ground bus strips with a wire having the same resistance per unit 

length as the chamber wires. This compensation allowed the chambers to 

have the excellent multiplespark efficiency shown in Fig. 4. 

In order to operate the chambers at high rates, a pulsed clearing field 

was applied to prevent re-ignition of sparks along previous breakdown paths. 

The clearing field had a 50-volt dc component upon which was superimposed a 

250-volt pulse, 3 msec long, after each beam pulse. Each gap received its 

high voltage by means of a set of four 50-ohm cables connected in parallel. 

The HV pulse was generated by discharging a matching set of cables through a 
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series hydrogen thyratron. ~ypica l ly  the chambers operated with a 6-kV 

rectangular pulse 225 nsec in length. The system was designed to spark at  

rates a s  high a s  180 pps. However, during actual running the.maximum repe- 

tition rate  was approximately 100/sec and the average data rate was - 10 

events per second. No deterioration in the performance of the chambers was 

noted a t  the highest repetition rates used. 

The spark coordinates were recorded using a gated clock and scaler 

system. The arrival of the "startff fiducial caused 8 scalers to begin counting 

a 20-MHz clock pulse. A s  subsequent pulses arrived, the scalers were gated 

off in succession. Each scaler thus contained a number corresponding to the 

delay time between the arrival of the "start" fiducial and the arrival of the 

spark pulse. If the plane contained less than 8 coordinates, the "stopM fiducial 

was also seen. The known physical distance between the "startM and "stopff 

fiducials defined the distance scale for transforming the scaler readings to 

spark coordinates in space. Since the average number of sparks per plane 

was typically 4 with -- 3% overflsw, the "stopft fiducials were seen on nearly 

every pulse. This allowed c~n thuous  fiducial mnnitnring and nprlating dusirig 

data reconstruction. The velocity of a signal along a magnetostrictive wire 

was - 50 nsec/O. 010" so the 20-MHz clock provided a least-count accuracy 

of 0. OSO". During the experimental run, other uncertainties in the spark 

position contributed so that the resolution in position (sigma) was - 0.015" to 

0. 020'f. 

A more complete discussion of the design and performance, of the wire 

spark chamber system is presented in the articles of F.  Bulos, M. Gan, 

and H. Lynch. 3 3' 



E. Spectrometer Magnet 

The spectrometer magnet gap was 15" high along the field direction (y) 

and 40" wide in the bend plane (x) with 48" pole faces along the beam axis (z). 

Magnetic-mirror plates were installed at both the entrance and exit of the gap 

to prevent high flux leakage into the spark chamber region. 

The field was quite uniform over the whole aperture and, for purposes of 

track reconstruction, was well approximated by a pure dipole with small 

focusing terms. The field was mapped before the experiment with a Hall 

probe. These results were checked by comparison with measurements of the . 

JB dz taken with a long flip coil. The two measurements agreed to an 
Y 

accuracy of - 0.2%. 

The field integral (JB dz) was set to 1040 kG-in. during the experimental 
Y 

run. Field strength was monitored during the experiment by computer readout 

of the magnet excitation current. Measurements of the flux a t  the center of 

the magnet were made a t  hourly intervals throughout the experiment with both 

a Hall probe and a nuclear magnetic resonance detector and were recorded 

for later use in the off-line analysis. 

F.  Counters -- - 
The beam transport system contained three counter hodoscopes which 

were used to label incident particles in momentum (P) and angle (8, @). Each ' 

of these hodoscopes consisted of a number of 1/8" thick scintillator strips 

attached.to photomultipliers. The counters were arranged to overlap so that 

the number of bins, and hence the effective resolution, was increased. 

The 6 P counters overlapped to form 11 bins each with a resolution of 

*0.3%. Similarly, 6 @ counters formed 11 bins in the vertical angle and 

4 0 counters formed 7 b h s  hl the horizontal angle. Angles were measured 



using the vertex position of the reconstructed event to determine the point at 

which the incident particle interacted in the target which gave an angular 

resolution of *0.5 mrad. 

The primary flux counter in the beam was the XY-RING hodoscope which 

was located lo!! before the target. This hodoscope consisted of four 

1/2" x 1/21! x 1/41! counters joined together to form a 1" x 1" hodoscope (XY) 

with each counter covering one x-y quadrant. This counter was surrounded 

Ry a11 - 5?l diamotor vcto counter (RING) aunlahlng a 1" x 1" hole. The XY- 

RING hodoscope was used to monitor the incident beam flux as was mentioned 

previously. In addition, it determined the position of the incident particle to 

*1/4". The accurate determination of the incident particle position was par- 

ticularly important for those events which did not have two high momentum 

tracks coming from the production vertex (e. g., T - ~  elastic scattering). In 

this case, the vertex position could not be reconstructed from the spectrum- 

eler l~durmatlon, SO the position of the incoming particle was used instead for 

calculating the incident beam angle and the position of the scattering vertex in 

the target. 

The triggering counter system consisted of two "picket fence" hodoscopes. 

Hocluscope A ,  which contained 20 2-1/41! x 20" x 1/411 strips of scintillator 

connected to individual photomultipliers, was located immediately following 

the analyzing magnet. Hodoscope B, which contained 34 2-1/41! x 32" x 1/41! 

similar counters, was located after t h e  last set of ohamboro. The hodoscope 

dimensions were such that the acceptance of the spectrdmeter system was not 

limited by the active area of the triggering counters. Since the incident beam 

passed through the hodoscopes, a small lucite plug was inserted in the appro- 

priate counter to desensitize the bearn region. 



In order to veto particles which intersected the pole faces, the inside gap 

of the magnet was lined with 3/811-thick scintillator strips connected to photo- 

tubes through adiabatic light pipes. Twelve counters were used in all. 

The target-veto hodoscope was constructed as  an open-ended box which 

surrounded the target. It consisted of two layers of 3/8" scintillator with 1/2" 

of lead between them to convert photons and stop low-energy charged .particles. 

Each layer of scintillator contained 4 independent counters, each forming one 

side of the box. This design allowed the counters to give some information a s  

to the nature of the counted particle and was useful for rejecting higher missing 

mass background in the 2;n and the elastic scattering data samples. 

All counter timings and, with the exception of the spectrometer veto 

counters, all counter high voltages were set  with scattered particles from the . 

pion beam. It was not possible to set  the high voltages of the veto counters 

with scattered beam particles since a large fraction of such particles enter 

these counters very obliquely and have correspondingly large path lengths 

through the scintillator. It was necessary, however, to be able to count par- 
' 

ticles with the minimum path length through the scintillator, so the high volt- 

ages of the veto counters were set using cosmic rays. 

Efficiencies of a l l  counters were measured before their assembly iii the 

spectrometer using either a cosmic-ray o r  a beta-ray coincidence telescope 

and were shown to be 2 99% over their active surface. Counter performance 

was monitored on-line by a comparison of singles rates. , With the exception 

of triggering hodoscopes, any inefficiency of the counters only decreased the 

usable incident pion flux or  increased the total analysis time and did not bias 

the measured angular distributions or cross sections. However, any ineffi- 

ciency in either hodoscope A or  B caused a loss of those events in which one 



of the particles intersected the inefficient counter since a track was required 

to have "live" hodoscope counters at  both ends during track reconstruction 

(see Chapter 111. B) . In order to insure that such an event loss did not affect 

the results, the efficiencies of the counters in these hodoscopes were meas- 

ured on the actual data sample by reconstructing a subset of the data without 

the hodoscope matching condition. By using the large Cerenkov hodoscope to 

ensure that these reconstructed tracks were actually in time with the main- 

event pulse, the efficiency of the hodoscopes was measured as  a function of 

the position of the track. This measured efficiency was then utilized in the 

Monte Carlo calculation (see Chapter V. B) which was used to correct for the 

detection efficiency of the spectrometer. As was noted previously, the indi- 

vidual hodoscope counters were 2 99% efficient over their active surface. 

However, there were physical cracks where the counters joined together in 

the hodoscope so the average inefficiency for a particle passing through a 

hodoooopc waa - 3.6%. 

Information from the above counters was used in two different ways. 

First ,  certain counters ( e .  g. , P, 8 , $1 were scaled in the hardware in order 

to monitor the distributions of the incident beam. These scaled quantities 

werc uscd during the experimental run and were also read out periodically onto 

magnetic tape for later use during the off-line analysis. Second, for the event- 

by-event computer readout, it was necessary to determine which counters had 

fired in time with the event pulse (see Section G). This was done by compar- 

' ing the timing of a discriminated output from each of the counters with that of 

the event pulse a t  strobe buffer units. If a coincidence occurred, a flip-flop 

corresponding to the counter was set positive and the information stored until 

it was read by the computer. 



G. Electronics and Triggering 

The fast electronics was the generator for the 16-nsec event pulse which 

. fired the spark chambers and caused the event information to be read by the 

computer. An event was defined a s  follows: 

1. One particle through XY . 
2 .  No other particle within-i16nsecof this particle in either XY or  

the RING. 

3.  At least one counter fired in hodoscope A and two counters fired 

in hodoscope B or one counter fired in hodoscope B and two 

counters fired in hodoscope A . 
4. No particles in the magnet veto counters. 

We write this a s  

Event = (XY) . [(XY > 1) + (R)] . [(2A 

The basic motivations for this choice of the event trigger were straight- 

forward. The incident flux (a-) was defined to be (a-) = (XY) . [(XY > 1) + (R)] 

since tihis allowed the retnainder of the electronics system to be effectively 

dead timeless. The loose triggering hodoscope condition was chosen pri- 

marily so that events which had both particles focused into the same triggering 

hodoscope counter would not be lost. Secondarily, it allowed the hodoscope 

efficiencies to be measured on the experimental data a s  was mentioned in 

Section F. The magnet counters were used a s  a veto on the trigger during 

most of the run since they reduced the background substantially from high 

multiplicity events which interacted with the magnet iron. 

The method used to generate (a-) is illustrated in Fig. 5. (XY) was simply 

the sum of the discriminated outputs of the 4 XY quadrant counters. The (R) 
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portion of the veto was developed by forming a coincidence of R with XY in a 

. two-out-of-four majority logic unit which then vetoed any XY pulses which 

occurred in time.' The (XY '> 1) part of the veto was developed in two comple- 

mentary ways. If two different quadrants of XY fired within -. 6 nsec of one 

another, then XY 2 2 fired and the majority logic unit vetoed the XY count 

which occurred in time. If the counts were more than 6 nsec apart then the 

pulse of (XY L 1) was lengthened to the duration of its input above threshold. 

It then overlapped with the same pulse which was delayed by 9 nsec a t  the 

majority logic input and once'again the XY count was vetoed. If the particles 

were in the same quadrant of the XY counter, however, the majority logic 

was found to reliably veto only those particles which were more than -11 nsec 

apart. Thus, the overall efficiency for correctly 'vetoing two particles which 

were within the * 16-nsec window was -- 83%. The remaining events with two 

incident particles were subtracted in the analysis stage by rejecting events 

with more than one particle in any of the beam hodoscopes. 

The generation of the main event pulse i s  shown in Fig. 6. The discrim- 

inated outputs of the 20 HA and 34 HB counters were summed and discriminated 

for 2 1 and 1 2 particles. HA 1 1 (HB 2 1) was then put in coincidence with 

HB 3 2 (HA 1 2). These siguals forfiled the input to an "or" circuit which 

gave [ ( 2 ~  1B) + (2B . lA)] . The final event pulse was then formed by placing 

this signal in coincidence with the (n-) signal while the summed output of the 

magnet counters served a s  a veto. After the occurrence of an event, the 

master coincidence was latched off for the duration of the machine pulse to 

allow the spectrometer system sufficient time to recover before accepting the 

next event. 
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FIG. 6--Trigger logic for generation of the event (strobe) pulse. 



The time delay in the generation of the event pulse was due in large meas- 

ure  to the necessary cable lengths in the system. These lengths were kept a s  

short a s  possible by locating the fast electronics beside the analyzing magnet. 

The total delay time between an event passing through the triggering counters 

and full high voltage on the spark chambers was measured to be -- 300 nsec. 

The electronics were gated "onw in an 8-psec window surrounding the 

machine pulse. The gate was depressed after the occurrence of an event in 

order to inhibit noise pickup from the spark chambers. However, the cham- 

bers. were well shielded against rf noise emission and little pickup was noted 

even in the absence of this inhibit. Gates were also automatically inhibited 

if the computer was unready to accept the next event, or  if there was a trip- 

out in the chamber high voltage or clearing field power supplies. 

Important quantities from the electronics (e .  g. , (a-) , [(XY > 1) + ( ~ f l  , 
 vent) were scaled in the hardware to allow the performance of the electronics 

to be continuously monitored throughout the experiment. It should be noted 

that (a-) was scaled twice because of its importance for normalizing the cross  ' 

sections. A fast inhibit on (T-) insured tha.t no incident particles were counted 

in a pulse after the event had occurred. 

H. Cerenkov Hodoscope 

A large aperture (100" x 50") Cerenkov counter was placed behind the 

downstream set of spark chambers to identify the particles in the final state. 

The counter had a minimulrr path length of radiator of 70" and was filled with 

, Freon 12 a t  pressures between 0 and 3 atm. Optically, it was designed such 

that each of the eight 25" x 25" mir rors  reflected Cerenkov light into a corre- 

sponding light collection horn and phototube. The signals from each of these 

phutotubes was intograted and the peak height of the integrated signal read by 



the computer through an analog-todigital converter and stored for each event. 

In addition, the signals from all the tubes were summed directly so that the 

Cerenkov information was available for triggering if desired. A s  a result of 

this design, the counter could be used either a s  a hodoscope of eight optically 

independent Cerenkov cells or,  by utilizing the summed phototube output, a s  

a large threshold counter with uniform efficiency across the aperture. 

The counter was operated during this experiment at  a gas pressure of 

18.4 psia, The efficiency f n r  detecting an 8 GoV pion at this prtssezie was 

> 99.8%. The threshold momentum for detecting a kaon was 9 .2  G ~ V / C .  

Uetailed information on the construction and performance of this counter 

may be found elsewhere. 34 

I. Computer 

An IBM 1800 computer was used for data read-inand logging. After 

receiving an event interrupt froin the triggering electronics, the computer 

read out the contents of the counter buffers, the magnetostrictive scalers, 

and the C erenkov counter analog-to-digital converters. At the beginning and 

ending of each experimental run, a s  well a s  periodically during a run, the 

computer also read the electronics and counter scalers and the excitation 

currents in the magnets. All of this information was written onto magnetic 

tape (about 400 tapes for the experiment). 

In addition to its tape writing duties, the computer monitored the perfor- 

mance nf the e n t i r ~  e-uperimontal oyotem. Tracks were reconstructed for a 

subsample of events. The reconstructed tracks and spark coordinate positions 

could then be observed on a scope display. Counter performance was monitored 

by looking at  histograms of counter singles rates. Spark chamber efficiencies 

and spark frequency tables allowed checks of the spark chamber system and 

' - 2 8 -  
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histograms of the tube pulse heights insured that the Cerenkov hodoscope was 

operating properly. The computer also checked the magnet excitation cur - 
. . 

rents periodically but did not have direct control over them. Any needed 

magnet trimming was done manually. 

The 1800 was able to present a few selected displays of important kine- 

matical quantities (e.g. , the effective m.ass of the two outgoing pions), but 

was not sufficiently powerful to carry out a complete on-line analysis. More 

complete analysis was available by means of an IBM 2250 remote scope ter- 

minal which was linked to the main SLAC computer, an LBM 360/91. A data 
/ 

link between the 1800 and the 360/91 gave this system a real-time capability. 

However, it was used mostly in an off-line mode, where finished tapes were 

taken to the 360/91 and analyzed under the control of theremote terminal. 

Thus, a rather complete analysis of systems performance was available with 

a short real-time delay. In addition, a complete set of kinematics histograms 

was available which allowed real-time decisions to be made on the basis of the 

observed data. 

J. Data Collection 

The data used in this thesis were collected a t  the Stanford Linear Accel- 

erator Center in December 1969 and January 1970. These runs were preceded 

by several months of apparatus checkout a t  low repetition rates, which began 

in September 1969. 

The major portion of the running time was devoted to a study of reactions 

in which two o r  more forward charged particles were produced in the final 

state by incident pions on protons. Emphasis was placed upon the study a t  an 

incident pion momentum of 15 GeV/c. Over 200 data tapes containing typically 



8 .35,000 'events each were produced by the interaction of 8.582 x 10 incident 
. < 

particles. Other special runs were made to collect alignment data on the 

spectrometer system (see.Chapter 1.1) and data.on n-p elastic scattering which , ' 

was used a s  a check on the-absolute normalization and is  discussed in 

Chapter ZV.. 



CHAPTER 111 

DATA RECONSTRUCTION 

A. Chamber Alignment 

The accuracy with which the angles and momentum of a track can be 

reconstructed depends on the precision with which the positions of the spark 

chamber planes a r e  known. The spark chambers were optically aligned in 

the spectrometer system using standard surveying techniques. However, it 

is  difficult by such methods to reach the required accuracy (0. 00511 - 0.010"). 

Such accuracy can be obtained by aligning the chambers using straight par- 

ticle tracks. For this purpose, special alignment runs were made through- 

out the experiment. The data for these runs were taken by shifting the cham- 

bers on the precision chamber support system so'that the plugs were no 

longer in the beam. The support system allowed the chambers to be posi- 

tioned to an accuracy of better than 0. 00511 for horizontal shifts up to 5". The 

incident beam flux was then lowered to less than one pion per pulse to avoid 

overloading the chambers. The event trigger was set  to record one tradk 

through tihe spectrometer and runs were made with the magnetic field both on 

and off. 

Alignment was first performed using the straight beam tracks for which 

the magnetic field was set  to zero. The position of each of the planes was 

defined to be the mean of the distribution of the distance between the measured 

track and the raw spark chamber coordinate (the deviation). The individual 

p1a.ne coordinate systems were then shifted until these deviations were 

centered a t  zero. Typical shifts from the surveyed positions were -- 0. 02O1!. 

When tracks with nonzero slope were studied after this alignment on 

straight beam tracks, the deviations were no longer centered a t  zero, but had 



shifted systematically in opposite directions for tracks of negative and posi- 

tive slope. This effect was consistent with the drift expected for the ionization 

electrons under the influence of the chamber high voltage pulse. In the -- 100- 

nsec time interval between the application of the high voltage and the forma- 
\ 

tion of the spark, these electrons drifted toward the high voltage. plane with 

an average velocity of -- 1" - 2"/psec which typically caused a shift of 

-- 0.020" in the position of the spark. The exact amount of this shift depended 

on the slope of the particle track. We corrected for this electron drift by 

shifting the  apparent position of the high voltage plane -1/2 of the gap width 

toward the ground plane. The deviation distributions were then well centered 

a t  zero, independent of the slope of the track. 

Once the chambers were aligned for an experimental cycle (December o r  
I 

January), no further shifting of planes on a run-to-run basis was done. The 

deviations were very stable throughout an entire cycle, with a maximum shift 

in the mean of the deviations of < 0. O I O i i .  

B. Track Reconstruction 

Off -line track finding and reconstruction were done,using the same analy- 

sis package which was developed for use in the 360/91-1800 on-line system. 

After a new event was read from the tape, the raw chamber scaler readings 

were transformed to spark coordinate positions along the wand and these single 

spark coordinates were stored in a point bank. Coordinates in this bank were 

matched on a chamber-by-chamber basis and the resulting matched points 

stored in a matched point list. In order to understand this matching procedure, 

it should be remembered that each chamber contained 4 planes; conventional 

0 orthogonal planes in one gap (x-y) and planes inclined a t  angles of i30  with 



respect to the vertical in the other (7-e). It was therefore possible to deter- 

mine which pair of x-y points belonged together by looping through all x-y 

combinations while checking to see  if a particular combination was substan- 

tiated by either an r)  or  a 6 point. Any such substantiated combination was 

called an x-y matched point. Matching in 7-6 was done in a similar fashion. 

After the matched point lists were filled for all 7 chambers, another data 

bank was filled with lines which were the possible track candidates in down- 

stream chambers. These lines were constructed by taking the x-y matched 

points from pairs of downstream chambers and forming all possible lines 

between them. The first  and third downstream chambers formed one pair 

while the second and fourth chambers formed the other. Lines were construc- 

ted in a similar fashion using the 7 - ,$ matched po.ints, and combinations of 

x-y matched points in one chamber with 7-,f points in the other. Thus, 8 line 

lists were constructed in all. 

The actual search for downstream tracks was carried out by taking each 

of the trial lines in turn and searching the downstream matched point lists to 

find those points which were within a certain tolerance of the trial line. 

If there were less than 3 matched points which fulfilled this condition, the line 

was rejected as a posslbie track cmdidate. Utherwise a least squares f i t  to 

these coordinates defined an "improved" line. A search was then made of the 

downstream coordinate points to find any additional coordinates which were 

within a distance ALLCOTOL from this line and a least squares fit was again 

performed. A search was then made to find the coordinate for each plane 

which lay within BESCOTOL of the new line and which was closest to it. A 

check was made to see if any spark coordinate had been gained or  lost since 

the previous iteration. If not, the line was considered to be a good track. If 



the spark coordinates had changed, a check was made to insure that the line 

had a t  least 6 planes. If it did not, the track was rejected. Otherwise, the 

points were least squares fit and passed through the BESCOTOL section again. 

This loop was repeated either until the spark coordinates were identical on 

two successive calls or  a maximum of 5 calls was made. This least squares 

fit track was then rejected if more than one chamber had less than three 

planes with coordinates on the track. Otherwise, it was compared with all 

tracks which had been found previously lor the event and was rejected as a 

duplicate if all of the spark coordinates were identical with those of a previ- 

ously found track. 

One of the primary functions of the iterative procedure described above 

was to force good tracks to converge to the same set of coordinates, irre- 

spective of the trial line from which the search started. However, it was 

discovered that a substantial number of tracks was being found which differed 

by only a single coordinate. To alleviate this difficulty, each new lrack was 

sent through the entire track finding procedure, again starting with the 

ALLCOTOL analysis. Finally, the traok was compared with the triggering 

hodoscope counters. Tracks which did not have a lllivetl hodoscope counter 

a t  each end were assumed to have occurred out of time with the triggering 

event. Magnet crossing was not attempted for these events. 

In order to find tracks in the upstream chambers, the downstream track 

was projected forward through the magnetic field assuming that t h e  track 

originated at the center of the target. This defined a line about which the 

ALLCOTOL-BESCOTOL loop was used. If a match,was not found for each 

downstream track by this method, a new line was defined for input to the 

ALLCOTOL-BESCOTOL loop by projecting the downstream track to all points 



in turn in the upstream chamber nearest the magnet. If still no track was 

found, the same routine was repeated using the middle upstream chamber. 

The ALLCOTOL-BESCOTOL loop used after a tr ial  upstream line was estab- 

lished was essentially identical to that described previously and so will not 

be discussed here. 

Once an upstream track was found, its projection was compared with that 

of the downstream track inside the magnet to determine if the two tracks ,in 

fact belonged together. This comparison was carried out in the nonbend 

plane (y-z) using four empirically placed focusing lenses: two inside the 

magnet and others at  both the entrance and the exit of the magnet gap. If the 

positions of the projected tracks differed in y by more than PHICUT at the 

intersection point, the upstream track was rejected a s  the appropriate 

matching track and the search for the correct one was continued. A similar 

comparison of the upstream and downstream track matching was performed 

in the bend plane (x-z) by the same subroutine which calculated the particle 

momentum (see' Chapter 111. C) . Once a matching track was found, the geo- 

metrical coordinates of both its upstream and i ts  downstream portions were 

stored in a data bank where they could be accessed by later portions of the 

analysis prugralnl. 

The above description of the reconstruction program corresponds to what was 

called the "slowu mode. This mode was used for carrying out some prelim- 

inary analysis of the data and also for the study of hodoscope efficiencies. 

However, the average computer CPU time necessary to analyze an event in 

this mode was -- 55 msec. Since there was such a large number of events to 

be reconstructed, it was important to reduce the analysis time per event a s  

much a s  possible. 



Two major program modifications were made to this end. First ,  both the 

matched point and the line searches using v-,$ points were dispensed with and 

tr ial  lines were established from only the x-y matched points. This greatly 

reduced the number of possible search combinations since the number of line 

lists was 2 rather than 8 a s  before. The track-finding efficiency was essen- 

tially unaffected by the change since the plane efficiencies of the chambers 

were extremely good. Second, instead of finding all tracks in the back and then 

keeping only those which were hodoscope-agreeing a t  both ends a s  was done 

above, "roadsH were formed before the track search was begun. That is, 

bands were formed by connecti.ng the edges of a l l  "live" hodoscope A counters 

with the "live" hodoscope B counters. 'Points which were not within these 

bands were deleted from the point bank and thus were ignored in the subsequent 

track search. Taken together, these two program modifications cut the,anal- 

ysis time per event to -- 25 msec which was a reduction of about a factor of 

C . Momentum Reconstruction 

After track segments were found in both the upstream .and downs-tream 

chamber packages, i t  was necessary to calculate the momentum of the charged 

' 
.particle which produced those track segments. If the Lorentz equation for the 

force i s  integrated along the path of the particle, we find the'total change in 

momentum due to the magnetic field to be 

&x j?j (rn. 1) 
path 

We .define a right-handed coordinate system with the strong component of the 

.dipole field along'the .y axis and the incident beam particle m o ~ i n g  along.the 



positive z axis. The total momentum (p) of the particle is then given by 

where I = dx/dz , m = dy/dz , and the subscript u(d) denotes tracks in the up- 

stream (downstream) chamber package. Apx is the x component of Eq. (111.1). 

Two problems now remain: (1) the calculation of Apx, and (2) the determina- 

tion of I and I so a s  to minimize the error on p. d u 

In order to obtain Apx, the field map is used to obtain a f i t  to f - OD B dz 
Y 

along constant lines in x and y. It is assumed that the magnetic field B is 
Y 

symmetric in x,  y, and z so that the most general quadratic expansion which , 

fulfills Maxwell's equations can be written a s  

with a and a! a s  fitting coefficients. If a power series .expansion of the field 1 2 

map is now used, it can be shown that Apx becomes 

with 

(III. 4) 

It should be noted that the f ~~d~ term in Apx, has canceled with a term 

in JB dz to this order in the expansion. 
Y 



Equation (III. 4) has a large atl term which represents the integral of the 

constant part of the B field and a remaining integral which depends on the 
Y 

path of the particle through the magnetic field. Since the magnetic field B 
Y 

is nearly constant over the whole gap, the second integral i s  a small correc- 

tion to Apx and is calculated along a simplified trial orbit which is  taken to be 

a parabola in the x-z plane for simplicity. Motion in the y direction is 

described by a straight line. Using the power series expansion of the field, 

i t  is then possible to derive an expression for the second term in Eq. (III. 4) 

which depends only on the coefficients of the expansion and on the coefficients 

of the trial orbit. In this way, we can avoid an integration through the mag- 

netic field on a track-by-track basis and still calculate Apx with sufficient 
- - 

accuracy that it contributes insignificantly to the e r ror  in p. 

Since tracks in the spectrometer have small angles in the y-z plane and 

since the error in Apx is small, the primary contribution to the variance of 

Eq. (III. 2) results from the uncertainty in & and P d  If we assume for simplic- 

ity of calculation that all events a r e  in the x-z plane and the. small angle 

approximation is valid, then. the variance of the momentum is given by 

V(P) is defined to be the variance of the quantity P and C(Q, Id) is the covariance 

of 41 and Pd. We wish to calculate the momentum in such a way that V(p) is  

minimized. We will, of course, get the smallest possible variance only if we 

use all of the available information. For tracks in the x-z plane this means 

that we must determine the upstream and downstream angles by using the con- 

straint that the back and front tracks must join smoothly together inside the 

magnetic field. This can be done by fitting the lines in the spark chambers 



using a constrained (1-c) fit. However, this requires precise tracking of the 

particle through the magnetic field and thus would require large amounts of 

computer time. There is,. however, another method available which gives 

exactly the same results for the variance of the momentum and is  much sim- 

pler to apply. We call this the "improved point-bound-vectorff method. 

The "point-bound-vector" method uses the slope and the intercept a t  the 

magnet center from the downstream chambers and a single point from the 

upstream track. From these quantities Qu can be found which allows p to be 

calculated using Eq. (111.2) .. The point from the upstream track can be chosen 

in any fashion desired and it is  of value to ffimprovefl the tfpoint-bound-vector" 

method by extrapolating the track upstream in order to minimize V(p). The 

final result for the variance can then be written as 

where b (b ) is the intercept of the upstream (downstr&m) track a t  the mag- u d 

net center. This i s  exactly the same result which i s  derived from a constrained 

f i t  in the x-z plane. 

D. Kinematics 

After the vector momentum for each of the decay particles has been re -  

constructed, the kinematics of the event can be calculated. Invariant quantities 

a r e  calculated using four-vector products in the standard manner. For 

+ - 0 example, the invariant mass of the dipion system in the reaction n-p -, n n x 

can be written a s  



El (E2) and 51 (s2) a r e  the components of the four-momentum p1 (p2) of the 

outgoing pions and B,, is the decay angle between them. All of these quanti- 

ties a r e  directly measured by the spectrometer system. 

Similarly the missing mass (Mxo) can be written as  

where p (p ) is the four-momentum of the incor~ling be2.m prt.i.de (target 
P 

proton) ~ n ?  p = p1+p2- 
P + - 

If only events from the reaction n-p- i~ T 11 a r e  considered, there is an 

additional kinematic constraint in the problem because the mass of the missing 

particle is  known. In order to make use of this constraint, cuts a r e  made on 

the missing mass and target veto counters (see Chapter V. C) . All events which 

-k 
pass these cuts a r e  assumed to  have a missing neutron, which c0nstrai.n~ 1 p,( 

in terms of 1; I. This constraint is most important for calculating the mo- 
P 

mentum transfer. Instead of the usual form t = (p - p ) 2, we have 
P 

tmin is the smallest kinematically allowed momentum transfer which can pro- 

duce the observed dipion mass. It is independent of the scattering angle of the 

dipion and is extremely small for ~'7T-n events at  15 G ~ V / C .  Hence, the reso- 

lution in t is dependent only on the a.c.nnr8cy of the m m s u r o m m t  nf p which 
1 

is strongly dependent only on the measurement of the angles in the beam and 

the front chamber package. This leads to a much better resolution in t than 

is possible using the .standard four-momentum calculation (see Chapter IV . A) . 



E . Data Summary Tapes 

A data summary tape (DST) was a magnetic tape volume which contained 

the important geometric and kinematic variables for each of the produced 

events corresponding to a particular reaction. For example, in order to 

study ?n-n events, a tape was prepared which contained all events of the type 

0 0' 0 0 a-p -. y x where x denotes the missing particle (MxO 5 1.5 GeV) and y 

denotes the zero charged state which decays into the two charged particles 

measured by the spectrometer. Pions were then selected by imposing a 

Cerenkov counter cut. The inclusion of higher missing mass states allowed 

the study of nonneutron background in the missing mass a s  will be discussed 

in Chapter V. E. 

The data summary tapes were created a s  the'final step in a three-stage 

data reduction process. The raw data events were first  analyzed to determine 

if they contained two oy more good tracks in the rear  chambers. Those that 

did not were rejected. With this criterion, the number of data events was 

reduced 'by approximately a factor of '3 in -- 64 hours' use of the 360/91. The 

number of events was reduced still further on a second set  of tapes which con- 

tained only those events with two or  more tracks which crossed the magnet. 

This required -- 25 hours'use of the 360/91. The event records of these 
' 

tfgeometrytt tapes contained the total reconstructed geometry and kinematics 

of the accepted events. A DST for any particular reaction could then be 

written by utilizing these geometry tapes. 

As examples of the information contained on a DST and a s  samples of the 

raw data, we present three graphs. Figure 7 shows the invariant mass spec- 

+ - 0  trum for the x's- events produced in the reaction n p  -. n n x . The dominant 

feature i s  the copious production. There is also a sharp peak near 
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+ - 
500 MeV from the decay KO --, a a . The shoulder at  approximately 1200 

0 
MeV is  suggestive of the f which is strongly suppressed by the acceptance 

of the spectrometer. The relative height of the f0 peak can be increased 

somewhat by restricting the missing mass to the region of the neutron 

(0.8 < Mxo < 1.06 GeV) as  shown in Fig. 8. The background underneath the 

p0 and the KO peak has been reduced substantially. Some KO signal still re- 

0 0 mains from the reactions a p  + K C (A') since the missing mass resolution 

is -- 85 MeV (see Chapter N .A ) ,  

0 0 
In Fig. 9,we present the missing mass for the reaction a-p-, p x 

(0.665 < m < 0.865 GeV) . Clear neutron and A' signals a r e  observed as  
Po 

well as a higher missing-mass bump around 1700 MeV. The distribution for 

higher missing mass states is smooth and extends above 4 GeV. 
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CHAPTER IV . 

SPECTROMETER PERFORMANCE: 

NORMALIZATIONS AND RESOLUTIONS 

A.  Scale Calibrations and Resolutions 

Good knowledge of the absolute invariant mass scale and of the mass reso- 

lution was necessary in this experiment because the p-w interference param- 

eters were rather sensitive to the precise values. These numbers were 

obtained by observation of the decay KO + 271 which was produced. in the reac- 

0 0 tions n'p + K A ( ,ZO) . 
In Gig. 10, we show the =a- mass spectrum in the KO region for a 

missing mass between 0.98 and 1.28 GeV. The data a r e  restricted to KO 

decays which occur inside the target volume so that a contribution from mul- 

tiple scattering is included]. The line i s  a fit to. a Gaussian resolution function 

plus a linear background term. The KO mass and the mass resolution of the 

apparatus a re  given by 

%0 = 497.4 * 1.0 MeV 

where the given er rors  inc-ude conservative estimates for the systematic 

0 effects:.. This compares with the accepted K mass  value 3.5 MKO = 497'. 79 *. 
0.15' MeV. 

There were sufficient kaons! available that KO mass. distributions could-be 

fitted in. 5 - 10 run blocks in:order to c-heck for any systematic. shift in the. 

mass scale during the experimental run. No shifts were observed other than 

those, due. to the small changes in the magnetic field, which were. measured by 
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the Hall probe and the NMR detector (Chapter 11. E). Therefore, we con- 

cluded that the mass scale was stable throughout the experiment. 

Because the decays with a larger angle between the pions in the lab 

0 than does the KO, the mass resolution in the p region is degraded. In addi- 

tion, the average multiple scattering for the is somewhat larger since the 

decay pions travel through a larger fraction of the target hydrogen on the 

average. Taking these effects into account, a 6.5 MeV resolution at  the KO 

0 corresponds to c = 8 MeV for ir'd masses in the region of the p . 
The absolute value of the incident beam momentum was not well known 

prior to the experiment. Its value was determined by centering the neutron 

peak a t  -- 940 MeV. The experimental missing mass resolution for the 

0 0 reaction K-p --, p x was obtained from the width of the observed neutron peak 

when no target veto counters fired a s  shown in Fig. 14(c). This gave a missing 

mass resolution of u = 85 * 5 MeV. It should be noted that the resolution in xo 

mass and missing mass were also calculated by propagating the errors on 

(1) the incident beam particle vector momentum, (2) single spark chamber 

plane coordinate position, (3) and multiple scattering in the target and hodo- 

scopes. The results of this calculation agreed with the experimental obser- 

vations within a fraction of the quoted error.  

The resolution in t was determined primarily by the resolution in angle 

of the incident and final state particles [see Eq. (III.9)] . Its value was oal- 

culated to be 

U = 0.03 & t 

2 
which corresponds to a resolution of ct = 0.0011 (G~v/c) for our smallesttbin 



B . Normalization 

In order to calculate cross sections, it was necessary to correct for beam 
. . 

and event loss in the system. Some of these corrections (e. g. , the triggering 

hodoscope' efficiencies) were dependent on the position of the event in the 

spectrometer and were included in the Monte Carlo efficiency program which 

will be discussed in Chapter V. Other corrections (e.g., beam losses) were 

nearly independent of the actual topology of the final event and could be in- 

cluded by simply multiplying the cross section by the appropriate factor. We 

discuss thi.s class of corrections here. In this discussion, we will use a cor- 

rection factor (CF) which is defined a s  the ratio of the corrected cross section ' 

to the measured cross section. 

1. Pion-Beam Contamination 

As ha's been discussed previously, the contamination of the pion beam by - 

I 

muons was measured during the experiment by a muon telescope. . , Upper 

a ,  limits on the contamination by other particles were very small so their contri- 

bution was ignored in the multiplicative term. However, uncertainties in the 

knowledge of the actual value of these contributions were included in the esti- 

mation of the error.  The result was 

2. Bad Bits 

An event was said to contain Ifbad bits" if  one or more of the beam hodo- 

scopes had either zero o r  two or more lllive" counter bins. Such events could 

not be included in the analysis since the kinematical variables of the incoming 
\ 

beam particle were not well known. Therefore, the incident beam flux also 

had to be corrected by subtracting the number of beam particles which had 

associated bad bits. This number was not directly measured so i t  was 



estimated from the data by assuming it to be given by the fraction of all two- 

track events which had bad bits. A small (-- 2%) correction was then. applied 

for the efficiency of the two-particle veto in the XY'counter. The validity of 

this assumption was checked by comparison with bad bits rates in the elastic 

scattering runs where the triggering conditions were quite different . The 

magnitude of the correction changed only slightly under these different running 

conditions and the differences were included in the estimate of the error.  The 

resulting correction factor was 

CF = 1.095*0.012 . 

3. Delta Rays in Magnet Veto 

Since the counters lining the magnet pole faces were a veto on the trigger, 

any event accompanied by a delta ray which entered these counters was not 

recorded. In order for a delta ray to reach the veto counters, it needed to 

have sufficient energy (E ) to escape the target and reach the magnet gap, min 

but insufficient energy (Emax) to pass through the magnetic field. 'The number 

of events with such an accompanying delta ray was calculated using a simple 

model in which any delta ray which passed into the magnet gap with energy . 

between Emin and Emax was assumed to have vetoed the event. The result 

of this calculation was 

CF = 1.012 * 0.005 , 

where the error was estimated from the uncertainty in the model. 

4. Absorption in the Spectrometer 

Absorption in the spectrometer was calculated assuming that the absorp- 

tion cross  section for heavy material scales from the hydrogen cross 



section by A~'~. Including an estimate of the systematic error in this assump- 

tion, we find that 

5. Pion Decay in the Spectrometer 

The loss due to the decay of pions in the final state was calculated assurn- 

ing that the event was lost if the decay muon had either a momentum or  an 

angle which would have caused the spectrometer system to measure the miss- 

ing mass to be outside the missing mass cut. This calculation yielded 

CF=1.022*0.010 . 

6. Vertex Cut 

In order to reject badly measured events, a cut was placed on events 

whose vertex lay outside the fiducial volume of the target cell. An estimate 

of the fraction of good events which were also discarded by this cut was made. 

by a hand fit to the experimental vertex .distribution which gave . 

CF = 1.018 i 0.003 . 

7. The Empty Target 

The empty target rate was extremely small because only events whose 

vertex lay inside the target cell'were considered in the analysis. The cor- 

rection factor was 

C F  = 0.992 * 0.001 . 

8. Magnet Crossing 

During the track reconstruction program, projected upstream and down- 

stream tracks were required to match to a given tolerance at  the center of the 

magnet, thus causing the loss of some good events. From the experimental 



histograms of the distance between matched tracks, it was concluded that 

C F = 1 . 0 2 * 0 . 0 1  . 

9. Track-Finding Inefficiency 

Track losses due to the measured spark chamber inefficiency were in- 

cluded in the Monte Carlo. It was discovered, however, that these efficiencies 

did not accurately reproduce the total decrease in event yield which was 

observed when the chambers were not operating a t  peak efficiency. Moreover, 
I 

tracks coulrl also be lost from other causes such a s  algorithm inefficiency. 

The magnitudes of these track finding inefficiencies were estlrrral-ed directly 

by the hand scanning and reconstruction of event6 and by sl;udies of the varin. 

tion in the number of tracks found a s  conditions changed throughout the cxperi- 

ment. The correction factor thus obtained compared well with that derived 

from the elastic scattering measurements in which spark chamber and recon- 

struction efficiencies were calculated in an independent manner. The result 

was 

C F  = 1.080 * 0.045 . 

10. Two Tracks Interpreted as Three 

A s  mentioned previously in the discussion of the analysis program, the 

track finding program periodically found two tracks which differed by only one 

or  two sparks. Since only two track events were analyzed, any such three 

track events were rejected. This required a correction factor of 

CF=3..028+0.002 , 

11. Pion Absorption in the Target 

Pion ahsorption the target was included in the efficiency Monte Carlo 

(see Chapter V. B) . However, we include an estimate of the systematic error 



on the calculation so that 

CF = 1.000 * 0.030 . 

12. Efficiency Monte Carlo I 

The normalization error  due to unknown systematic effects in the Monte 

Carlo was estimated from theamount the normalization shifted when a fairly 
. . 

serious known mistake (such a s  an incorrect target vertex distribution) was 

made +I the efficiency calculation. This gave 

13. Summary 

Multiplying all of the above factors together and combining the e r rors  

gave 

CF = 1.410 * 0.;085 . 
The average density of the liquid hydrogen in the target was 0.0694 grn/cm 3 

8 with an absolute error  of S 1/2%. There were 8.582 X 10 incident pions at  

15 GeV, so that one 15 GeV event produced a t  the target corresponded to a 

cross section of 

0.000387 * 0.000023 pb/event 

which corresponds to a -- 6% normalization error .  

In calculating the error  above, the individual e r rors  (1-13) have been 

combined in quadrature. A priori, this is not well justified though it is diffi- 

cult to find an approach which seems any more reasonable. As an indication 

of the Wssible variation in the e r ror  estimate which would be made if a 

diflerenl combinatorial technique were used, we note that if the e r rors  a r e  

summed linearly, we find an e r ror  of -16%. This estimate is probably an 

upper limit on the error  given the individual estimates. 



In the remainder of this thesis, the quoted normalization error  will be 

the one derived by combining the e r rors  in quadrature. However, the uncer- 

tainties in this procedure should be remembered. 

In order to derive cross  sections for specific reactions such a s  

F p  + ir+nen,it was necessary to include corrections for the missing mass 

resolution, and estimates of competing background processes. These points 

will be discussed in more detail in Chapter V. For reference purposes, we 

~imp1-y note here that there was a nonneutron background of 12 * 2% with an 
.- 

additional 2% e r ro r  for the uncertainty in the missing mass resolutiu~ou. 

Therefore, one r4nm event corresponded to 

C . Elastic Scattering 

Jn order to check the behavior of the experimental apparatus and the data 

reconstruction programs, it i s  useful as a comparison to study a: reaction 

which has been exhaustively studied in previous experiments. lii order to be 

a complete check, this reaction would ideally be topologically similar to the 

0 reaction ir-p -+ p n; and its normalization, differential cross section, and 

density matrix elements would be well known. Such a reaction would check 

the normalization corrections and analysis programs, and would also allow a 

direct study of any biases which might be present a s  a function of spatial 

position o r  momenta of thk event tracks. 

Unfortunately, in this imperfect world there exists no reaction a t  15 GeV 

which fulfills all of these conditions. However, the differential cross  section 

for the elastic scattering of negative pions from is known to an 

absolute systematic accuracy of better than 1% and its measurement is  thus 

an excellent check of many important normalization corrections even though 



it 'does not'check all parts of the system. In particular, elastic scattering 

directly checks the normalization corrections which must be made for the 
4 

following: ' 

1.. electronics and triggering inefficiency, 

2. spark chamber and hodoscope inefficiency, 

3.  beam contamination by muons and other particles, 

4. beamcounter corrections (badbits), 

5. track finding algorithm. 

It also checks the general methods by which corrections which a r e  similar but 

nonidentical in the two reactions a r e  derived. In addition, such a measure- 

ment indirectly checks the complete experimental apparatus and thus gives one 

confidence that the general properties of the system a r e  well understood. 

Elastic scattering data were taken during both December 1969 and 

January 1970. The trigger for this measurement was 

- 
(XI); [(XI > 1 ) + ( ~ ) ]  (1A. 1B) . ( m G )  (D 

That is : one and only one beam particle; a t  least one track following the mag- 

net; no particles intersecting the magnet pole faces; and no signal from the 

lollipop (L) . The lollipop was a circular 5" diameter counter placed directly 

behind the B hodoscope to veto out beam particles and small-angle scattering. 

The remainder of the experimental arrangement was unchanged. To insure 

that the beam electronics and scaling systems were properly checked, the 

j.ncident.-pion flux waE unchanged froin tllal; of the preceding normal data runs 

(- 10 pinns/pulse at 180 p p ~ ) .  The average triggering cross section was 

6.68 mb and the total real  time expended for the collection of the data pre- 

sented here was - 1-1/2 hours. The empty target background was typically 



, 
10% but became a s  large a s  20% at the smallest value of t. Several empty 

target measurements were made to insure a reliable subtractioil of this back- 

ground. 

Since the primary motivation for the measurement was to check the nor- 

malization corrections for the apparatus, the elastic differential cross section 

was measured in the region where the geometrical acceptance was 100% with 

the edges of the acceptance region being defined by the magnet aperture for 

large scattering angles and by the lollipop counter for small angles. This 

negated any dependence of the final cross section on an acceptance Monte 

Carlo. H o w e v e i ,  scattcrcd tracks in this mom en l.u tn transfer region go 

through the dead spot in the front chambers, so the analysis was done utiliz- 

ing the angle and position of the track in the rear  chambers only. 

Tracks were reconstructed in the back chambers using the standard analy- 

sis package described in Chapter 111. B. Good events were required to have 

one and only one hodoscope-agreeing track. This removed background scat- 

terings which had occurred out of time with the trigger pulse and also rejected 

a part of the inelastic background. Using only the angular information from 

the beam hodoscopes and the back chambers, the scattering angle and the mo- 

mentum of the scattered pion were calculated under the hypothesis that the 

event was elastic. Using the calculated momentum, the actual track in the 

back chambers was projected upstream and compared with the pusition of the 

incident beam particle a t  the target. The distribution of distances between 

the projected track and the incident beam particle is  shown in Fig. 11. In ' 

general, the elastically scattered events a r e  expected to be in the peak cor- 

responding to a close approach betwee11 the projectcd track and the incident 

beam particle. Inelastic background may thus be rejected by cutting out those 
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FIG. 11--Uistribution of the distance between the projected elastic track 
and the beam particle at the target center. 



events which lie outside a cutoff in approach distance as  shown by the vertical 

line in Fig. 11. 

Additional inelastic event rejection is possible by utilizing the target- 

veto hodoscope. Since the elastically scattered proton or  accompanying delta 

rays can count in the inner target counters, one cannot demand zero particles 

in the hodoscope. However, for -t < 0.22, the proton does not have sufficient 

energy to penetrate the lead between the inner and outer layers of the hodo- 

scope. Thus, any event which had one or more particles in the outer counter 

was rejected. The effici'ency of this cut was determined from studiesof the tar- 

get veto which were carried out using the reaction dp + poxo. These studies. 

showed that the above cut eliminated -- 60% of the background in the N*(1236) 

region and a larger fraction of the higher missing mass states. 

- An estimate of the inelastic background remaining after these cuts had 

been applied was obtained in two independent ways. First of all, it was noted 

that Fig. 11 is equivalent to a missing-mass-squar ed spectrum for the r eaction 
- - + 

n p + n x . By ineans of a: Monte Carlo program, it was shown that the 1u 

2 
point of Pig. 11 corresponds to a resolution in the missing mass squared (Mx+) 

2 
of -- 500 MeV . The cut of 3 . 2  standard deviations in the vertex distance 

which was made to reject inelastic events was thereby shown to be equivalent 

2 
Lo requirirrg M~ 5 2.6 QeV . An estimate of the background remaining inside 

x+ 
37 

this cut was then made on the basis of published data for the reaction 
- - + 

n p + n x at 16 ~ e ~ / c .  Cross sections for reactions with four or more pions 

in the final state were small and were also effectively vetoed by the.target- 

veto hodoscope, so they were ignored. The measured slopes of the differential 

cross sections for the background reactions were sufficiently similar to the 

elastic that the estimates were made on the basis of the total cross sections. 



.The background cross section was estimated to be 0.143 mb which, when com- 

pared to the elastic cross  section of 4.36  mb, implied a residual inelastic 

background of 3.3%. 

An estimate of the background was also made from the experimental 

data. Since the missing mass resolution was so broad, the number of back- 

ground events a s  a function of missing mass squared was expected to be nearly 

constant o,ver a rather wide interval. Consequently, the background was 

estimated, by straight-line extrapolations underneath the elastic peak using 

the outer four points in Fig. 11. The constant height extrapolation gave 5.7% 

whereas a best-fit straight line gave 4.4%,. No statistically significant varia- 

tion in the background was noted a s  a function of t. However, a s  noted above, 

the t slopes for the background reactions were only slightly flatter than that 

of the elastic and a statistically significant variation in the background was 

not expected across the observed range of momentum transfer. 

Considering the uncertainties implicit in the calculations, the agreement 

between the two methods of estimating the background w8s quite encouraging. 

For calculation of the normalization of the elastic cross  section, a background 

of 5% 3% was assumed. 

Most of the normalization corrections needed here  were similar to those 

needed for normalizing T - ~  +pOn and were discussed in Section B. An addi- 

tional correction was necessary for the deadtime in the lollipop counter. 

Whenever two particles were present in the system simultaneously, the sys- 

tem would not trigger on the scattering of either of them since the other would 

count in the lol l ipo~and veto the trigger. Thus, an inefficiency in the hard- 

ware rejection of two simultaneous beam particles was directly reflected a s  



a normalization bias. This effect was estimated directly from the data and 

was also calculated on the basis of observed counting rates to be -4%. 

The absolute elastic differential cross section at  14.96 G~V/C is shown in 

Fig. 12. Coulomb scattering was < 1% of the measured cross section a t  the 

smallest t value. For comparison purposes, the points of Foley et al. , 3 6 
-- 

a r e  shown on the same graph. The points were scaled from 16 G ~ V / C  by the 

formula 

whicll lras Laan shown to worlr oxtr omoly well. The sy stemnl.it: ~lormalisa- 

tion er ror  in the points of Foley -- et al. is - 1% while the normalization error 

of this experiment is estimated to be - 6% wherethe normalization errors  

have been combined in quadrature a s  discussed in Section B. To make any 

possible systematic effects evident, the errors  shown a r e  statistical. The 

agreement in normalization is clearly extremely good. There is a hint that 

the slopes differ slightly a s  might be expected since the inelastic background 

was not subtracted as a lunc t iu~~  of t .  Overall, howcvcr, the agreement is 

quite remarkable and lends strong support to the thesis that the normalization 

corrections a r e  well understood. 
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CHAPTER V 

ANALYSIS 

A. The Method 

The central problems in the analysis a r e  the determination of the spin 

density matrix elements ( p . . )  and the differential cross section (ddd t )  in the 
11 

region of the for the reaction, 

These quantities can be directly obtained from the angular distribution and t 

spwlrulfi of the dip ion^ which w e  :!~rr~~lu~:ed at the target. However, because 

the spectrometer system subtends only a fraction of the solid angle surround- 

ing the target, the experimentally observed data (0) is actually given by the 

product of the detection efficiency of the spectrometer (E) and the produced 

dipion spectrum (D) . This i s ,  * 

O = E . D  . (Va2) 

The quantities in Eq. (V.2) a r e  functions of all the experimentally 

important kinemaliual variables in the problem. Since the polarization of the 

nucleon is  not measured, four variables a re  required to describe the event. 

A s  a convenient choice we take the set ( 8 ,  @, m, t) . 8 and @ a r e  the polar and 

azimuthal angles, respeclively, of the outgoing .rr- in the dipion rest  frame; 

m is the invariant mass of the dipion; and t i s  the square of the four- 

momentum transfer to the nucleon. Two different coordinate systems a re  

quite generally used for the measurement of 8 ,  @.   he^ correspond to dif- 

ferent choices for the z axis in the dipion rest  frame. The Jackson frame is 

* 
Since the detection efficiency of the spectrometer contains statistical 
contributions, the quantities in Eq. (V .2) a r e  actually expectation values. 



defined with the z axis along the direction of the incident pion, whereas the 

z axis lies opposite to the direction of the neutron in the helicity frame. In 

both frames, the y axis i s  normal to the production plane. 

Fits to the experimental data a r e  done using Eq. (V. 2), where D is 

replaced by the theoretical function T a s  follows: 

The fitting is performed,using a maximum-likelihood technique which will be  

discussed shortly. 

B. Efficiency 

In order to perform the fitting implied by Eq. (V. 3), it is necessary to 

understand the efficiency of the spectrometer well. The efficiency was cal- 

culated using standard Monte Carlo techniques. The calculating program 

consisted of two basic sections: (1) a control section which generated events 

and controlled program I/O; and (2) an apparatus simulation sect'ion (PASS) 

which determined whether the generated event would have passed through the 

experimental apparatus. 

The operation of the program was a s  follows: For a given set of variables 

( 8 ,  @, m y  t) , a number of trial events was generated with randomly chosen 

incident beam angles, target vertex coordinates, and angle of rotation of the 

production plane about the incident beam particle. The momenta of the tracks 

froin these events were then given to the PASS section of the program, which 

tracked the particles thruugh h e  magnetic field and determined whether a 

givcn event was lost. The efficiency E( 8 , $, 11r,1) was then defined to be the 

ratio of the number of events which passed through the spectrometer divided 

by the total number of trials. 



Losses of events in PASS could occur in two different ways. First, the 

event could miss the active area of the spectrometer (geometrical loss). 

Second, the event could be lost through a random process (statistical loss). 

The geometrical losses were the major source of the functional depend- 

ence of E(9, @, m, t) on the given variables. The geometrical cutoffs of the 

spectrometer were largely determined by the size of the magnet aperture and 

the distance between the target and the magnet. There was also a cutoff due - 
to the plugs in the beam region of the front chambers which prevented the 

o observation of very asymmetric p decays. This limitation of the plug was 

matched by the low-momentum cutoff of the magnet which also prohibited the 

observation of very asymmetric decays. 

Statistical losses which were dependent on the event kinematics and 

which were sufficiently large to cause an observable effect were included in 

PASS. Such losses were of two kinds: (1) losses due to inefficiency in the 

spnrk-chamber and triggering-hodoscope systems, and (2) losses from pion 

absorption in the target. 

AS was me~llluuecl pr eviausly , any inoffioien~ y in the trlgg~r i ng counters 

was directly reflected a s  an event loss since a track was not reconstructed 

without a matching hodoscope a t  each end (see Chapter 111. B) . The trigger 

hodoscope efficiencies which were used to correot for this track loss were 

measured using the experimental data as was discussed in Chapter 11. F. 

Experimentally, the effi6iency of the spark chambers did not depend on the 

position or  angle of the track. Nevertheless, overall spark chamber efficiency 

was dependent on track position, since a track could pass through a plug or 

miss a spark chamber aad still be recunstructed, but with a lower efficiency 

than if it had passed through the active area in all chambers. This loss was' 



corrected by using the measured individual chamber efficiencies to calculate 

total reconstruction efficiencies for the possible configurations of tracks in 

the chambers. That is, overall efficiencies were calculated for situations 

where the track missed the active area of one or more of the chambers a s  well 

a s  when the track passed through all of them. These overall spark chamber 

efficiencies were then included in PASS. 

Pion absorption in the target was large (typically 15%) and dependent on 

the vertex position and kinematics of the event so this source of event loss 

was also included in PASS. Tracks were discarded according to a Monte 

Carlo procedure where the total probability of a track being discarded depended 

on its momentum and path length through the liquid hydrogen. 

;. r' Other random effects (e. g. , pion decay and absorption in the spectrom-' 
.I .. 

eter) were small and only weakly dependent on the location and momentum of 
- ':, 

the track. They were simply included in the overall normalization to the 
.. 

cross section a s  was discussed in Chapter IV. 

In deriving efficiencies .for an actual physical process, there was an addi- 

tional important effect which has been neglected above. In order to discrimi- 

nate against higher missing mass states in reaction (V. I), a cut was applied 

in the data sample for events with missing mass between 0.8 and 1.06 GeV. 

The missing mass resolution (rr) is -- 85 MeV, so that a fraction of the good 

0 p n events was lost on this cut. This loss would ordinarily be considered to 

be an overall cross section normalization correction. However, for this 

spectrometer, the missing mass resolution is a function of the decay angles. 

In particular, the resolution was worse (by -- 15 MeV) for asymmetric events 

than for symmetric ones, so that a largerfraction of such data events was 

discarded on the missing mass cut. This effect was corrected for by 



simulating this cut process in the efficiency program. A model was developed 

which calculated the missing mass resolution for each trial event on the basis 

of the position and momenta of the tracks and the uncertainties in the measure- , 

ments of their coordinates. Then a missing mass for the trial event was cal- . 

culated randomly for a neutron with this resolution, and events whose missing 

mass lay outside the neutron cut were rejected. Detailed comparisons of this 

model were made with the data and the agreement was excellent. 

In order to demonstrate the basic features of the detection efficiency, 

H 
Yip. I3 shows the projections 1 the helicity trame onto cos t lM and C#I for 

throo differont t regions. Those effioienoies hsvo boon integrated over tho 

mass region 0.665 < m < 0.865 GeV, using a P-wave Breit-Wigner plus a 'ITn 

linear background, and correspond to the efficiencies which were used to 

obtain the density matrix elements. 

H In general, the efficiencies a r e  peaked near lcos 0 I = 0, with shoulders 

H H extending out to lcos 0 1 -- 0.85. The peak in the efficiency near 1 cos 0 I = 0 

is large for small t ,  but becomes progressively smaller as t increases. 

However, this change is rather uniform in t and, in particular, is small over 

narrow regions, such a s  the region from -t=O to -t =m2 . The efficiency at  
'IT 

H lcos 8 ( = 0.75 remains rather steady a s  t increases. The efficiency in C#I H 

is uniform for small t ,  but develops some structure a s  t becomes larger. 

When observing the absolute values of these efficiencies, it should be 

noted that they include not only the geometrical losses but also the statistical 

losses noted above. We emphasize that even though these statistical losses 

change somewhat for different kinematical variables, nearly all of the depend- 

ence of the efficiencies in Fig. 13 as  a function of 0 ,  @,m, and t is  due to the 
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FIG.' 13--Efficiencies in the helicity frame for the region, 
0.665 < mnn< 0.865 GeV. 



geometry of the spectrometer,. The primary effect of the statistical losses. is 

to lower the efficiencies by, -- 40% in absolute- value. 
, 

C. Data 

In order to select the experimental data sample which corresponds to 

reaction (V . I), it is necessary to reduce the amount of nonneutron background 

a s  much a s  possible. As was mentioned in the previous section, the missing 

mass was cut between 0.8 and 1.06 GeV in order to reject most of this 

background. 

Additional background rejection was possible by using information from 

the target veto hodoscope which surrounded the target. In Fig, 14, wc show 

a missing mass distribution for differing cuts on these veto counters. Histo- . 

gram (a) shows the raw missing mass distribution for the p0 region. The 

neutron and N* bumps a r e  clearly visible. Histogram (b) corresponds to the 

cut which was actually used to derive the data sample. The higher.missing 

mass background has been reduced substantially. The background can be 

reduced still further by rejecting all events for which a veto hodoscope fires 

as is shown in histogram (c) . However, we also note that a significant number 

of neutron events have been lost. The primary cause of this loss is that many 

of the neutron events a r e  accompanied by a delta ray which fires an inner 

target counter. Additional neutron events a r e  rejected because of neutron 

conversion in the counter assembly. The number of good pOn events eliminated 

by this cut depends on the kinematics of the event, and could create an effi- 

ciency bias. 

To avoid this difficulty, we reject only those events for which 1 2 counters 

fired with at  least one of these counters being in the outer layer (Fig. 14(b)). 

This cut allows nearly all delta-ray-accompanied neutron events to be retained. 



( a )  A l l  Events 

( b )  " ~ e u t r o n "  selection 
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FIG. 14--Missing mass spectrum (MX) for the rsaction r-p-rpox for several 
different cuts, on the target veto counters, (a) no TA cut, (b) TA 
cut used to select the data sample (see text), (e) no TA oountars 
alloved. 
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Effects such as  neutron conversion in an outer counter with an accompanying 

delta ray in an inner counter are  calculated to be negligible. 

The amount of background remaining in the data sample after this cut had 

been applied was studied with the help of the target veto counters. The num- 

ber of events lost underneath the neutron peak was plotted versus the number 

of events lost in the higher missing mass region for progressively more 

stringent cuts on the target-vet6 counters. For those cuts which could not 

reject a neutron event, this plot was quite linear. Therefore, a straight-line 

extrapolation was made to the zero background contribution using these cuts. 

@ F i g .  15, we show thc rcsults of this determination. Littlc significant 

variation is noted as  a function of t, so the background was corrected by $m 

overall t-independent normalization factor of 12 * 2%. This background con- 

+ -  0 sisted of the low missing mass tail from n I A events with a smaller con- 

tribution from the Kn and pn events which passed the rather loose Cerenkov- 

counter selection for pions. The effect of this background on the determ-tion 

of the density matrix elements will be discussed in Section F. 

+ - After the u K n sample had been defined as above, the actual distribution 

to be used for fitting was derived by running this data sample through the 

geometry selection portion of PASS, so both the efficiency and the data were 

subjected to the same geometrical cuts. 

D. Fitting 

We now turn to a discussion of the fitting procedure which was used to 

determine the density matrix elements and differential cross section, We will 

assume here that only S and P waves contribute in the region of the This 

assumption will be justified in detail later. 
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FIG. 15--Fraction of nonneutron background in data sample. - 



Under this assumption, a general theoretical function, which describes 

reabtion (V. 1) in our coordinate systems, can be written in terms of the spin 

3 8 
, density matrix elements a s  follows : 

where 

2 2 
[3p00(m, t) cos 8 + 3pll(m, t) sin 0 . w(e, $, m, t) = 

(V. 5) 

and N is some normalization constant. Io this equation plS and p represent 0s 

interference terms. between the S-wave and the transverse and longitudinal 

S P-wave amplitudes, respectively, and pO0 corresponds to the pure S-wave 

contribution. By use of the normalization condition, 

P:o Can be eliminated from Eq. (V. 6). This yields 

1 2 
~ ( 9 , ' 6 , m , t )  = ?;; [1+(POO-~P.11)(3cos 0 -1) - 3 h  Re(pld sin28 cos @ 

2 
- 3~1-1 sin 19 cos 2 .s$ - 2 & Re(pl~)sin 9 cos @ + 2 dl Re(pos)cos 9 1 

whcrc N(Q , @,m, t) now becomes the number of events that were produced at 

the target. Since the density matrix elements a r e  functions of both m and t, 

it would be desirable in the case of infinite statistics to fit the distributions 

in su'fficiently small intervals in both m and t that any possible variations in 



the density matrix elements could be observed. Rapid variation in the density 

matrix elements is expected in the small t region, however, so that very 

small t intervals a r e  required and the experimental statistics a r e  not suffi- 

cient to allow any additional cut on m. We therefore fit the observed data in 

one mass bin (0.665 < m < 0.865 GeV) centered about the This should 

not create, any difficulty since the density matrix elements a r e  expected to be 

slowly varying with m in the p region. 

We derive the actual fitting form by integrating Eq. (V. 3) over this mass 

interval and a small interval in t. ,- 

(V.8) 

We assume that the m dependence of T is well represented by a Breit-Wigner 

plus a linear background term. Such a form fits the experimental data very 

well, though it differs somewhat from the form we will use when discussing 

the p cross section normalization. However, the efficiency is smooth and 

slowly varying across the p region, so that the density matrix elements a r e  

essentially independent of the exact form' chosen in any case. The only 

important effect caused by a change in the assumed mass shape is a small 

change in the normalization which is easily taken into account in the final 

results. 

Finally, rewriting Eq. (V. 8) in somewhat simpler notation, we have 

the form which was used L;o f h d  the dipion density matrix elements, 

0 (8 ,@, t l )  =N(tl) E(0,@,tl)  W(9;@,t1) (V* 9) 

tl is a fixed value of t and the form of W is given by Eq. (V. 7). 



Fits to Eq. (V. 9) a r e  performed using a binned maximum-likelihood 

technique. For each interval in t,  the data a r e  placed in sufficiently small 

cos 8 ,  @ bins that the right-hand side of Eq. (V. 9) varies nearly linearly 

across the bin width. The probability of A events in a givenbin (cos Oi, @.) is  
3 

then assumed to follow a Poisson distribution with mean n. 

(V. 10) 

The mean in this case is given by the rikht-hand side of Eq. (V. 9) times 

the bin width. 

n.. = NE..W.. A cos Bi A@ . (V. 11) 
13 11 11 j 

The likelihood function is simply the product of the Poisson probabilities 

for each bin. 

(V. 12) 

with the best f i t  being defined a s  that function of W for which 9 is maximized. 

In practice, 9 i s  most conveniently maximized by minimizing the quantity 

-log 9. Minimization was perfornied using a general ravine stepping 

procedure. 39 The error  on a parameter was calculated by changing the value 

of that parameter while minimizing the value of -log 9 until - l o g 9  changed 

by 0.5 from its absolute minimum. The value of the paramctcr a t  this point 

then defined the 1 u error .  

E. Results 

Using the fitting procedure outlined above, the density matrix elements 

shown in Figs. 16  and 17 and listed in Tables 1 and fP were obtained. Fits 

were done independently in both the Jackson and helicity frames, and the 
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FIG. 16- -(a-e) Density matrix elements' in the helicity frame for the 
reaction ip-r 'r -n  with 0.655 < :mzz < 0.865 GeV. (0 upper 
and lower limits on p the requirement 
that the density ' The curve is 
the calculated p assuming the S ,wave i s  given by the 
scaled rr-p+ flh data. ' , . 
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FIG. 17--(a-e) Density matrix elements in the Jackson frame for the 
reaction P - p  -+ ~+n-n.with 0.665 < m < 0.865 GeV, (f) upper 
and lower limits on determined f?om the requirement that 
the densit matrix be positive definite. The curve is  the cal- Y culated p assuming the S wave is given by the scaled 
r-p-r f ldn data. 



TABLE I 

+ - 
, Density Matrix Elements Evaluated in the Helicity Frame for -r a a n, 

,665 < mnn < '865 GeV 

* ~ o t e :  The values of p a  are not directly measured and depend on certain assumptions concerning 
the S-wave. See disc.ussion in text. 



TABLE I1 

+ - Density Matrix Elements Evallated in the Jackson Frame for n p  -- r n n ,  .665 < mnn < ,865 GeV 

*Note: The values p: a n  not directly memured and are dependent on certain assumptbns concerning the S-wave. 

See dbcuseiom in text. 



consistency of the results was checked by rotating from one frame to the 

other. The error  bars shown a r e  statistical only. Systematic errors ,  which 

could result if there were small unknown biases in the apparatus or  event 

reconstruction, a r e  estimated to be less than the statistical errors .  

The fact that Re pOS and Re plS do not vanish is conclusive evidence that 

the dipion system may not be described by a pure P wave. Many of the density 

matrix elements exhibit structure for small values of momentum transfer 

2 
(-t < ml,). In particular, there i s  a striking dip in p in both frames. 00-Pll 

J H The Repl0 has a sharp r i se  at  small t ,  whereas Re p and Re cross 1s 
2 through zero at  t = -mT . * We also note that pH is small and positive every- 

1-1 

where, whereas pJ is similar to zero for small t. 
1-1 

While VDM calculations require a knowledgeof pll, the fits to the angu- 

lar  distribution in this experiment directly determine only the combination 

In order to derive the value of pll, it is necessary to determine P11+3 POO ' 

both the t dependence and the absolute normalization of the S-wave background 

using additional information which is available from several different sources. 

The fact that the density matrix must be  positive definite places signifi- 

cant limits on the value of Pio, since the off-diagonal terms a r e  rather large. 

In particular, the following inequalities must be satisfied: 

* 
A superscript J(H) refers to density matrix elements in the Jackson (helicity) 
frame. 



S 
PllPO0 2 (Re pl$ 

S 2 I Sc hwartz inequalities 
POOPOO (Re POS) 

S 2 .  2 + 2pOO(Rep10) + 2pOO(Re plS) . . 
(V. 13) 

These conditions allow one to establish' upper and lower limits on pll, pO0, 

S and pO0 . The variance matrix of the fitted constants can thefi be propagated 

to estimate the errors  on these limits. The limits on pll calculated in this 

manner a re  shown in Figs. 16(f)and 17(f). It should be noted that these limits 

a r e  quite restrictive in both normalization and shape with the exception of tlie 

2 
very small t region (-t < mT/2) . 

~ndependent information on p:o (and hence p ) may be obtained from 11 

turlaling d p  .. * nO#n data. Figures 18(a) and 18(b) sshow data on this reaction 

from the experiments of Shibata et al . ,  40 and Sonderegger and Bonamy. 
4 1 

-- 

Both experiments clearly show a similar t dependence and, in particular, a 

2 
forward dip for -t < mT . The curves in Fig. 18 a r e  fits to these data, 
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assuming 

27s 42 This is the form expected in several modified one-pion-exhange madels. 

at  high energy and clearly fits the observed t dependence very well. 

Sapderegger and Bonamy have studied the energy dependence of the cross 

2 section from 3 to' 18 GeV and show that it is well represented by a 1/Pi* 

falloff. 

Using the t dependence of Eq. (V. 14) and.the normalization obtained by 

scaling the data of ~onderegger and Bonamy to 15 GeV, we obtain the values 

of pll indicated by the dotted lines in Figs. 160and 17(f). The agreement with 

the limits described previously is quite good. The amount of S-wave indicated 

2 
corresponds to -- 12% for -t < mn . 

As an alternative method for determining the S-wave cross section, we 

can use a model-dependent approach. 27s 42 In particular, the abgorption , 

modified one-pion-exchange model of P. K. Williams fits our data on 27r-n 

very .. well . for small values of momentum transfer where sharp structure is 

observed in the density matrix elements, and differential cross section. The 

results of these fits a r e  described in detail elsewhere43 and we simply q o t e  

the fitted values for the S-wave background. The amount of S wave ip the 

region -t < m2 required to fit the data is  -- 10% where the form of the S-wave 
7r 

cross section in this model is identical to Eq. (V. 14). 

We can also calculate the values of pll taking the amount of S wave from 

our fits to the =+a- mass spectrum (see below) and assuming the t d~pendqqcq 

2 
of Eq. (V. 14). The amount of S wave required for -t < mT is 11 t 21, which 

agrees very well with the other determinations above. 



The consistency of the above determinations for the S-wave background 

i s  excellent. Taking the t dependence from Eq. (V. 14) a s  suggested by the 

absorption-modified one-pion-exchange model and the nO?Pn data, the amount 

of S wave required by all of these methods i s  - 11% with a range of approxi- 

S mately + 1-2%. For the purposes of this thesis, we take the value of pO0 to 

be 12% a s  given by the scaled ?iozn data. However, there a r e  no important 

qualitative changes in the data for any value of p:o in the allowed range. 

Moreover, the strong peaking of pll in the forward direction does not depend 

strongly on the details of the S-wave t dependence. To show this explicitly, 

consider the following: The R P n  data a r e  actually observed to fall by only 

25% from -t = m2 to t = t rather than vanishing a t  t=O, a s  predicted by 
n min 

Eq. (V.  14). Of course, this neglects resolution and bin width effects, but ,, 

if the S wave is  assumed to fall only this amount, the peak in pll i s  decreased 

by only -- 20%. 

d~ - + - The total differential cross section (n p -. n n n), and the transversely 

H d u  - + - polarized cross section in the helicity frame, 2pll (n p -+ n s n), a r e  

shown in Fig. 19 for the mass interval 0.665 < mnn < 0.8 65 GeV. The longi- 

tudinal and transverse cross sections for the Jackson frame a r e  shown in 

Fig. 20 and the cross sections a r e  listed in Table III. The overall normali- 

zation uncertainty of - 7% (see Chapter IV. B) is not included in the given 

errors .  We observe a strong forward peak in the helicity transverse cross  

section as  predicted by the VDM. On the other hand, the total cross  section 

shows a sharp forward dip and the transverse cross section in the Jackson 

frame is approximately flat. 

The total p cross section, which is  shown in Fig. 21, has been obtained 

from the ?n- cross section by subtracting the S wave and correcting for the 
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FIG. 19--The total and transverse (helicity) differential cross sections as functions of 
momentum transfer for f p  - 8.-n. 0.665 < m, < 0.865 GeY. 



FIG. PO--The longitudinal and transverse differential cross sections in the Jackson frame 
a's functions, of momentum transfer for ip+ r'r-n, 0.665 < mzx < 0 .8  65 GeV . 



TABLE lII 

+ - Differential Cross Sections for n-p + n  n n 

t - .0025 min 

.0025 - .005 

.005 - .0075 

.0075 - .010 

.010 - .0125 

.01.25 - ,020 

.020 - .(I275 

.?275 , . - .035 

.035 - .045 

.045 - .060 

.060 - .080 

.080 - .lo0 

.lo0 - .I50 

.I50 - .200 

.200 - .300 

* H d u  J d u  
Note: The values of pll , pll , and *@) are  not directly measured at 

and depend on certain assumptions concerning the S-wave. See dis- 

cussion in text. 



FIG. 21--The diffe'cential o cross section as a function" of momentum trans& for the 
reaction r'p -, p n. 



fraction of the p mass spectrum outside our mass interval. The normaliza- 

tion er ror  is &25%, the dominant contribution coming from the uncertainty in 

the p line shape, a s  described below. 

In order to determine the normalization of the p0 cross section, it is 

necessary to know both the amount of n ' ~  background and the total fraction 

of the p0 meson which lies within the mass interval 0.665 < mm < 0.865 

GeV. Detailed laowledge of both the p0 and background mass shapes is re- 

quired to determine accurate values for these quantilles. Ui~fortunately, 

there exists very little information about the bacl<pouad mass slrapt! &lrd even 

the shape of the p0 is not well known a s  m becomes large. Consequently, 
T? 

from a purely phenomenvlogical point of view, we have a great deal of free- 

dom in choosing our fitting forms. For example, we can get a reasonable 

fit to the data by using any one of several common Breit-Wigner forms and 

using a simple polynomial to describe the background (see, e. g. ,. Chapter 

VII). A s  a consistency check of our results, however, it is of interest to fit 

the mass distribution using only a P-wave resonance and an' S-wave back- 

0 0 
ground which has approximately the Illass shape of the n n n data, since this 

was the background used to determine the amount of S wave in the densiw 

matrix elements and differential cross section. If we a r e  able to get consist- 

ent results, it will increase our confidence that the previous determinations 

of the background were reasonable. 

With this view in mhd ,  we fit the mass spectrum shown in Fig. 22 from 

0.4 - 0.9 GeV. The f i t  is done in the small t region (-t < 0.02) to avoid 

possible complications from p-w interference effects. The P wave is . . 

parameterized by a Breit-Wigner form whioh was used by Pisut and Roos 44 



MASS T+T- (GeV)  

. .. 2 FIG. 22--The observed il'i- mass spectrum for It1 < 0.02 (G~v/c) . The curve 
represents the fit described in the text after it has been folded with the 
acceptance. 



* 0 
to fit both p and p mass distributions a t  lower energies: 

2 2 2 
d u  1 m mo rQ(m) - a -  

2 2 (V. 15) dm q (mi-m2)2 + mo rQ(m) 

2 2 

where rQ(m) = I? 2 2 ; P = angular momentum of resonance, 
l + R  q 

m r = the mass and width, 
0' 0 

A is the slope of dcr/dt ( T - ~  -+ pOn) , 

tmin (m) is the kipematical lower limit of t , 

T is the upper limit of It l for -the event sample, and 

R is  a parameter which corresponds to the range of the interaction. 

The S-wave contribution is also parameterized by the above form with an 

assumed mass of 0.7 GeV and width of 0.4 GeV; this is consistent . .  . with the 

mass distribution. 4i The f i t  yields a rho mass and width M = O .  771 * 0.004 
P ' 

2 
GeV, l? =0.160*0.014GeV, andR = 4 . 8 * 3 . 2 ( ~ e ~ / c ) - ~ .  Theamountof 

P 

S wave required is 11* 2% which agrees well with the 12% predicted by . scaling . . .  

the zpn data. other acceptable fits to the mass spectrum may also be 

obtained by changing R or by choosing different Breit-Wigner functions, , .. such 

a s  the standard P-wave form discussed by Jackson. 45 Although these foqng 

a r e  indistinguishable within the interval 0.4 - 0.9 GeV, the high mass 
, . , . . .  

behavior results in normalizations differing by *20%. Since this region is  



complicated by the presence of other resonances, i t  is difficult to distinguish 

between the forms by extending the fits to higher masses. 

F. Background and Fitting Checks 

1. .. Higher Partial Waves 

In order to derive the above density matrix elements, the data were 

assumed to contain only S and Pwaves.  Recently, Biswas -- et a1. 46 have 

suggested that higher partial waves than B = 1  may also be present. They find 

that their 4-GeV data a r e  inconsistent with the relation 

3 2 <cos 2@> = - - p sin 8 , which is valid if only S and P waves a r e  present, 4 1-1 

and they also find pl-l to be strongly mass dependent. Our data show no 

2 
evidence of these discrepancies: <cos 2@> is consistent with - ipl-lsin 8 

2 
(X = 16.5 for 18 degrees of freedom) and there is no evidence for a mass 

dependence of pl-l over our mass interval ( x 2  = 10.6 for 10 degrees of 

freedom) . 
2 As an additional check, we have studied the X distributions for our fits to 

the angular distribution. If higher partial waves were present, the f i t  would 

be expected to deviate from the data in particular regions of cos 8 or @ and 

2 the X contribution would be anomalously large there. Figure 23 shows the 

2 projections of the X distribution onto cos 8 and @. It is  clear that there is 

2 
no unusually large X value in any particular region a s  would be expected if 

D waves were present. We have also fit the decay angular distribution a s  a 

function of mass, including S, P, and D wave effects . For mTT < 0.9 GeV, both 

the D wave and the P-D interference components a r e  consistent with zero. 

Hence, we conclude that partial waves with B > 2 a r e  not required to describe 

our decay angular distribution. 
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2. Higher Missing Mass Background 

A s  was mentioned previously, the data sample which was used for fitting 

the density matrix elements contained an -- 12% background contribution in 

the missing mass. In order to demonstrate that this background did not sig- 

nificantly affect the fitted values of the density matrix elements, we have 

refitted the density matrix using different cuts on the missing mass in order 

to change the relative amount of the higher missing mass states. For example, 

in Fig. 24 we compare the helicity-frame density matrix elements and differ- 

ential cross section for a missing mass between 0.8 and 1.0 GeV with the 

density matrix elements and du/dt obtained previously for a cut between 0.8 

and 1.06 GeV. No significant difference is  noted between the two fits, so we 

conclude that the background does not significantly affect the quoted values for 

p. . and du/dt . 
11 

3 .  Efficiency Calculation 

Because of the direct way in which the efficiency calculation enters the 

results, it i s  clearly very important to make checks of the Monte Carlo in 

ordel: to insure its reliability. Many such checks have been made and some 

of the more important ones a re  discussed below. 

One important check ul lhe elTiciency calculation waE performed by 

generating events according to the fitted density matrix elements. These 

events were then tracked through PASS and the resulting distributions in the 

angular variables compared to the real data. In addition, the geometrical 

constraints of the apparatus were studied by comparing the Monte Carlo track 

distributions with the distribution of real data events at several locations in 

the spectrometer. The agreement was excellent. 



- r r - p - - V + ~ - n  ' 

0.665 < mT, < 0.865 GeV 

0 0.8 < M M  < 1.0 GeV 

+ - FIG. 24--Comparison of the u T density matrix elements and differential cross  
section in the region (0.665 < m,,< 0.865 GeV) for two different cuts 
on the missing mass;  0.8 < MM < 1 . 0  GeV and 0.8  < MM< 1.06 GeV. 
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A s  another check of the efficiency calculation, we redetermined the 

density matrix elements using more restrictive geometrical cutoffs than were 

actually imposed by the apparatus. For example, Fig. 25 compares the 

results obtained in Section with those obtained when only tracks which lay 

outside the plug in all of the front chambers were allowed. The comparison 

is shown only at small t, since plug effects will be less important elsewhere. 

- The agreement is clearly very good. Additional studies of this type were 

carried out in which large changes were made in the sizes of the magnet gap 

and spark chamber plugs. These results were also in good agreement. 

The efficiency calculation was also checked by refitting the data while 

ignoring regions for which the efficiency was less than a given cutoff value 

(EFFCUT) . Figure 26 shows the results of such a f i t  in the Jackson frame 

with EFFCUT = 0 . 1  compared to the results obtained previously. For 

small values of t ,  this is approximately equivalent to fitting only the angular 

J region for which lcos 0 ( < 0 . 5  (see Fig. 13). The agreement is remark- 

ably good in view of the severe restriction of the fitted angular decay region. 
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FIG. 25--Comparison of the density matrix elements and differential cross 
section in the region (0.665 < m,, < 0.865 GeV) for two different cuts 
on the spectrometer geometry; the standard event selection and ane which 
allowed no plug hits in the front chambers. 
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FIG. 26--Comparison of the 27r- density matrix elements and differential cross 

section in the region (0.665 < m, <. 0.8 65 GeV) for two different cuts 
on the efficiency; EFFCUT = 0 .0  *na EFPCUT = 0.1. 



CHAPTER VI 

THE VECTOR DOMINANCE MODEL 

A .  Introduction 

We now turn to a comparison of the above data with single-pion photo- 

a s  a test of the vector dominance model4? (VDM). Before dis- 

cussing the results, we present the equations which will be used for these 

comparisons and discuss the previous work in somewhat greater detail than 

in Chapter I. Excellent reviews of the previous experiments have been pre- 

sented a t  several recent conferences. 18,48 

The VDM predicts the foXlowing relationship between the aii~plihdes for 

single-pion photoproduction and vector meson production by pions [see 

Eq. (1.5)]: 

e T(yN-+7q =x - T(rN-+VTrN). (VI. 1) 
V=p,u,@ "v 

Since the experimental results a r e  given in terms of cross sections, we 

must square both sides of Eq. (VI. 1). In general, the vector meson ampli- 

tudes can interfere with one another so that the comparison between the cross 

sections1' becomes 

+ interferenoe terms . . I - 
(VI. 2) 

The extra factor of 1/2 on the right-hand side comes from the average over 

the initial photon spins. The relative phase space factor has been neglected 

since its value is approximately one a t  high energies. 



There is no - a priori reason to expect that the magnitude of the interfer- 

ence terms will be small. In fact, there is considerable isovector-isoscalar 

interference in the single-pion photoproduction data15 which in the VDM 

implies an interference between the isovector p and the isoscalars w and @. 

A p-w interference effect is also seen in this experiment (see Chapter VII). 

The behavior of the interference terms is difficult to calculate so the most 

reliable procedure is to consider combinations of cross sections where the 

interference terms cancel. Because of isospin invariance, the relative sign 

+ 
of the isoscalar and isovector amplitudes changes when a n is substituted 

+ 
for a n-. So when the sum of n and n- photoproduction is taken in Eq. (VI. 2) 

the p-w and p-$I interference terms cancel. The coupling of the @ to non- 

strange mesons is small, so we can neglect its contribution in the direct term 

and in w-@ interference. Equation (VI. 2) then becomes 
11 

(VI. 3) 

where [Pll]p([Pll] w )  is the density matrixelement which projects out the '.. 
- 

0 transversely polarized p (a) mesons. The photon-vector-meson coupling 

constants have been measured to be in the r a l i ~ ~ ~  (I/*?): (l/yL) = 
P 

(7.51 r 1.52) : 1 and (dcr/dt) (n-p -+ pOn) : (dcrldt) ( T - ~  - wn) is approximately 

10:l in the forward direction a t  8 GeV. Assuming that this ratio does not 

change greatly* at 15 GeV/c, the second term in Eq. (VI. 3) contributes only 

0 a few percent compared with the p term and can be ignored. Equation (VI.3) 

+ dependence of cr(x-p 4 wn) and u(u n - +  up) is well represented *bTyh:T:2efgz for energies below 8 GeV (see Chapter VII. D) , but the cross 
section has not been measured at higher energies. 



then becomes 

3- na! H d u  - 
(VI. 4) 

P 
where 

+ 15 
is taken from the n-/n ratio on deuterium. 

The value of the coupling constant y /4n can be measured in several (; ) 
different types of experiments. 51 The assumption implicit in the VDM is that 

2 y /4n is independent of the particular process which is used for its deter- 
P 

mination or of the mass of the photon at  the y-p vertex. However, experi- 

2 
: mentally the value of the y /4n appears to vary by approximately a factor of 

P 
two for different methods of its determination. Reactions which deal with 

0 hadrons in general (e. g., p production by pions or  Compton scattering) seem 

to require a .value between 0.3 and 0.45. On the other hand,' values of 

: . 2 . -  
. y /4n q 0.7 a r e  found by p photoproduction experiments from complex nuclei. 

P "  

~raditionally,  the "canonicaltt value has been taken from the 0rsay4' storage 

ring experiment where the photon is on the p mass shell. This expsrimen.t 

2 yields* y /4n = 0.52 * 0.03 which splits the difference between the extremal 
P 

values rather neatly. 

The situation is very confused (and confusing) and the t'correct" value 

to use in making the following comparisons i s  by no means clear. It would 

appear that the VDM is violated quantitatively in the simplest possible way; 

2 
1. o. , through a y /47r which depends ou tht: prucess being observed. Yet the 

P 

model is qualitatively very successful in describing many reactions and even 

*Preliminary results from a more recent experiment at ~ r s a y ~ ~  yield the 
value y2/4n = 0.64 i 0.06. 

P 



appears to work rather well quantitatively within a factor of 2-3 uncertainty 

in the normalization. It thus remains of great interest to compare the t 

dependence of our data with single-pion photoproduction in the forward 

region where the sharp s tkc ture  should make the differences and similarities 

2 
in the t dependences very apparent. We will use the value y /4n = 0.5 for 

P 

these comparisons. The uncertainty in this value should be remembered 

when observing the normalization agreement between the two sets of data. 

Previous tests of the VDM using Eq. (VI. 4) have shown general agree- 

2 2 0 
ment when the value y /4n 0.4 is used. For example, Diebold and Poirier 

P 
2 find excellent agreement at 4 and 8 G e ~ / c  using the value y /4n = 0.45 
0 

2 whereas Dar -- et a1. l9 use the value y /4n = 0.4 and find excellent agreement 
P 

at 3.4 G ~ V / C .  Many other comparable tests have been published 11921 with 

similar results. However, all such tests have been ,at rather low energies. 

Moreover, the data were not sufficient to determine whether the trans- 

0 2 - verse p cross section has aforward peak for -t < ml, Therefore, the 
\ 

previous comparisons have not been sensitive tests of the similarities in the 

t dependence of the cross sections though they have been quite sensitive to 

2 differences in normalization and in the value of y /4n. 
P 

In addition lu llle above comparison nf the production data with 

unpolarized photoproduction, it is also possible to project out the components 

of linear polarization for the which may then be compared with photopro- 

duction data obtained with linearly polarized photons. The VDM then 

11,22,23 
predicts 

(VI. 5) 



and 

.. (VI .6) 

 where,^ (ull  ) denotes the cross section du/dt for pions produced in a plane 
1 

perpendicular (parallel) to the electric vector of the photon, and where we 

have neglected the small contribution of the other vector mesons 5,s before. 

Equations (VI. 5) and (VI. 6) correspond to processes with natural and unnatural- 

parity exchanged in the t channel. 
5  3 

A consequence of Eqs . ('VI. 5) and (VI. 6) is 

(VI. 7) 

a co'mparison which is independent of the normalization of the two sets of data; 

and the value of the rho-photon coupling constant. The asymmetry parameters 

a r e  defined by 

(VI. 0) 

+ + 
where, for example, ul is the cross section dq/dt for T photoproduction. 

Historically, the polarized photoproduction data were first compared with 

the data using Eq. (VI. 7). The comparisons 17' 22 showed a very serious 

discrepancy at 4 ~ e V / c .  The photoproduct.ion asylrrnrelry was found tu be 

approximately 0 . 5  in the t range 0 . 2  - 0 . 4  whereas the ratio of the density 

matrix elements (pl-l/pll) was negative when evaluated in the helicity frame. 

Several explanations were advanced for this discrepancy within the con- 

tekt of the VDM. Biswas et al. 46 pointed out that the 4 G ~ V / C  data used in the 



2 
comparison were inconsistent with the relation <cos 2$>= -3/4 pl-l sin 0 

which should be satisfied if only S and P waves were present. In order to 

explain. this inconsistency, they suggested that a D-wave background con- 

tributed significantly to their data sample (see Chapter V. F). However, 

irrespective of its origin, the presence of this inconsistency in the data sug- 

H gests that pl - may not be well measured which could explain at  least part 

0 
of the disagreement between the p and polarized photoproduction data. 

The failure of Eq. (VI. 7) was also explained in terms of frame arnbigui- 

ties of the VDM. It had been pointed out some time earlier54 that the frame 

in which the comparisons should be made was somewhat ambiguous since the 

helicity of a massive particle is not a Lorentz invariant. Bialas and 

zalewskiB5 then suggested that the VDM should not be considered to have 

failed unless no frame could be found which gave agreement. They showed 

that the asymmetry comparison worked reasonably well in the Donahue- 

Hogassen* frame. 

However, Diebold aod poirierB3 pointed out shortly thereafter that the 

natural-parity comparison [ E ~ .  (VI. 5)] is invariant 'under rotations about the 

production normal and is  therefore independent of any frame ambiguity. They 

found that the cross section at  4 G ~ V / C  was nearly a factor of three smaller 

2 
than the photoproduction when the value y /47r = 0.5 was used. 

P 

Faced with these difficulties of the VDM, several theorists studied the 

question of frame ambiguities in detail. Some of these authors used model 

5 G 
dependent arguments while others studied the behavior of the invariant 

amplitudes. 57 Nearly all of these studies came to the same conclusion. In 

the high energy limit, the VDM relations should be exact provided that the 
* 
Defined a s  the frame for which Re p10 = O .  



density matrix elements a r e  expressed in the helicity frame. On the other 

hand, a t  lower energies some discrepancies would be expected and the frame 

in which the comparisons should be made i s  no longer well defined. The 

energy a t  which the helicity frame comparisons become correct is not well 

determined in a model independent way. However, several different models 5 6  

suggest that the comparisons should work well a t  15 G ~ V / C  but will be  badly 

violated a t  4 G ~ V / C .  Thus, the comparisons here, which use 15 G ~ V / C  data, 

should 'be more definitive than the previous comparisons a t  lower energy, 

B. Data - 
In Chapter V, we presented the density matrix elements for the reaction 

- + - 
n p + n n n. The VDM comparisons, however, require the density matrix 

0 elements and differential cross  section for the reaction n-p -r p n. These 

were obtained from the measured dipion quantities by subtracting the S wave 

and imposing the new normalization condition 

As discussed previously, the S-wave cross  section was assumed to be of the 

form 

%(s wave) = 
Rltl 

e 
7t 

(t - mf)2 
(VI. 9) 

a s  obtained from the data of Sonderegger and  ona am^" for the reaction 

nTp ?Ton and extrapolated to 1.5 GeV/c . s 

The density matrix elements obtained in this manner a r e  shown in 

Fig. 27. The general features are ,  of course, similar to those observed 

previously for the dipion system. In particular, pH has a narrow forward 
OP 

2 dip for -t < m,/2 and pFl has a sharp forward peak in the same t region. 



FIG. 27--The density matrix elements in the helicity frame for the 
The normalization condition i s  2pll+pO0 = 1. 



H 2 is small and positive everywhere and Re p10 crosses the axis at - t=mn . p1-1 

The precise values of these density matrix elements depend on the assumptions 

which were made regarding the S-wave t dependence and normalization (see 

H Chapter V. F') . In particular, the value of pll can change by - 30% in the 

region around -t z mf for a different choice of the S wave. However, the 

remainder of the density matrix elements a re  essentially unchanged and the 

general qualitative features a re  identical for any reasonable choice for the 

background; The effect which variations in the S-wave subtraction have iu lhe 

VDM comparisons will be discussed in detail in the tolloWhg section. 

The iinpnlwixnd yhot~pr~duction data u ~ o d  for the following comparisons 

were taken from the 16 G ~ V / C  data of Boyarski -- et al.15 lTCompletefT polarized 

photoproduction experiments have not yet been performed. Moreover, much 

of the available data is at  low energies. The data to be used in this experi- 

ment were obtained by combining the .measurements of the asymmetry param- 

eter l7 [A*, see Eq. (VI. a)] at 3.4 G ~ V / C  with the unpolirized cross 

section at 16 G ~ V / C .  The asymmetry parameter for n- photoproduction (A_) 

has not yet boon measured for sm.a.l.1. valu,es cif .t so  we have assumed that 

A+=A- $n this region. Recently, Schwitters -- et have measured A+ at 

12 GeV/c and their results a re  consistent with-the lower energy .data. These 

data were not used directly for the VDM comparison since no A- measure- 

ments were available and siiice these data du 11ul e+lend below -t =0.04 which 

is the important region in the present experiment. 

. Results 

We now turn to a comparison of the results with the single-pion phqto- 

production data. Figure 28 compares the unpolarized cross sections using 

Eq. (VI. 4). The t dependence of the cross sections is  qualitatively s h i l a r  . 



0 FIG. 28--Transverse differential cross section (du/dt) in the helicity frame for .a-p+p n 
compared with unpolariz ed s ingle-pion photoproduc tion da,ta [~q. (VI. 4)] . . 



In particular, both sets of data show a sharp r i se  in the forward direction. 

Quantitatively, the forward t = O  cross  sections a r e  in good. agreement. How- 
, . . . , . . . . . , 

ever, over most of the t region, the p0 data lie somewhat below the photo- 

production and the forward peak is sharper in the p0 data. It should be 

0 remembered, however, that there is a i25% uncertainty in' the p cross sec- 

2 tion with uncertainties in y /4.7r of a t  least this magnitude. So the normaliza- 
P 

tion disagreement is rather insignificant. 

The shape of the p0 forward peak can be brought into closer agreement 

with the photoproduction by a different choice for the S-wave background. The 

t region of the greatest sensitivity to the S-wave subtraction is  the region 0.1< 

h < 0.2 G e ~ / c  . Since pH is  small here, any change in the amount of back- 
11 

H ground subtracted will cause significant changes in pll (du/dt) in this region 

and thus will change the shape of the forward structure. 

Given Eq. (VI. 9), the S-wave normalization a s  scaled from Sonderegger 

and ~ o n a r n ~ ~ '  falls a t  the upper limits allowed by the condition that the density 

matrix must be  positive definite. In order to demonstrate explicitly the effect 

of this choice for the normalization, Fig. 29 shows the unplari.zed cornpsrj.- 

son [ E ~ .  (VI. 4)] when the S-wave normalization is chosen to be  a t  the 

opposite extreme, i. e . ,  a t  the lower limits allowed by the positive definite- 

ness of the density matrix. This figure should be compared with Fig. 28. 

Little inlportant difference is noted thoiigh the shapes of the forward peaks do, 

agree somewhat better in Fig. 29. 

The shapes of the cross  sections shown in Fig. 29 would agree even more 
. , 

closely if the data did not peak a s  sharply at  the very forward points. As 

was previously noted in Chapter V, the $ 2 n  data a r e  not sufficient in thc 

forward direction to show that the S-wave cross section goes to zero a t  t=O. 
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FIG. 29Transverse differential cross section (du/dt) in the helicity frame for xWp+ pOn 
compared with unpolariced single..pion'phohproduction data when the S-wave 
baokground is chosen to be at the lower limits allowed by the positive definiteness 
of the density matrix (see discussion in text\. 



In fact, these data a r e  consistent with an S-wave cross  section which only 

goes down by 25% from -t =m2 to t=O. Using this a s  an estimate of the S- 
7r 

wave t dependence causes a change in pF1 (dv/dt) at  the smallest t values a s  

shown in Fig. 29 and makes the shape of the forward peaks agree more 

2 
closely. By changing the relative normalizations o r  the value of y /47r, the 

P 

overall agreement can then be made very good. We emphasize that in going 

from Fig. 28 to Fig. 29, we have made the largest change in the S-wave 
. . 

background that is allowed by this experiment and the roron data. Ln partic- 

ular, the sharpness in the forward structure cannot be further reduced by 

changing the background. , 

The comparison with tlle polarized photoproduction data is shown in 

Figs. 30(a) and (b) which show the natural- [E~. (VI.  5)] and unnatural-[~q. (VI. 6)] 

parity-exchange contributions, .respectively. Once again, the t=O cross  sec - 

tions a r e  in good agreement. The natural-parity-exchange cross  section falls 

about a factor of two below the photoproduction. However, even this rather 

poor normalization agreement is  better than was previously observed at 

2 3 
b w e r  energies. The nah1sal.-parity-exchan.ge cross S W ~ ~ . O ~ R  di.spl.ay a. 

qualitatively similar shape with the exception of the structure which occurs 

a t  J t  0.1 in the photoproduction data. The unnatural-parity-exchange 

c ross  section [ ~ i g .  30(b)l shows a diamatic r i s e  for -t < m: and the agree- 

2 
ment i s  excenent for -t < 2mT. For larger values of t, tho p0 di ta  lie above 

the photoproduction. 

Another comparison using the polarized photoproduction data can be made 

which is independent of the relative normalizations of the two sets of data. 

This llasymmetryll comparison [ E ~ .  (VI. 7)] is ohown in Fig. 31. Both ~c t f ; ;  . 

bf. data show dramatic structure for -t < mq and the agreement is excellent 



FIG. 30--Comparison of the differential cross sectioqs (dr/dt) for' linear 
polarization components of single-pion photoproduction with the 
reaction 9-p dpOn, (a) the natural-parity-exchange cross sec- 
tion [ E ~ .  (VI,5)], (b) the unnatural-parity-exchange cross sec- 
tion . b. . (VI. 6)]. 



FIG. 31--Comparison of the asymmetries for singlepion photoproduction 
with r-p+pon [E~. .(vI. ?)I. 



2 
for -t < 2ma. The asymmetry in the rho data falls more rapidly for larger t 

but the disagreement for large t is smaller than the previous results22 at . 

Considering all of the above comparisons together, we note an overall 

qualitative agreement. Moreover, the quantitative agreement of some of the 

comparisons can be dramatically improved if the relative normalizations 

2 (or y /4a) a re  changed. In addition, some changes can be made in the S-wave 
P 

subtraction which improve the agreement of the forward structure in the 

unpolarized comparison as  was shown in Fig. 28. I-Iowever, most of the 

comparisons cannot be made to agree over the whole t range in this way. For 

example, the disagreement in the asymmetry comparison (Fig. 31) at  larger 

values of t cannot be changed since the S-wave subtraction has little effect for 

2 2 
-t > 2ma, and the comparison is independent of y /4a. We thus conclude that 

P 

in spite of its qualitative success, there is some inadequacy in the simple 

VDM description of the details of the p production process. 

Cho and sakurai5' have extended the vector dominance model to predict 

the dominant longitudinal amplitudes for p production by pions in addition to 

the usual predictions of the transverse amplitudes. They assume that a par- 

ticular set of invariant amplitudes (the ~ a 1 1 ~ '  amplitudes) a re  smooth in the 

vector meson mass and satisfy the constraints imposed by current conserva- 

tion. These assumptions allow them to relate the longitudinal and transverse 

helicity amplitudes. Then, by using the VDM and a parameterization of photo- 

production (the Hpseudomodel" of Jnclrson and Quigg6'), they a r e  able to 

predict both the longitudinal and the transverse p cross section and the density 

matrix elements without any additional parameters. 



Jp Fig. 32, we show both the transverse and total rho cross sections. 

The dotted line is the input to the calculation of Cho and Sakurai based on the 

sipgle-pion photoproduction cross sections, while the solid line is their 

prediction for the total rho cross section. The agreement in the total cross 

2 section is good for -t < 0.1 (GeV/c) even though the transverse cross sec- 

tions appear to differ in normalization. Figure 33 shows the prediction of 

Cho and Sakurai for the density matrix elements. The qualitative features 

a r e  well doooribod by tho modol though there a ~ * o  sum@ differences in detai.1.. 

H In particular, pO0 - has a sharp forward dip and Re crosses the axis p11 

a t  t ;;: -m2 a s  observed @I the data. The strongest disagreement seems be 
7r 

for p where the model predidts too large a value. Overall, the agreement 
1-1 

is remarkable especially since this model has no adjustable parameters. 

D. .  Conclusion 

The rho production results at  15 G ~ V /  c show structure siniilar to the 

sjngle-pion photoproduction data. The magnitudes of the forward cross sec- 

tions a r e  the same and both Sets of data show a sharp forward peak aud a 

rapid change in the asymmetry for -t < m: . In dotoil, the unnatural-parity- 

2 
exchange cross section agrees very well, a s  does the asymmefry for -t < 2mn. 

However, as has been noted in previous experiments, the absolute rho cross 

2 sections appear to lie below the photoproduction when the value y /47r = 0.5 
P 

is used. The normalization difference is most severe for the natural-parity- 

exchange cross section though the difference noted here is smaller than has 

p.reviously been observed a t  lower energies. There a r e  differences in.the 
P 

sharpness of the observed structure which may . . be reduced by another choice 

for the S-wave background. All of the comparisons cannot be made sirnul- 

taneouqly to agree in detail, however, by changing the S-wave background or 
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0 FIG. 32--Total and transverse differential cross sections for ?r-p + p n. 
, The solid line represents the prediction of Cho and Sakurai, and 

the dotted line represents the input to their calculation. 



FIG. 33--Density matrix elements in the helicity frame for +-p + pOn. 
The solid lines represent the .predictions of Cho ind Sakurai. 



2 
by changing the relative normalization (e. g., change y /4n ) and' therefore 

P 

indicate some inadequacy in the simple VDM description of the details for the 

rho production process. 



CHAPTER VII 

p - U INTERFERENCE 

A Introduction 

Many theoretical papers 62-64 have dealt with the phenomena of p-o 

mixing, since the possibility of this effect was first  pointed out by Glashow 28 

in 1961. There a r e  several alternative approaches to the problem leading to 

essentially identical results. One of the first complete treatments was car- 

ried out by Barrrsleln w d  peinbergfi fl who used a time-dependent approach 

similar to that used earlier by Lee, Oehme, and ~ a n g ~ ~  to discuss the 

KU -go system. However, unlike the KO - go problem, we a r e  not here inter- 

ested in the precise time dependence of the amplitudes since the lifetimes of 

the particles with which we a r e  dealing a r e  so short. Experimentally, the 

available information is contained in the invariant mass of the dipion system. 

Bernstein and Feinberg obtain this mass dependence as  the Fourier transform 

of the time dependence. A simpler approach is to view the problem as that 

of finding thc propagator of a twu-particle quasi-degenerate system. In thio 

case, the problems seduce to a study of the properties of the mass matrix M. 

Though we will use a more phenomenological approach for the fitting of our 

experimental data, it is useful to give a short, simplified outline of this theory 

here to provide a framework in which to discuss the theoretical predictions. 

The amplitude S for the production of a dipion final' state can be written. 

+ - 
S(n ?r ) = (A A,) - 

P 

A and Au are  the vector meson production amplitudes for the pure G-parity 
P 

vector meson eigenstates lp > and I u0>. T "d T, a re  the corresponding 
0 P 

decay amplitudes for these pure states to decay into two pions. m is the 



invariant mass of the dipion system and M is the symmetric 2 x 2 mass matrix 

I v with Q v = m  - i ~  
v 

In the absence of the electromagnetic interaction 6=0 and the states of 

pure isospin, I po> and I w0> a re  eigenvectors of M. However, in the pres- 

ence of the electromagnetic interaction, this is no longer true. The physically 

observable ~ p >  and Iw> become, in this case, a superposition.of the pure 

states, 

(VII. 3) 
I w >  = q p 0 > +  lao> 

to lowest order in E .  These physically observable states a re  the eigenvectors 

of M so that 

where we have kept only the lowest order term. 

In order to find S, we carry out the indicated matrix operations and find 

In deriving the above, we drop higher order terms and .neglect the direct de- 

cay amplitude T,(w -+ 279, which is presumably second order in the electro- 

magnetic coupling constant and hence small compared to the observed effect. 



We also note that in the above 

and @ is the overall phase between the p and w amplitudes. 

In doriving Eq. ( T T l I .  5) we have a~sumcd Wat A, and A a re  coherent 
t' 

production amplitudes. This is not generally true in strong ihteraction experi- 

ments. In order to include the incoherent processes, we multiply Iliu uruss 

term in ~ ( f  r-) squared by a "coherency" parameter C whose value is between 

0 and 1 [a more quantitative definition of C is given in Eq. (VII. 31) in the 

following section]. 

Even though @ is  the phase which is generally determined by experiment, 

theoretical predictions a r e  made in terms of the relative production phase, 

, 
In order to compare these predictions with the results of experiment, it is 

necessary to know the value of the remaining terms in the expression for Q . 
Several  calculation^^^' 66 have been made which suggest the phase of 6 should 

be  small. In addition , 

with the variations depending on the choice which is made for the p mass 

&d width. Thus, we can write . 

@ z p + 106' . (VII. 9) 



One additional quantity of interest in testing theoretical predictions on 

the p-w interference effect is the branching ratio for the decay o + 2 ~ ,  

compared to w -r 37r. 'In terms of the mixing parameter, this can be written 

B.R. = X 2 . 3 = = 2  r(w -, 3719 

Expressing this in terms of the off-diagonal mass matrix element, we find that 

4 6' 
B.R. - 

rpr'd 

We now turn to the problem of estimating the size of the p-w effect. 

~ a t t o ~ ' I  has calculated the partial width I'(w -. 2719 according to the vector 

dominance model picture, 
T 

w P 

r- 9 

T 

and obtains I'(w -, 279 = 8 keV. This gives the branching ratio for the direct 

o -+ 2~  decay, 

B.R. = 0.07% . (vn .  12) 

If this were the magnitude of the effect, it would not yet have been observed 

experimentally. The size of the observed effect corresponds to a branching 

ratio which is approximately a factor of 20 larger. Coleman and Glashow 68 

have calculated the value of the off-diagonal mass matrix element in terms of 

the medium-strong SU(3)+reaking mass splitting for meson and baryon multi- 

plets. They predict that 6 a 2 . 5  MeV. Using Eq. (VII. 11) , we see that 

this corresponds 1x1 a branching ratio, 

B.R. % 1 .5% . 



Other authors 30' 639 66 mqking somewhat different assumptions have estimated 

from SU(3) and SU(6) arguments that 6 % 2.5 - 5.0 MeV, which corresponds to 

a branching ratio in the range 

B.R. % 1.5 - 3.0% . (VII. 14) 

The relative phase between the p and w production amplitudes in the 

strong interactions has been predicted by Goldhaber, Fox, and &uigg6* on the 

0 basis of n-B exchange degeneracy. They assume that the reaction a-p + p N 

is dominated by n exchange whereas the corresponding reaction n-p -+ wN i s  

dominated, by - - B exchange. * This latter assumption is not expected to hold 

well a t  high energies, since p exchange should become increasingly important. 

However, at low energies, the predictions might be expected to be valid. The 

relative production phase in the reaction n-p -r n'n-n is then expected to be 

0 p z  -90 (VII. 15) 

which implies g11 overall phase 

@ = p+ 106' = 16' . (VII. 16) 

Haguykd~i -- et al. have investigntcd thiis reaotion at 2 . 3  G ~ V / C  and have 

obtained a peak centered at the w mass. The observation of a peak makes it 

difficult to determine a phase unambiguously since it i s  clearly impossible to 

experimentally dislinguish between the cases wherc the coherency C=l with 

@ =0, and C 0, 6 =anything. The phase 18, however, well d e l e r : ~ r ~ i ~ ~ d  il 

0 C > 0.4 and takes on the value @ -15' * 30 LI agrseueld with the prediction 

of Goldhaber , Fox, and Quigg. Results from two other n+n-n experiments u9 

have been reported in preliminary form and the results a r e  reported to agree 

with those of Hagopian -- et al. Dalpaiz -- et al. have presented data a t  1.65 G ~ V / C ,  

* .  
N denotes the missing baryon. 



whereas Rangaswamy -- et al. have reported data from momenta between 3 ,and 

5 G ~ V / C .  Dalpaiz -- et al. quote a phase @ =-4a 20'; Rangaswamy -- et al. show 

a mass  spectrum with a 3 cr bump in the 780 - 800 MeV mass bin. Since the 

results of both of these experiments have yet to be published, however, it is 

difficult to judge the significance of these observations. 

Many other experiments have been reported for a wide variety of reac- 

tions. Essentially all of these experiments have been carried out below 

7 GeV. Excellent reviews of the experimental situation, a s  well a s  a short 

theoretical discussion, a r e  available in the reviews of Goldhaber , 30 

Marshall, 66 and Roos . 7 0 

B. Fitting Formalism 

We will now develop the general formalism which has been used to f i t  the 

p-w data. Because of the nonuniform acceptance of the experimental appa- 

ratus, this formalism differs somewhat from that described in the literature. 

In order to make clear the various assumptions which have been made, we 

will derive our fitting forms in somewhat pedantic detail. It should be stated 

a t  the outset that we a r e  here concerned only with the discovery and param- 

eterization of an anomaly in the w region. No attempt will be made to deter- 

0 mine the "correct" parameters for the p meson. Indeed, it is well known, 

and we will again implicitly show, that the assumption of different background 

0 o r  p shapes can change the fitted parameters substantially. Because of 

the narrowness of the w  meson, however, any interference effect is dominated 

by the o shape. Thus, the fitted mass and width a r e  rather unimportant in 

determining the interference parameters. 

A general amplitude for two-pion production can be  written a s  

= A  + A U + A B  . A2n p (VII. 17) 



A (A ) represents the p0 (u) contribution to the amplitude and AB is the 
P o  

background amplitude. If we suppress the spin variables , these amplitudes 

a r e  in general functions of the diplon invariant mass(% the polar (8) and 

azimuthal (+) angles in the dipion rest  frame, and the momentum transfer (t) . 
This is ,  

A2n=AZn(0s$,m,t)  . (VII. 18) 

We now separate the decay mass shape out of the amplitudes. .-. 

Ap(e, @,m,t)  = ap(B, + ,my  t) M P (m) 

(VII. 19) 

AB(e , @¶m, t )  = aB(d, +,m,t)  MB(m) 

Mv(m) is a Breit-Wigner amplitude similar to that defined by Pisut and Roos ,44 

where the notation is given in Eq. (V. 15). Because the o is so narrow, we 

drop the m/q factor in the Mu term, giving 

(VII .2 1) 

.with I? =constant. For simplicity, we assume here that the interactiyn 
W 

range parameter (R) equals zero. 'I'he foriii Of the backgrouucl amplllade is 

not known, so we will ignore its shape at this stage of the discussion. 



The square of the amplitude is now given by 

However, since the acceptance efficiency of the spectrometer system is 

smaller than one, the actual observed amplitude squared (0) is a product of 

the acceptance efficiency E(0,@, m, t) and J A ~ ~ ~ ~ .  That is, 

2  
0(0,@,m,t)=E(0,@,m,t).IA2,(0,@,m,t)1 . (VII. 23) 

Since in this case we wish to fit the observed distribution a s  a function of m 

only, we integrate over the remaining variables as  follows: 

O(m) = J o ( ~ , @ . m , t )  d cos 0 d@dt = J E J A ~ , ~ ~  d ~ d t .  

(711.24) 

We now define 

2  
JE(0,@,m,t)laxl dndt  

Ex(m) = 2  (VII. 25) 

with 

2  2  
OLx =.rla,l dadt . ( v n .  26) 

and consider the p-w interference term in Eq. (VII. 24). Using Eq. (VII. 22), 

we have 

p-w term = 2  Re ( v n .  27) 



where M is  a function of m only. If we now introduce a phase angle 9' 
v UP 

such that 

Equation (VII. 27) becomes? . . 

i9' 
p-w term = 2 Re Mu@) /E (apl (awl e dfldt] . (VII. 29) 

J 

We now noto that 

(VII. 30) 

so that by defining a coherency parameter (C ) which lies between zero and 
UP 

one and also an average phase angle (9 ), we can write the interference term 
W P  

(Eq. VII.27) a s  

i@c'lp 
p-o term = c a a JEpEO Re (e M;M,) . ( Y  11.31) 

UP P u 

Finally, using analogous definitions for the other interference terms, we write 

the observed amplitude squared a s  lollows: 

?In terms of helicity amplitudes, a dependence of 9 on ($or$) arises because 
the different helicity amplitudes can have different relative phases between p 
and w . It should be remembered that nucleon helicities have been suppressed. 



In principle, the coefficients ( a ,  C, a) can be functions of the mass. 

However, we will assume that they a re  slowly varying in the region of the w 

meson. Equation (VII. 32) has more parameters than can be determined by 

present-day experiments, especially in view of the lack of theoretical knowl- 

edge of the background distribution. Therefore, in order to derive a fitting 

function, some simplifying assumptions must be made. 

Historically, there a re  two major sets of such assumptions which have 

/ 29 been used. The more general formulation was first used by Flatte. 

~ l a t t ~  assumed that the background distribution was slowly varying com- 

pared to the p and w distributions. It was then noted that the behavior of an 

interference term is dominated by the most rapidly varying part of that term. 

This means that in practice the terms multiplied by C and CB, in 
UP 

Eq. (VII. 32) a re  indistinguishable? and so can be combined. Secondly, it was 

pointed out that the imaginary part of a Breit-Wigner amplitude is essentially 

identical to a Breit-Wigner squared. This means that the product of the 
1 

imaginary part in the interference terms can be combined with the squared 

terms. ?t Under these assumptions we find 

(VII. 33) 

tIf the p.and w have nearly identical masses, a s  they do in the present exper- 
iment when Eq. (VII. 33) is used, then this is no longer a very good assump- 
tion. However, with the available statistics, the breakdown of the assump- 
tion is difficult to observe and is of minor importance in the fitting process 
so it will be neglected. 

ttNote that Re (AB) = Re.(A) Re (B) - Im (A) Irn (B) . 



where we have assumed implicitly that the efficiencies a r e  approximately pro- 

portional in the w region. This i s  well satisfied for the present experiment. 

We will call Eq. (VII. 33) the F (Flatth) fitting form. 

The major advantage of the above form i s  that it is capable of representing 

any degree of coherence of the amplitudes. However, it also has the strong 

disadvantage that two of the most interesting parameters which describe the 

interference effect, namely, the coherence between the p and o amplitudes 

and the overall phase between them, a r e  no longer available from the fit. 

In order to determine these parameters, we assume that the background 

is incoherent with the p and o amplitudes, i .  e. ,  the parameters C and CBo 
BP 

in Eq. (VII. 32) a r e  zero. It is known from the density matrix fits of 

2 
Chapter V that 14k 5% S wave is required fo'r 0.1 < Itl < 0.3 ( G ~ v / c )  , theregion 

where the p-o interference effect is  most pronounced. This is very similar 

to the amount of background (- 13%) required to f i t  the mass distribution when 

a simple polynomial background shape is assumed. Hence, it is quite reason- 

able that the background underneath the p is largely S wave and therefore 

incoherent with the P-wave vector mesons if the entire decay angular region 

is  included with uniform efficiency. Since the efficiency across the angular 

distribution is not uniform, there could still be interference in this experi- 

ment. However, for reasonable decay angular distributions, the S-P inter- 

ference in m will be small for symmetric cuts on the angular region. In 

addition, the background amplitude is  much smaller than the p .  Thus, we 

assume that we can neglect the terms multiplied by C and CBo in 
BP 



Eq. (VlI.32), giving 

+ 2 C a  P a. ~ % R e ( e  (VII. 34) 

where we have changed notation such that C=C agd + =@ . We call this 
WF UP 

the P (phase) form. 

The actual mass spectrum is obtained by multiplying the experimental 

amplitude squared by a phase space factor, which in this case is  proportional 

to the pion momentum in the dipion rest  frame (q), and by the width of the 

data bins (Am). Thus, the mass spectrum is given by 

= . o(m) . am 
dm 

(vn .  35). 

where O(m) is given by either Eq. (VII. 33) or  (VTI. 34). 

At this point of the discussion, we have not yet defined the shape of the 

background mass distribution. A s  we have shown in'chapter V, it is possible 

to satisfactorily f i t  the mass distribution, assuming a broad resonance shape 

for the background. However, there is  no strong justification here for so 

doing. In the fitting of the mass spectrum, the background interacts strongly 

with the determination of the parameters but does not materially affect 

the significance or  phase of any p-o effect which may be present. Thus, for 

simplicity, we parameterize the background as  a polynomial in mass 

2 a2 - ) M  1 = a + b m  . B B (vn. 36) 

In order to carry out the fits, a binned maximum-likelihood technique 

similar to that described in chapter V is used. This allows fits to be done 



with sufficiently small bin widths that bin size effects a re  negligible. Experi- 

mental resolution (<r -- 8 MeV) is folded into the fitting function by numerical 

techniques. 

E is calculated using the fitted p0 density matrix elements from the 
P 

experiment. For simplicity, the background efficiency is calculated assuming 

a uniform, decay angular distribution. Since the w + 3n decay is not observed 

in this experiment, E,,, is calculated assuming the density matrix elements 

+ 
gnd db/dt  (LO dot orminod by Matthows -- ot a1. 71 in the roaotion a n - wp at 

7 G ~ V / C .  In practice, these assumptions about the forms of the decay distri- 

butions a r e  not important in the fitting process. This results from the fact 

that for any reasonable decay angular distribution, the efficiencies a re  approx- 

imately proportional in the w region; i .e . ,  Ep(m) a Ew(m) a EB(m). Hence, 

the significance of the w signal and the values of the coherence and phase a r e  

insensitive to the angular distributions of the amplitudes. Only the branching 

ratio depends strongly on the efficiencies and the estimated systematic error 

due to this effect will be included in the results. 

C .  Data - 
The reaction of interest here is 

The data sample which will be studied is identical to that described in 

Chapter V which was used to obtain the dipion density matrix elements. This 

sample contains -- 8400 events for the mass range 500 < mm < 1000 MeV. 

Because of the highly peripheral nature of the interactions and an experimental 

falloff of the acceptance for large values of momentum transfer, nearly all of 

2 the events (- 8000) lie in the momentum transfer region It I <  0.3 (~eV/c)-, which i s  



the region where the most drama1;ic p-w interference effects have been 

observed previously. Because the acceptance of the spectrometer system is 

nonuniform, care must be exercised in drawing conclusions from the obser- 

vation of the raw data distributions only. However, if the qualitative features 

of the acceptance a r e  kept in mind, little difficulty ensues. Jn particular, the 

following features of the acceptance in the helicity frame should be noted: 

H 1. The acceptance is -- 0 for lcos B ( > 0.8 and has its largest value 

a t  cos B H x O  with the result that the raw data distributions a r e  

enriched with transverse vector meson decays. 

2 
2. If the acceptance is averaged for 0.1< It1 < 0.3 (Ge~/c) over a uni- 

form distribution in t and @, the acceptance increases by approxi- 

H H " mately a factor of two between lcoi B I = 0.75 and cos 13 = 0. 

3. The acceptance falls slowly with increasing mass. The slope 

of this falloff in the w region is similar for different regions 

of (8 ,  @) which implies that E (m) a Ew(m) a E (m) a s  noted 
P B 

previously . 
We show in Fig. 34 the rrC; mass spectrum fob reaction (VII. 37). There 

is  a hint of structure in the w region. Its significance i s  low, however. The 

size of the structure is greatly enhanced for certain regions of momentum 

2 transfer . Figures 35(a) and(b) show the mass  distribution for It I< 0.1 (Ge~/c) and 

2 
0.1< I t l<0 .3 (~eV/c ) ,  respectively. Noeffectisseeninthesmalltregion (1tl<0.1). 

However, for 0.1 < I tl < 0.3, a pronounced peak i s  observed, centered some- 

what above the w at about 790 MeV. There is also some evidence for a dip 

below the w a t  about 775 MeV. 

The observation that the interference effect has a dip below the w and a 

peak above can be strengthened by making cuts on the angular distribution so 
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0 
a s  to preferentially select transverse p and w production. Figure 36(a)showS 

H two such cuts. The unshaded histogram 'shows data with 1 cos 8 I < 0.4, 

H whereas the shaded histogram is cut on lcos 0 I < 0.2. The dip below the 

w mass becomes extremely pronounced, and indeed the mass distribution looks 

H almost like a split meson! * The inset shows the data for 1 cos 8 1 < 0.4 on 

a finer mass scale (5 MeV bins). The structure is well centered at the w 

mass, with a dip and peak of rather equal size on either side. This is 'the 

interference shape which is expected if the phase between the amplitudes is  

0 -- -90 . 
H When thc invcrac cut ie made on thc hclicity angle (Icoo 6 I > 0.4), both 

the size and shape of the interference change dramatically, as showh in 

Fig. 36(b). This qualitatively suggests that either the coherence or the phase 

angle, or  both, a r e  quite different for longitudinal, a s  compared to trans- 

verse, production. The most straightforward explanation of such behavior is 

that the w is produced predominantly transversely as  is observed in this t 

range at  7 G ~ V / C .  
7 1 

IT ~ l t .  11-'-11- syslvlll 1s SSSUIU~IJ LO UUIILS~U UUIY s ilnd P waves for 

m < 900 MeV, we can correct the mass spectrum for the efficiency using 
7r7r 

a procedure similar to that described in Chapter V to find the density matrix 

elements and differential cross section as a .function of t. That is ,  for each 

bin in mass we fit the observed angular distribution and find tlie cross section 

du/drn tor that mass bin. 

*It is amusing to note that the dipole form used by the CERN spectrometer 
groups to describe the split A2 meson72 also fits the lcos (OH( < 0.2 data 
from this experiment very well (,y2/degree of freedom % 1.0). Whcn thc 
dipole f i t  1s compared to a fit using a siinple Breit-Wiper, the ~2 
improves by approximately 20 in the region of the "split". 
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FIG. 36--Observed &r- mass spectrum for 0.1 C l t 1 < 0.3 (G~v/c) : (a) The unshaded 
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data with smaller mass bins (5 MeV). (b) Data with loo6 O H (  0. 4. 



2 
The resultant mass spectrum for 0.1 < It I <  0.3 (Ge~/c) is shown in Fig. 37. 

This distribution confirms the behavior which was seen above in the raw 

spectra. A s  cuts are  made on the data which preferentially select more-and- 

more transverse and w production, the dip below the w becomes pro- 

gressively more pronounced. This can most easily be seen by comparing 

Figs. 37, 35Mand 3@), in order, since these figures correspond to increas- 

ingly transverse cuts ons the data. Similar qualitative observations about the 

behavior of the interfering amplitudes as were made previously apply here. 

We shall return to these observations in a more quantitative fashion in the 

following section. 

D. Results 

We now turn to a discussion of the quantitative results of the fitting 

procedure. This discussion will be divided into two subtopics. First, the 

data will be analyzed in a gae ra l  fashion simply to demonstrate that a sig- 

nificant anomaly indeed exists at the w mass. In this analysis, we will not 

attempt to determine any of the experimentally important mixing parameters. 

Secwdly, we twill use the P farm of the fitting funetfan to determine the phase 

between the p and w amplitudes, the coherence, and liqits on the branching 

ratio. 

In order to demonstrate that a signi£hcant p-w interference effect occurs 
r 29 in these data, we will use a procedure similar to that discussed by Flatte. 

Using Eq.. (VII. 33), a fit is made to the data with the terms representing the 

w fixed at zero while the coefficients representing the f l  and the hackgrmnd 

are  allowed to vary. This f i t  yields a goodness of fit parameter x2 Apqtber 
P' 

fit is then made to the data in which the two parameters which multiply the 
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o terms a r e  also allowed to vary. In doing this fit, the w mass and width a re  

fixed a t  their accepted values, 783.7 MeV and 11.9 MeV, respectively. This 

2 fit yields Xu for a fit with two less degrees of freedom than for the I1p only1' 

2 2 2  
fit. The difference between the two parameters thus found, AX = X - Xu, 

P 

is a direct measure of the significance of the o signal in the data. 

2 2 The AX formed above has approximately a X distribution for two degrees 

of freedom. We can thus utilize it to calculate the number of standard devia- 

tions that the w signal lies away from zero, using standard tabulated chi- 

square probability distributions. 

The results of this analysis a re  shown in Table IV for the t region in which 

2 
the largest qualitative effect is observed [o. 1< I tl < 0 . 3  (GeV/c) 1. The mass spectrum 

is fit from 530 - 870 MeV. The data a re  analyzed both with and without'reso- 

lution folded into the fit in order to demonstrate that the significance of the 
P' 

effect does not depend greatly on the resolution. We see that the o signal is 

- 5u from zero in this data sample. However, we also note,that the p mass v 

and width change substantially when the o cffcct is addd .  Expcrimentnlly, 

several of the parameters a re  strongly correlated in the fit so that the avail- 

able data cannot determine them well. 

In order to have more stable parameters and demonstrate that the sig- 

0 
nificance of the effect is not largely due to a shift in the p parameters, we 

have used the following procedure. 

2 
- 

Wr, fit, t.he mn.m di~t~rihution, ignnrintthr, w rcgion, fnr Itl<0. I? (CRV/C) to:hnth 

the F and P forms with the terms representing the o set equal to zero. The 

values obtained using the P form a r e  m = 764 *.3 MeV and r = 157 * 8 MeV, 
P P 

whereas for the F form, we find that m ='781* 7 MeV and :r = 167 k.10 MeV. 
P P 



TABLE IV 

Fits  to r - p  + n'r-n Mass Distribution with the Mass and WidthAllowed to Vary. 

Reference 
Number 

1 

2 

3 

4 

Resolution 
(MeV) 

0 

0 

8 

8 

Form 

F 

'F 

F 

F 

M,,( G ~ V  

0.786 * 0.006 

0.763 * 0.020 

0.782 0.005 

0. 747.i 0. 020 

w Included 
in Fit 

NO 

YES 

NO 

YES 

Momentum. Transfer 
( G ~ V / C ) ~  

O . l< l t l  (0.3 

O . l< l t l  (0.3 

0 . l <  It1 C0.3 

0.1 < ltl (0.3 

r p ( ~ e v )  

0.177 * 0.017 

0.147 * 0.016 

0.167 * 0.015 . 

0.142 * 0.019 

2 
x / V  

86.1/62 

57.9/60 

86.8/62 

5.0 u 

ay2 

-- 

28.2 

-- 

Significance 
of w Signal 

-- 

4.9 a 

-- 



We note that these values a re  well within the range seen in most p0 

experiments. We emphasize, however, that these numbers a r e  dependent 

on the forms which were chosen for the and the background. The use of 

different forms can shift the mass and width values by - 15 - 20 MeV even 

though the quality of f i t  i s  essentially unchanged. A s  was noted previously, 

such shifts have little effect on the determination of the interference param- 

eters and will be ignored in the following analysis. 

Using these values for m and 1" we have carried out the a~lalysis 
P P , 

described above for 3 different t regions. The results a re  shown in Table V. 

2 For comparison purposes in the region 0 . 1  < I t l < O .  3 (GeV/c) . Wealso show inthe 

same table sirnil a r results using the P form with the coherency parameter 

set  equal to one. A representative sample of these fits to the data is shown 

2 
in Fig. 38. We note that the fits to the data for I tl< 0 . 1  (G~v'c) a r e  excellent and 

that there is no evidence for an ~ z ,  in this range of t. On the other hand, a 

2 
4 .2  - 4.6 u effect exists tor O. 1 < I tl <O.  3 (GeV/c) . Comparison with Table lV shows 

that the measured significance of the w anomaly has been lowered slightly by 

fixing the p mass and width but that a large effect still remains. We can also 

infer from Table V that the measured significance of the w anomaly varies 

little with radically different assumptions a s  to the form of the background 

o r  the pU mass and width. 

It is clear from the raw mass spectra that the p-w interference effect 

oxists largoly for t ran~vorno vootor mcoon production. Tn Tnhle VI, we 

show fits to different regions in cos o H  which confirm this impression. Fits 

H 13-16 show that a large effect (4.4 u) indeed exists for lcos 19 1 5 0 . 4  

H whereas there is no significant effect for lcos 6 1 > 0 . 4 .  We see this same 

effect in another way by fitting the efficiency-corrected mass spectrum as 



TABLE V 

Fits to Yp + x+;n Mass Distribution with the Mass and Width Fixed. 

Resolution, 
(bIeV) 

8.0 

8.0 

8.0 

' 8.0 

8.0 

8.0 

8.0' 

8.0 

Momentum Txnsfer 
( ~ e v / c :  2 

0.0< Itl <0.02 

0.0 < It1 <0.02 

0.02< Itl CO.1 

0.02< Itl <0.1 

0.1 < Itl (0.3 

0.1 < Itl <0.3 

0.1 < It l <O. 3 

0.1 < ltl (0.3 

Reference 
Xumber 

5 

6 

7 

8 

9 

10 

11 

12 

Form 

F 

F 

F , 

F . 

F 

F 

P 

P 

w Included 
in Fit 

NO 

YES 

NO 

YES 

NO 

YES 

NO 

YES 

M (GeV) 
P 

0.781 (fixed) 

0. 781 (fixed) . 

0.781 (fixed) 

0.78 1 (fixed) 

0.781 (fixed) 

0.781 (fixed) 

0.764 (fixed) 

0.764 (fixed) 

rp(GeV) 

0.167 (fixed) 

0.167 (fixed) 

0.167 (fixed) 

0.167 (fixed) 

0.167 (fixed) 

0.167 (fixed) 

'0.157 (fixed) ' 

0.157 (fixed) 

x2/v A x2 
L 

Significance 
of w Signal 

<l u 

< l a  

4.2 u 

4.6 a 

54.5/65 

53.6/63 

59.5/65 

59.1/63 

86.3/65 

65.4/63 

88.7/65 

63.3/63 

r 
-- 

0.9 

-- 

0.4 
n 

-- 

20.9 

-- 

25.4 



FIG. 38--Observed r+n- mass spectra for several regions of momenem 
transfer and decay angle. The lines represent fits to the da9. 

' 

described in the text, (a) 0 < Itl < 0.02 (Gev/c)2, (b) 0,02 < Its1 
< 0.1 ( G ~ v / c ) ~ ,  (c) 0 .1  <Itl< 0.3 ( G ~ V / C ) ~ .  (d) 0 .1<  lt1<0.9 
( G ~ v / c ) ~  with 1 cos 0 H 1 < 0.4. 



TABLE VI 

Fi t s  to n-p - f d n  Mass Distribution for Cut (Icos eHI < 0.4) and Efficiency Corrected Angular Ranges. 

9 

0 . 1  < Itl < 0. ~ ( G ~ v / c ) ' ;  P form is used with M = O .  764 and r = 0.157 GeV; Resolution = 8 MeV 
P P 

w Included 
in Fit  

NO 

YES 

NO . 

YES 

NO 

YES 

x2/ Y 

89.8/62 

66.2/60 

51.4/62 

49.0/60 

25.7/12 

13.0/10 

Reference 
Number 

13 

14 

15' 

L 6 

17 

18 

Angular 
Range 

H 
I C O S ~  1 ~ 0 . 4  

H lcose 1 ~ 0 . 4  

H 
p o s e  po .  4 

H' 
I C O S ~  1 x 4  

Corrected 

Corrected 

A? 

-- 

23.6 

- - 

2.4 

. -- 

12.7 

Significance 
of w Signal . 

4.4 a 

1 . 0 ~ '  

3 . 1  a 



shown in fits 17-18. A 3.1 u effect is observed. In general, one would 

expect the measured significance of the effect to be lower for the corrected 

distribution than for the raw data distribution if the interference effect 

H changes with cos 8 . 

2. Interference Parameters 

It is clear from the preceding section that there is  a significant p-w 

2 
interference effect qnly for 0 .1  < 1 tl < 0.3 (G~v/c) , so it is  this t regioriwith which we 

a r e  here concerned. As mentioned previously, the experiment of Hagopian 

et al. 32 in this reaction a t  2.3 G~V/C is unable to determine the coherence -- 
parameter since a peak is seen a t  the o mass. However, in the present 

experiment, a dip-peak structure is seen which enables lower limits to be 

placed on the coherence and allows the phase to be determined without 

assuming any value for the coherence. 

In general, the best fit is found when C=l. However, for all fits there is 

a rather large region of C space lying below one for which there is little 

2 change in X . The e r ro r s  on C a r e  therefore quite non-gaussian. In addition, 

the values of C and @ a r e  correlated in the fits. In order to display this 

2 
most effectively, we will show AX plots in (C , @) space where we define AX 2 

2 to be the change in X from the best fit value. 

Figure 39(a)shows a contour plot from a fit to the entire data sample with 

2 0.1 < I t I < 0.3 (GeV/c) . The nonlinearity of the error  on C i s  obvious. The correla- 

tion bctwcen the values of C and @ should also be noted. For coinparison 

purposes, it is convenient to quote a value for @ with one-standard-deviation 

e r ro r s  and we will do so below. The nonlinear character of the errors  should 

be remembered, however, and in particular, it should be noted that the "2'6" 

. er rors  a r e  less than twice the ltlull errors .  
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with lcos OH1 < 0.4. (c) 0.1< l tK0.3  (Gev/c12 and efficiency 
corrected. 



2  The AX contours of Fig. 39(aldo not include any contribution for the 

uncertainty in the knowledge of the mass  scale (-- 2 . 0  MeV) or resolution 

(- 1 MeV). The contribution of these errors  has been studied extensively 

and has been shown to be small. The net effect of these uncertainties is a 

small increase in the e r ro r s  which we included below. 
2  

For the entire raw data sample with 0 . 1  < It I <  0 . 3  (G~v /c )  , we find from 

Fig. 39(a) that 

C > 0 .30  (96% CL) 

and 

@ = - 1 . 4 0 & 0 . 4 5  (rad) . 

It was noted previously that if we cut the data so as to preferentially 

H select transverse vector mesons (lcos B I < 0.4) ,  the dip below the w 

becomes much more pronounced. We therefore expect to derive a large value 

for C from these data since incoherent amplitudes cannot produce any dip 

2 
structure. The A X  contour plot for the fit to this region i s  shown in Fig. 39(b): 

1;t is clear that C is significantly larger here than for the entire data sample, 

With the same qualifications concerning e r rors  that were stated above, we 

find that 

C > 0 .41  (95% CL) 

= -1.45 * 0.45 

We note that the phase - - n/2  seen in the above data sample, when trans: 

verse  production is preferentially included, differs both from the prediction of 

64 
Goldhaber, Fox, and Quigg, and the lower energy data of Hagopian et al. 3  2  -- 
hy 2 -n/2. This result is not surprising, sinoe the B-exohange oontribution, 

which was the basis of the theoretical argument and which has been invoked to 



explain the unnatural-parity -exchange contribution to low-energy w production, 

would be expected to become less important a t  higher energies. 

It has heen previously observed that the raw data suggest that the w is 

produced more transversely than the in our data. The change in coherency 

which is  observed above, a s  different fractions of the angular distribution a r e  

accepted, i s  also consistent with transverse w production. Completely trans- 

verse w production i s  expected in a simple exchange model since natural- 

parity-exchange ( p )  would be expected to dominate w production a t  large 

energies. It is clear f romhe data of Matthews -- et al. 71 that some unnatural 

parity exchange* (e.g., B) must still be present a t  7 GeV/c, since pO0 # 0. 

On the other hand, the w i s  already quite transverse at  7 GeV [p:l - 0.39 

2 for 0 . 1  < 1 t I < 0 .3  (GeV/c)] and is  more transverse than our i s  in this region. 

We thus infer that the data in this experiment is large dominated by trans: 

verse w production so that we a r e  insensitive to any longitudinal production 

contribution. The phase determined above thus suggests that the phase 

between the transverse amplitudes themselves i s  x -w/2. 

Because the w'w'n experiment of Hagopian -- et al. 32 observes a peak 

structure, it is of interest to fit the efficiency-corrected mass distribution 

since we also see a peak structure here and 'since this is the distribution 

which is observed in a 4w detector such a s  a bubble chamber. From Fig. 39(c), 

we see that, a s  expected, the value of C is not well determined. In addition, 

@ is  well determined only if C is large. If we assume, for example, that 

*Since natural parity exchange cannot contribute for decays in the production 
plane, it is  possible to partially isolate the natural- and unnatural-parity- 
exchange contributions in the present data by making cuts on $. The rapidly 
varying acceptance with $ in this t range makes quantitative observations 
difficult. It is clear qualitatively, however, that the p-o interference effect 
has a weak dependence on $ which suggests that both natural- and unnatural- 
parity exchange contribute. 
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C > 0.6 (Hagopian -- et al.  assumed C 1 0 . 4 )  then @ =  -0.60k0.45 (rad) in 

good agreement with the value @ = -0.26 * 0.52 (rad) from the lower energy 

experiment! 

Another interesting aspect of the above fits is that they provide informa- 

tion on the branching ratio 

r ( w  - 2 TI 
B.R. = r(,u 9 - 3  IT)-- 2 
7-- - . -  

(VII. 38) 

In order to calculate this number, we must know the cross  section du(w)/dt 

for the reaction T - ~  --. won at  15 GeV/c. Little information exists on this 

reactiofi. However, several experiluents have atudicd the ohargo oonjugate 

+ o 71 
reaction n n -+ w p a t  lower energies. The highest energy (published ) data 

a r e  a t  7 G ~ V / C ,  so  that we must extrapolate the cross sections to 15 G ~ V / C .  

The energy dependence of the cross section from 2 to 7 GeV is well repre- 

2.25 
sented by a slope of l /p  which implies an extrapolation factor of 1/5.6. 

In addition, we assume that the t dependence at  15 G ~ V / C  is identical with 

that a t  7 G ~ V / C .  This yields a cross section in our t interval a t  15 G ~ V / C  of 

' u ( o  -r 3n) = 9.0 * 2.8 pb where we have included an estimate of 25% er ror  

for the extrapolation. 

The exact value sf R. R . cannot be  determined without knowledge of the 

coherency parameter which is rather poorly determined for large values u1 C. 

However, the lower limit of B . R . can be derived by assuming C=l .  We first 

consider the corrected mass distribution for which case au=315*8 1. Then 

where N gives the number of pb represented by one event and has the value 

N= 0.00034 * 0.000023 pb/event (see Chapter IV. B) . So the lower limit on 



B. R. from the corrected mass  distribution is 

B.R. > 2.4 + 2.0 
- 1.2 % 

where we have included estimates of the possible systematic effects. We 

observe that, a s  above, the e r r o r s  a r e  quite nonlinear. In particular the 95% 

confidence level is given by 

B.R. > 0.7% (95% CL) . 
Since the w effect is so much more  significant in the mass  distribution 

H 
with the cut lcos 0 I < 0.4, it is of interest to derive the branching ratio 

from it. It is necessary for this purpose to know the angular distribution of 

the w decay. 

0 
We have noted previously that pll might be expected to be larger than , *  

0.39 a t  this energy. If we wish to calculate a lower limit, we make the most: 

w 
conservative assumption for that purpose, which is to assume that pll 

[0.1< l t l<0 .3  ( G ~ V / C ) ~ ]  = 0.5. This yields 

+ 1.6 
B.R. 2 2.1 - O.g  % with B.R. >. 0.7% (95% CL) , 

in excellent agreement with the value of B .R . from the corrected distribution. 

U 
In order to show the importance of the assumption that pll = 0.5, we 

0 note that if pll = 0.39, a s  given by the 7-GeV/c  oro onto^' data, then 

B.R. 1 2 . 6  + 2.0 
- 1.1 % 

Finally, using the total data sample we find that 

B.R. 1 1.8 
+ 0.9 
- 0.8 % with B.K. > 0.7% (95% CCL) 

which agrees very well with the above determinations. 

We can also calculate a significant upper limit on the branching rat io from 

our data. The central value of the upper limits a r e  identical with the lower 



limits noted previously since C=l is the best fit value for all the distributions. 

The er rors  a r e  quite large, however, and we find from the total data sample 

that 

B.R. < 4.9% (84% CL) with B.R. < 6.0% (95% CL) 

We note that the above branching ratios a r e  quite similar to those derived 

from most other experiments. For example, Hagopian et al. 32 obtain a s  a 

lower limit B.R. 2 0.36 i 0.1% and as  an upper limit B.R. 5 3.2 i 0.8%, 

+ 2 . 3  
while the Or say storage ring52 obtained the value B. R. - 4.0 -1.8 %I. The 

experiments with the smallest quoted errors  on B. R.  a r e  the photoproduction 

experiments off nuclei. Their analyses are,  however, somewhat m0r.e model 

dependent than thc foregoing. A complctc photoproduction cxpcrimcnt using 

three different nuclei in order to check the contribution of the nuclear physics 

was recently carried out by Alvensleben -- et al. 73 who obtained 
' 

B.R. = 1.22 0.3%. 

.Conclusion 

Wc havc obscrvod a signifioant (> 4u) p-w intcrfcrcnoc cffcct for 

2 0 . 'I< I t l < 0.3 (Gev/c) in the reaction ~ ~ + ~ + + n ' n  at  15 Gev/c. The overallphase 

between the amplitudes in the observed data is dominated by the transverse 

production amplitudes and is  shown to be -1.40 * 0.45 (rad). This phase 

differs by x - n h  from both the prediction of Goldhaber , Fox and Quigg, and 

'-the previous experiment .of Hagopian -- et al. in the same reaction at  .2.3 

~ e V / c .  The coherency was determined to be > 0.30 (95% CL) for the entire 

H 
-data sample and > 0.41 (95% CL) for the transverse region (Icos 8 ( < 0.4), 

while C is not well determined.for the corrected inass spect.rum. The lower 

limit on the'branching ratio was shown to be B.R. > 0.7% (95% C.L) . 
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