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*                         A STUDY OF THE. DIFFERENTIAL CROSS. SECTION OF THE: REACTION
PI-MINUS PROTON GOES TO OMEGA-ZERO OMEGA

.AT 3.65,  4.5  AND 5.5 Gel//c

Allison Dean Russell,  Ph. D.
Department of Physics

University of Illinois at Urbana-Champaign, 1971

A scintillation counter and optical spark chamber experiment has

been performed to study the differential cross section for the reaction

n-p = w'n at 3.65, 4.5 and 5.5 GeV/c.  The data show a substantial

unnatural parity contribution to the scattering amplitude. The natural

parity part of the cross section is not consistent with the predictions

11

of a simple model using Reggeized p exchange.
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I.  INTRODUCTION

¥'                  An optical spark chamber.and acintillation counter experiment has

been performed at the Argonne National Laboratory Zero Gradient Synchro-

tron to study omega meson production in the reaction

A-p + won

|-+ Tr T[-7TO

4 YY (I.1)

at incident pion momenta of 3.65, 4.5 and 5.5 GeV/c.  The differential

cross section, dG/dt, and the experimentally accessible elements of the

spin density matrix of the omega meson, p  ,, have been measured inmm

the momentum transfer interval -1.0 i t s -.05 (GeV/c)2 at each of. the

l three beam momenta.

Reaction (I.1) is very appealing for analysis in terms of peripheral

(especially, Regge) models.  Isospin and G-parity conservation restrict

the quantum numbers which can be exchanged in the t-channel for this

G    +reaction to I  =1.  Of the known low-lying meson states, only the

p(765) with.J  = 1- and the 8(1235) with J  = 1  have the proper quantum

1/numbers.- In terms of Regge medels, only one natural parity trajectory,

the p, and one unnatural parity trajectory, the B, may be exchanged.

It is well known that fer vector meson production in reactions of

the type P+B+V+B, the helicity zero state of the vector meson

i                                                                                                                                                                                                                                                                                         2/
can only be populated by an unnatural parity t-channel exchange.-

3I
It has also been shown by Ader, et al.,-  that appropriate linear com-

--

            binations of the spin density matrix elements of the vector meson isolate

the natural and unnatural parity contributions to the scattering ampli-
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t

tude.. In omega production only one. exchange ef each type is.allowed,

and'a particularly clean separation ef these effects may be expected.
I                                                   -In this experiment the A  beam was incident on a liquid hydrogen

target surrounded on five sides by scintillation counters to.veto events

which produced charged particles at wide angles.  The vector mesen decay

products were detected in the forw.ard direction in a counter hedescope

and thin feil and heavy plate spark chambers.  The counter hedoscope

required two charged particles  in the forward  direction -fer a valid

trigger.  The thin foil spark chambers were used to determine the

directions of the charged particles.  Conversion of·the gammas in the

heavy plate chambers was an essential part of the event selection

criteria.  Recoil neutrons were detected in,a counter hodoscope'which

V determined both their directien and time ef.flight.

In Chapter II the theeretical backgreund is reviewed briefly.  In

Chapter III details of the data collection procedure and the apparatus

are presented.  Data reduction and.analysis.methods are discussed in

Chapter IV.  Results and conclusions.are presented in Chapter V.

6

i.1
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II. THEORETICAL BACKGROUND

                    Peripheral and Regge models provide the framework within which

most two-body and quasi-two-body interactions at energies abeve a few

4-6/GeV are analyzed.- We,will consider here only simple Regge pole

 ·            models for the reaction

Tr p + (On (II,1)

and the general features they require of the data.

Peripheralism instructs us to try to understand reaction (II.1)

in terms of the single particle, or Reggeon, exchange (Figure.II.1).

-
In the corresponding t-channel reaction

- +
pn + 'IT W (II.2)

il
+

isospin and G-parity conservation at the A w.vertex require the exchanged

G+particle to have I  =1.  Among the known low-lying meson resonances

only the p(765) with J  = 1- and.the 8(1235) with J  = 1  have the

1/
appropriate quantum numbers.-

The usual Regge assumption is that at sufficiently high energies

the scattering amplitude is dominated by the highest-lying trajectory.

11Wang- has used this to predict the existance of a dip in the differential

cross section at.t - -0.6 (GeV/c)2.  This dip is caused by.the vanishing

8/of the helicity-flip amplitude- where the p-trajectory passes through

zero.  This prediction is in complete disagreement with experiment.
-'.

9-11/Several other authors---- constructed models based en both p and B

33              exchange which gave satisfactory fits to the.data.'.-
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Figure II.1.  One particle.exchange.diagram for A p + wn.
t
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To extract the essential qualitative features of these models for

comparison.with experiment it is necessary to examine the spin.density

9                                                                  2/
matrix of the omega meson.  Gettfried and Jackson- have shown that

exchange,of a natural parity object (the p) cannot populate the helicity

0 state of the vector meson.  Thus, the spin density matrix elements

p   and p provide a,direct measure of the contribution of unnatural00      10
31

parity exchanges to the amplitude for reaction  (II.1) .   Ader,  et al.-

have shown further that p +P (P -P ) isolates the natural
11    1-1   11  1-1

(unnatural) parity contribution to the production amplitude.  Thus

dc 2a (t)-2

dt 1 = (Pll ':Pl-1)  t - Fl(t)( sL-)
P (II.3a)

0

dc 2aB(t)-2dc
u    =     I P            +     C P        -P             )  1     .IE '  -F 2 (t)  C

 ) (II.3b)
dt      00     11  1-1

0

provide explicitly predictions about the energy dependences of the two

parts of the differential cross section.  The·ratio of natural to un-

natural parity parts is

Pll + Pl-1 2(ap(t)-aB(t))
R= p   . (p  _P   ) = 173(t)(s ) (II.4)

00     11  1-1            0

and a plot of ln R versus ln s should be a straight line with slope

2(a (t)-aB(t)).

From the form

It. dc 21(t)-2- = F(t) s (II.5)
dt

.\ and the assumption
./

a(t) =.a(0) + a't (II.6)
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one obtains

2a(0) ,0 2a' t  ln s
2 0-S J F(t) e dt . (II.7)

-00

The integral may be,expected to have only a logarithmic dependence.on

s and the dominant energy dependence of the cross section is then given by
*

0-S (II.8)2a(0)-2

'Equation  (II.3)  and  (II.8)'may bd used to examine €he t=0 intercepts.

of the p and B trajectories. In general, when more than one trajectory

is expected to contribute to da/dt,.(II.8) should give.an effective

intercept, a . reflecting the combined effects of these trajectories.eff'

A detailed discussion of the properties of the spin,density matrix

12/
of the omega meson has been given by Rosenberg.-

V.

HA
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III. EXPERIMENTAL METHOD I: DATA COLLECTION

D
1                   The ·.experimental .apparatus was. arranged ..to ttigger,selectively on

events characteristic ef reactien (I.1) in the momentum transfer interval

-1.(GeV/c)2-S.ts·-.05(GeV/c)2. A valid trigger required an incident

 T  beam particle te interact in the liquid.hydrogen.target, a.recoil

neutren to be detected in an appropriate time-ef-flight interval and

two charged particles to be.detected.in a ceunter hedescope dewnstream

of the target.  A charged particle in the beam.line downstream of·the

target or at an angle too large to be consistent with w production

provided a veto signal.

Fer valid events, 0ptical spark chambers were used to recerd direc-

tional information for the charged tracks and showers produced by the
Y

gammas from the 10 decay.  The chambers were photographed in.90' stereo.

A.  The Beam

The experiment was performed in beam No. 17 at,the Argonne National

Laberatery Zero Gradient Synchrotron  (the 17' beam).   This is an.un-

separated A  beam produced by targetting the circulating beam internally.

Negative particles were channeled.down. the 17 ' beam line by three quad-

rupole magnet doublets and two bending niagnets as shown in Figure III.1,

The freon-filled Cherenkov counter was used as a threshold counter.to

vete muons and electrons.
'. J

The mementum-defining slit was immediately upstream of the freen

Cherenkov counter.  This slit alse contrelled the beam intensity.  At
.'ll

the highest intensity used, the momentum spread was t 1%; for most of

the data, + 0. 75%.
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St
2

Figure III.1.  Beam transport system.  Experimental layout, including

neutren counters, is shewn in upper  lef t corner.

"
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In separate runs, the beam transport system was.adjusted te pass

particles with momenta of 3.65, 4.5 er 5.5 GeV/c.  Count.rates in the
*,
,

beam telescope,.B  81 82 (see Figure,II.2) were maintained between

100,000 and 200,000 particles per pulse.  The beam pulse had a 450-600

millisecond flat-top and the Z.G.S. repetition rate was.approximately

one.pulse every 3.6 seconds.

The· final focus of. the beam was between counters- 82 and 83 (Figure

III.2),  The resulting beam-spet size at the upstream end ef the liquid

hydrogen target was 3.2 cm herizontally and 1.3 cm vertically.  The

half-angle beam divergences were 7 milliradians herizontally and 10
-

milliradians vertically.

B: -Liquid Hydrogen Target
j'

The liquid hydrogen target was constructed and maintained by the

A.N.L. Liquid Hydrogen.Target Group.  It was the closed system:(recir-

culating) type, cooled by a 10 watt capacity helium refrigerator meunted

above the target flask.  The target flask was a cylinder 30 cm long and

5 cm diameter with a capacity of approximately 0.62.

C.  Experimental Layeut

The experimental layout is shown schematically in Figure III.2.

Counters 86, Bl' 82 and HA formed·the beam defining telescope.  Bl alse

               provided the start signal·for the measurement of the neutron's time-of-

flight. Counter BA vetoed events with a charged track in the.beam,line

downstream   of. the target.
1
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Figure·III.2.  Experimental layout.
'38
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Anti-counters SAl-SAS and HA formed a box surrounding the target

on five sides.to veto any interaction producing a charged secondary at

"'

large angles.  Five .additional·anti-counters, WAi-WA5 (not shown), were

arranged to veto·.on charged particles emerging in the EG,rwa,rd direction,

but.at angles too large to be,consistent with omega production.

Counters   Trl- 7[17    (the  Tr-hodoscope) were arranged   in a horizontal

array to detect forward-going charged particles. We demanded.that. 2

and only.2 A-counters fire as part of a valid event signature.

The 52 neutron counters (not shown in Figure,III.2) were arranged

in,a 4 x 13 matrix (Figure III.3) aleng a circle, of approximately 10 m

radius centered on the target. In the horizontal direction, the counters

were separated by appreximately twe counter widths. (The counters were

10 cm wide by 25 cm high by 30 cm deep.)  During data taking, successive

runs were made with the array alternately in one of three positions

differing by one counter ·width to provide uniform ceverage ef the angular

interval.

Details of the counter dimensions,.materials and phototubes are

12/given in the thesis by Rosenberg.-

The four spark chambers.are labelled TFl' TF2' Scl and SC2 in Figure:

III.2.  TFi and TF2 were constructed using thin aluminum foil plates.

Each one had 4 gaps,.1 cm wide and an.active area 69 cm by 69 cm:  They

were used te determine,the direction of the two required charged tracks.

.,

The shower chambers, SCl and SC2' served.a dual purpose, providing

additional data on the directions,of the charged tracks and determining

* the points ef cenversien of the gamma rays.  Each chamber had 20 gaps
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Figure III.3.  Neutron counter matrix as seen frem target.
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1 cm wide and an active area 91 cm by. 122 cm.  To give useful data on the

directions·of the charged tracks, the first·seven plates in SCl were
1

3
... aluminum, 0.31 cm thick.  To provide,a high gamma·conversion probability,

the following 14 plates in SC1 and all 21 plates in SC2 were.anzaluminum-

lead-aluininum sandwich, 0.76 mm Al -- 1.52 mm Pb -- 0.76 mm Al.  The

35 Al-Pb-Al plates placed - 9.5 radiation lengths,of material in the

photens' flight paths.

Te minimize beam particle interactiens in the spark chambers, there

was·a 7.6 cm diameter hole. through SCl and SC2 along the beam line.

D.  Logic

The neutron counter legic is shown in Figure III.4; the time-of-

.ii

flight and:trigger logic, in Figure III.5.  The electronics was a com-

binatien ef EG&G, University ef Illineis and Lecroy Research Systems

fast legic modules.

Four 50 ohm signals were available from each neutren counter, 2

th       th         *from the anode and 1 each from the 13   and 14 dynodes. These signals

were used to determine the neutron's scattering angle, 0, its time-of-

flight.(TOF), the azimuthal angle, $, ef the scattering plane and the

pulse height.  Within each column of 4 ceunters ene set ef anode signals

was passively added te provide 13 TOF signals; similarly, the (inverted)

th
outputs from the.14   dynodes provided 13 0 signals.  Along each row of

13 counters, the remaining anode outputs were passively.added to yield

th
4 4 signals.  The remaining 52 outputs (from the 13 dynodes) were

'" *
The 58AVP·phototube. used on the neutron counters is a 14 stage device.
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Figure III.5.  Time-of-flight and trigger logic.
''

4
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passively added te give·the pulse height.infermation.  The pulse height

was recerded by a Lecroy 8-bit analog-to-digital converter (ADC) .  The

pulse height logic is not shown.

The.13 TOF signals.drove 13 discriminators, set with very low threshold

(- 1 MeV energy less. in the counter).  The·.13 0 signals' also drove 13

discriminators, but with a much higher threshold setting (- 6 MeV energy

less).  The output signal from the 0 discriminators was much wider than

that from the TOF discriminators (20- ns and' 5 ns respectively) and the

T0F signal was approximately centered en the 0 signal.  A ceincidence

between 0 and TOF then caused the timing information to be defined by

/ the TOF signal.  This high-low discrimination technique was used to

minimize the effect of slewing en the time-of-flight measurement and

4               at,·the same time to discriminate effectively against the low energy

neutron background.at the Z.G.S.

An EG&G time-to-amplitude cenverter (TAC) was used for the time-

of-flight measurement.  The START signal to the TAC was provided by

Bl.  The gated TOF signal triggered.the TAC STOP.  A Lecroy ADC con-

verted'the TAC output to digital form.

Te select events with two charged particles in the.T-hodescope;

the outputs from the 17 1-counter discriminators.were passively added

and the 27T signal was generated by using an EG&G.differential discrimina-

tor te.require that 2 and only 2 7T-counters fired.

A,valid trigger.was defined electronically by

(Bo Bl 82)(27[)(0) Z BA HA SA WA
'4
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Such a signature initiated the follewing sequence of events:  The spark

chambers,were fired, certain indicative information was displayed on

C.

binary coded lights for photographic recording and also placed on, the

Lecroy data bus, and the camera was.advanced.  The,indicative information

consisted ef run number, event (frame) number, neutron time-of-flight,

neutron ceunter pulse height.and 0-.and 4-indices for the neutron counter

that.fired.  Multiple 8 or $ hits were allowed, but were flagged.  In

addition, the numbers of the A-counters which fired were also transmitted

on the data bus; but were net recorded:photegraphically.  The.data, on

the  Lecroy  bus were transmitted   to the en-line XDS  E 2 computer. A Kennedy

incremental tape recorder was also available and used as a back-up for,

or in addition to, the computer.

/1.

E,  The On-Line Computer

The· en-line XDS'22  computer preformed, several functions: te buffer

the.transmission of the indicative information from data bus to magnetic

tape, to perform preliminary calculations.on these data, to write these               

results together with the·indicative.infermation,on magnetic tape, and te

accumulate a variety ef histograms used te monitor the progress of the

experiment.

The high data-taking rate ef the computer was used to meniter the

calibration of the time-of-flight electronics.  During normal'operation

the data rate was limited by the camera recycle time.  About once every

six runs, the camera and spark chambers were disabled, the timing gates

4              of the neutron counters were changed and a high statistics run was made,

detecting the gammas. from events of.the type
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7 T+P+Y+ anything
6

in the neutren hodoscope. These "prempt peaks"  were  used to define  the

zere for the time-of-flight scale.

The ability of the computer to perform simple calculations, in

real time, for each event made pessible the operation of the experiment

as a missing-mass spectrometer.  The neutrons' energy and momentum were

calculated from tha neutron's time-of-flight and direction (defined by

the · 8 signal).  The· missing-mass was. then obtained from

(MM)2   =   m.r[2   +   (mn-mp)2   -   2Efr (mn-mp)   -,2(mp  +   ETr)Tn      2P• rpncese

(III.1)

4               in terms of laboratory quantities.  In theton-line calculations, terms

proportional to (mn-m ) were neglected.  On-line resolution of the missing-

mass spectrometer was limited by three factors:  it was necessary to

assume the interaction vertex was. at the center of the target, and thus

to.accept a large uncertainty in the scattering angle, 8; the:path lengths

for the neutron:time-of-flight measurements were not well known; and the

timing information on the prompt peaks was not.up-dated after the,initial

calibratien.  Mass spectra calculated later using correct prempt peak

and counter position data are shown in Figure III.6.  The histograms

accumulated on line were similar except for slightly poorer resolution.

..

F.  Time-ef-Flight.Measurement

The time-of-flight. (TOF) was, calculated from
4

TOF=d+  6  +  S(T - Tprempt   (III.2)
ADC ADC'
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.

.

Figure III.6.  Missing-mass spectra calculated using prempt peak and
*

counter position. data.

.

*,
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.

In this expression, d is the length.of the neutron's flight path,

TADC (TtjCmpt  )   is  the ABC channel  fer the event (prempt  peak  in  the
-

appropriate counter), and S · is a scale factor,equal to 0.53 ns per. chan-

nel.  The quantity 6 is discussed below.

In the analysis of fitted events, the distance d was computed for

each event frem the reconstructed vertex to the,center of the appropriate

neutron counter.  For.the on-line processing, d was taken as,constant,

d=10 m.

During normal, operation, the delays and gates in the TOF electronics

were adjusted so that the situation illustrated in Figure III.7(a) was

obtained, and the prompt peak (y's from A.p+y. + anything) was outside

the TAC-ADC range.  During the prompt peak runs, the timing was.changed

9              (Figure III.7(b)),,moving the prompt peak by 6 and bringing it into

the TAC-ABC range.  All other measurements are then referred to.this

prompt'peak position.

The resolution of the TOF electrenics was checked in two ways:

by looking at the width of the prompt peak spectrum and by looking at

60the coincidence resulting from Co decay.  The two checks were consistent,

and the resolution was taken to be + 1 ns.

"
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/4,

Figure III,7,  Schematic illustration ef·timing difference between nermal

and prompt peak runs.

»  I

*,
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IV. EXPERIMENTAL METHOD II: DATA REDUCTION,

i.
A.  Pre-scanning Event Selection

During data collection, the range of missing mass accepted was

kinematically constrained,  A typical family ef curves is given in

Figure IV.1, showing the relation between time-of-flight and neutron

laboratory angle for a series of missing masses.  The cross hatched

region shows the constraints placed on the missing mass by the timing

gates.

The raw data were subjected to further cutting on the basis of the'

. spectrometer missing-mass in the preparation of scan lists.  In its

simplest.form, this cut,simply excluded all events for which (MM) 2.SO

in equation (III.1).
i

Another, more sophisticated, cut was developed and applied to the

remaining data.  For each event, an ellipse was constructed in the

0-TOF plane with semi-axes.of approximately 4 standard deviations in

each.direction (76 mr in.0 and 6 ns in TOF respectively).  Those events

for which the omega mass curve passed through this ellipse were accepted

for scanning. In addition, all events with a spectrometer mass in the

range 0.54 GeV/c2 2 MM < 1.03 GeV/c2 were accepted.  This cut eliminated

approximately 50% of the events.

To check the validity of this cut, a sample,of the data was pro-

cessed using both cuts and a corrected spectrometer mass was calculated.

No events with a corrected mass in the range 0.56 .GeV/c2 1 MM 5 1.0 GeV/c2

were removed by the (stronger) second cut.
1.
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Figure IV,1.  Neutron time-of-flight versus laboratory angle for a.

series of missing masses.  The acceptance limits defined
.,

by the timing gates are outlined.

.
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B.  Scanning and Measuring

Scanning personnel were instructed to separate events into five
4,

categories: (i) chamber breakdown; (ii) zero-shower. events;  (iii) one-

shower events; (iv) two-shower events; and (v) more-than-two-shower

events.

For scanning purposes, a shower was defined as five or more associated

sparks, visible in both views, not.associated with an.interaction of another.

particle upstream of the shower but in,the spark chambers, and having no

sparks in the foil chambers.  Additional criteria allowed the scanners

to distinguish charged tracks which were not visible in the foil chambers

from showers.

A portion of the film was scanned a second time and conflicts

between the two scans were resolved.  From these results, it is estimated

that the single scan efficiency for detecting two shower events was

70% to 75%. or less.

Events selected by the scanners as two shower candidates were then

submitted for measuring.  The measurers rejected events that werd iA-

properly classified by the scanners, events for which the interaction

vertex was obviously not in the liquid hydrogen target and events whose

image plane topology made measurement impossible.

Accepted two-shower events were measured on a University of Illinois

scanning and measuring projector (SMP).  The measurement digitized the

reprojected image plane:positions of a,set of four fiducial crosses,

the top and side view coordinates of the sparks defining the two charged

particle paths, and the top and side view coordinates ef the first

spark in each shower.



34

A detailed summary of the scanning and measuring results is given

in APPENDIX A.

..14'.

C.  Geometric Reconstruction and Kinematic Fitting

The measured two-shower events were reconstructed in space using

a least-squares fitting routine.  The optical constants necessary to

effect the transformation from film plane to laboratory coordinates

were.determined from a set of 120*fiducial marks which were fixed to the

spark chambers and surveyed relative to the laboratory coordinates.

Four fast fiducial crosses (electroluminescent panels) were photographed

=               with each event and, every hundred frames, with the full.set of 120

cross-hairs.  The optical constants describing the transformation from

the SMP image plane to the film plane.were.independently monitored bi-
.*

weekly during the measuring period,

The SMP image-plane coerdinates of the measured points were trans-

formed to space coordinates.  A least-squares fit was then attempted

to determine the event vertex from the intersection of the two charged

tracks.  The directions of the gammas were obtained from the fitted

vertex and the measured positions of the lead sparks.  The vertex and the

neutron counter that fired determined the neutron's direction,  The

quantities supplied by this program were the direction cosines of all

five final state particles and the three coordinates, with errors, of

e               the vertex.

The results from the geometric reconstruction and the neutron time-

of-flight, calculated using equation (III.2), were used as input to*

another least-squares,fitting program.  This program attempted a kinematic
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fit to the 1 constraint hypothesis

+
1T-p + 7T 72-7T n . (IV.1)

4

The effect of the kinematic fitting procedure on the signal-to-noise

ratie is shown in Figure IV.2 where the mass spectra (at 4.5 GeV/c)

of events submitte4 for measuring as twe-shbwer  events .of'  thd  fiztial  -'

data sample are plotted.  The results at 3.65 GeV/c and 5.5 GeV/c are

comparable.

A study of the efficiency of the kinematic fitting program was

made using a sample.of Monte Carlo generated omega events, suitably

modified to correspond te known measurement errors.  Approximately 10%

either failed to fit or were rejected after fitting.  Of a sample of

randomly distributed background events, approximately 5% gave a satis-

factory kinematic fit.

A series of cuts on the results of the kinematic fitting produced

the final data sample,  These cuts required the fitted event to have a

2
X 2 16, an energy imbalance of less than 5 MeV between initial and final

states., beth photon energies greater than 80 MeV and to satisfy a set

of geometric conditions.  For each·t interval, appropriate omega and

centrol mass regions were defined.  The final data sample, after back-

ground subtraction, dontained 567 omega events at 3.65 GeV/c, 562 at

4.5 GeV/c and 395 at 5.5 GeV/c.

The decay amplitude for a 1- particle into 3 pions may be written

-*
M  ·-   i  · (       ·:·x   p ) (IV.2)

1Tt    1T-

and the· resultant Dalitz plot density,
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Figure IV.2.  Mass spectra showing the imprevement in signal-to-noise

ratio due to kinematic fitting.
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1;   4 12D- X P .1. (IV.3)
71'+    Tr-

In Figure IV.3 the number of events is plotted versus
1

"  =   14+  "  4-1 1  ,   1 4+  "  4-1 1, (IV.4)

after the background subtraction.  The results are in good agreement

with the expected straight line distribution.  The events in the control

region do not show this behavior.  We conclude that the subtracted dis-

tributions represent relatively pure omega samples.

Monte Carlo studies showed that vertices of omega events should be

uniformly distributed along the beam.  The distributions for omega

events are shown in Figure IV.4; those for all reconstructed events,

in Figure IV,5.  The peaking toward the downstream end of the target

seen in the sample of all reconstructed events is not present in the

final sample, supporting the conclusion that the background subtraction

is correct.

D.  Experimental Biases

The experimental biases in detection efficiency may be conveniently

divided into two classes: those that exhibit a strong dependence on

momentum transfer but are independent of the decay angles in the Gottfried-

21Jackson frame;- and those that depend strongly on the decay angles but

are essentially independent of momentum transfer.  The density matrix

elements are not affected by the t-dependent biases; both the differ-

ential cross sections and the density matrix elements are influenced

by the biases dependent on the decay angles.
1
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,1

Figure. IV.3.  Radial Dalitz plot distributions.  The vertical scale'is.

in arbitrary units.

..
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.

Figure IV.4.  Vertex distributions along the beam for.omega events.
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I

.

Figure IV.5.  Vertex distributions along the beam.for all reconstructed
.

events.

.
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1. Biases dependent  on  the decay 'angles

A high statistics (30,000 events at each energy) Monte Carlo study
„

assuming unpolarized omegas.revealed the existance.of an apparent polaiti-

zation after processing the events through the standard energy and geometry

cuts.  This polarization exhibited a weak dependence on momentum transfer.

To correct for this bias, a weighting function of the form

-    L                    -
max L -1

W=
Wl    I    I   a   Y (0.$) (IV.5)LM LM

L=0  M=-1

(0 and $ are the decay angles in the Gottfried-Jackson frame) was con-

structed and used to assign an appropriate weight to each event,  The

term Wl contains the momentum transfer dependence and is given by

Wl =1+ (0.020 + 0.070t - 0.006/t) Y (0.$) (IV.6)20  '

at all three energies, The coefficients a are independent of momentumLM

transfer but.change from energy to energy. It was found necessary to

use terms through L=4 to remove.the polarization.. The cos8 and ¢ dis-

tributions, weighted by (IV.5), for the Monte Carlo samples of unpolarized

omegas are shown in Figure IV.6.  They are consistent with the flat

distributions expected.

An additional 30,000 Monte Carlo events were generated at each

energy assuming a non-zero polarization.  The specified values of the

density matrix elements were p   = 0.3, pl-1 =-0.2 and Re(p  ) = 0.0.00                           10
.

These should be compared with the values obtained by processing these

events through the analysis programs.  These values are summarized in

'              Table IV.1.  We conclude that.this procedure adequately compensates for

the biases dependent on the decay angles,
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+1

Figure IV.6.  Distributions in cosG and 4.for the Monte Carlo,samples

of omega events generated assuming zero polarization.

The events have been subjected to the standard geometry and

energy cuts and weighted by  (IV.5) . The results  are  con-

sistent with the expected flat distributions.

..
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Table IV.1

Results of analysis of Monte Carlo distributions.
The omega was given a non-zero polarization.  The

input values of the density matrices were p O =
0. 3, pl-1 = 0.2 and.Re(Plo) = 0.0.

3.65 GeV/c 4.5 GeV/c 5.5 GeV/c

p          0.302 + 0.007 0,318 + 0,007 0.335 + 0.007
00                            -                                -                                -

p          0.216 + 0.006 0,210 + 0.006 0.204 + 0.005
1-1                             -                                   -                                   -

Re(Plo)   -0.004 +
0.003 0.003 + 0.003 0.003 + 0.003

2.  Biases dependent on mementum transfer

A Monte Carlo study, based on 5000 events.at each energy was made

to examine losses due to inefficiencies in the kinematic fitting pro-

gram.  The generated events were assigned errors corresponding to the

known measurement errors and then processed by the fitting program,  The

fraction of.events giving a successful kinematic,fit varied smoothly

with t (see Figure.IV.7a) from - 0.80 at t= -0.05 (GeV/c)2 to - 0.95

for t=,-1.0 (GeV/c)2.
The geometric acceptance of the meson arm of.the experiment (the

spark chambers and all counters except the neutron counter hodoscope)

also showed a marked t-dependence.  This acceptance varied smoothly from

- 0.5 at small'|t| to - 0,65 at  t| - 1. (GeV/c) 2 (Figure IV.7b),

In the neutron counter hodoscope the vertical banks of 4 counters

were separated by 2 counter widths giving rise to an acceptance of

- 1/3.  A direct calculation of this effect, averaging over the.target
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'.   'I

Figure IV.7.  (a) Fraction·of modified Monte Carlo omega events which             -

gave a satisfactory kinematic fit.

(b) Fraction of Monte Carlo omega events which appeared

as two shower events in the meson arm.

*
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length and the counter positions showed that this acceptance varied

slightly with ,the neutron's laboratory angle, i.e., with t.  The results
1

of these calculations are summarized in Table.IV.2.

Table IV.2

Neutron counter geometric acceptance averaged over target
length and appropriate momentum transfer intervals,

-t 3.65 GeV/c 4.5 GeV/c 5.5 GeV/c

.05.- .1 0.288 0,297 0.293

.1 - 1.5. 0,296 0.307 0,290

.15 - .2 0.304 0.292 0.296

.2  - .25 0.297 0.297 . 0.300

,25 - .3 0.284 0.297 0,295

.3  - ,35 0.282 0.284 0.297

.35 - .4 0.280 0.289 0.286

.4  - .5 0.268 0,283 0.280

.5  - .6 0.298 0,289 0.292

.6 -..8 0.291 0.289 0,292

.8 - 1.0 0.286 0.294 0.299

E.  Neutron Counter Efficiency

The detection of neutrons in scintillation counters depends on the

occurance of nuclear interactions which produce charged secondaries or

gammas which can produce an electron-positron pair.  Consequently, the

detection efficiency is expected to be energy dependent,  A number of

13-18/                                                          -. experimental studie6    ' have shown that below a kinetic energy of 100

MeV the detection efficiency is strongly dependent on the kinetic energy
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efficiency is observed.to be relatively constant at approximately 1% per

and the energy threshhold.    From  100 to several hundred  MeV the ·detection

cmof scintillator.  This may be understood from two facts:  essentially

411 n-p.interactions.and all inelastic n-€-interactions in this energy

range give light-producing secondaries; and the total cross sections

are relatively constant,  In this experiment the neutron kinetic energies

range from 20 to 540 MeV.

19/
A computer program has been developed by Kurz--  to calculate the

efficiency of plastic scintillaters for detecting neutrons in the energy

range.1 to 300 MeV.  This program uses the available differential cross

sections for n-p scattering and total cross sections for the various

n-€  channels. The response of plastic Bdintillator (specifically,

20/  ,NE102) as calculated and measured by Gooding and Pugh--  is used in. the

calculation.

Kurz estimates an error of 10% on the calculated results and pre-

sents measured results for comparison.    A.number of other groups-13-18 /

have reported similar comparisons, and the agreement is generally adequate.

The efficiency functions for our counters, calculated for thresholds

of 4, 6, 8 and 10 MeV, are shown in Figure.IV.8.

To support the use of the calculated neutron counter efficiencies

in the analysis, a.short experiment was performed to study the reaction

7T-p +  Ten (IV.7)

at 1.44 GeV/c,  This energy was chesen to correspond to a recent measure-

ment of the differential cross section for reaction (IV.7) and because

21/the total cross section  of  2.1 mb- would provide a reasonable  data
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Figure IV.8.  Efficiencies calculated by Kurz's program for.the counters

used in this experiment.  The results above 300 MeV are

extrapolated from the results given by the program up to

300·MeV.

.
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rate.  To further enhance the data rate, the neutron counters were placed

approximately 5 m from the target.  A miner change in the trigger logic

used the A-hodoscope as.an anti-counter and demanded an all-neutral

< final state.

In addition to reaction.(IV.7), in four. counters (0's 10-13) the

reaction

A-P + nen (IV.8)

was seen.  Two typical time-of-flight.spectra are shown in Figure IV.9,

one, 09, showing the prompt and A' peaks, and the.other, 011, also

showing the n' peak.

The angular acceptance of the neutron counters corresponded to non-

overlapping neutron kinetic energy intervals.  The counter.efficiencies

were determined by calculating the expected counts in each counter and

comparing with the number of events obtained from the time-of-flight

spectra after a.background subtraction.  Internal consistency was pro-

vided by using a least-squares program to fit a polynomial to the back-

ground and Gaussians to the A' and n' peaks.

During this analysis, serious inconsistencies were .found between  

21/the data of Chiu, et al.- (including the,data at 1.44 GeV/c) and the

results of other experiments at similar energies, These problems are

discussed in APPENDIX B.

The neutron ceunter th resholds ·were measured independently  te

be 6 Mev.  In Figure IV.10 the calculated efficiency for a 6 MeV thresh-

old is shown .together .with the measured efficiencies, The measured

22/
results are, based on.the data by Crouch, et al.- The errors include

9-        ,3

Y
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Figure  IV. 9. Typical time-ef-flight spectra ebtained on-line during                                 -

the A p charge-exchange run.

(a) The prompt peak and the peak»due to A P charge exchange

scattering are visible.

(b) The peak due to n' production is also visible.

t
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Figure IV.10.  Measured efficiencies based en charge-exchange data from

Crouch, et al.  The curve is calculated for a 6 MeV

threshold,

.
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both the statistical error and the published errors on the cross section

data.  One should also keep in mind the estimated 10% uncertainty in

. the calculated curve.  We believe that the generally good agreement jus-

tifies the use of the calculated efficiency and all reported results

use the result of the Kurz program.

*



61;

8

V.  RESULTS AND CONCLUSIONS

Momentum transfer distributions with each event weighted by

WT = 27TW/(6 80) tv.ij
NC

were accumulated for both the w mass region and adjacent.control regions.

The mass resolution of the experiment varied with t and the widths of

the w and control regions.varied correspondingly.  In (V.1), W is ob-

tained from (IV.5), ENC is the calculated neutron counter.efficiency

shown in Figure IV.10 and 84/21 is the fraction of.the azimuthal.angle

subtended by the neutron counters,  The weighted distributions for the

w events were obtained by a simple.straight-line background subtraction.

All further discussion refers to the subtracted distributions.

The weighted distributions were used to obtain the total effective

number, Neff' of w events produced in the target in each momentum trans-

fer interval.  Thus with An weighted events in the interval At,

N
eff An       1        F- -                                              (V.2)

At   - At  f f (f  f  ) f_CG K NC SC E Y

where f.f  and f   are the meson arm geometric acceptance, the ef-
G' K NC

ficiency of the kinematic fitting program and the neutron counter geometric

acceptance discussed in Section IV.D.2.

The recoil neutron passes through 2 cm LH2' 1 cm scintillation

plastic (CH), and 10 m air between the interaction vertex and the neutron

counter. The factor f given in Table .V.1, corrects,for losses
SC'

caused by scattering of the recoil neutron.
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:
Table.V,1

Correction factor for losses caused by
scattering of recoil neutron,

-t                     f
SC

.05 - .10 .85

.10 - .15 .91

.15 - .20 .94

.20 - 1.0 .96

Small losses caused by electronic inefficiencies are corrected for

by fE.  These losses were measured to be 3% at all energies; fE = 0.97.

The gammas.from the A' decay must pass through about 10 cm LH2'

0.25 cm Al and 1 cm scintillation plastic up to and including the A-

hodoscope,  In passing through this material 12% of the photons will

convert to an electron-positron pair and effectively veto the event

by providing a third charged particle in the A- hodoscope.  The factor

C  corrects for this loss.
Y

The missing mass spectrometer results were used to obtain a cross

section normalization that is independent.of scanning and measuring

biases.  The number of w events detected in.the spectrometer, N
spec

was determined by fitting a straight line to the backgreund and a

Gaussian to  the w peak. The width of.the Gaussian was constrained  to

the known spectrometer mass resolution,  Te avoid problems with the

neutron counter efficiency at low t and the.poor signal-to-noise ratio

at.high t, only the interval 0.15 (GeV/c)2 1 Itl so.60 (GeV/c)2 was
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9
used.  Using the number of events in this t interval which survived fit-

ting and selection, Nfit', we obtain

F                                                         (V,3)
=. Nepec   <f ><fK  

N
fit

Here, <,27> is the probability of both.gammas from an.w decay 'hitting

in the fiducial volume (f  - 70%) and < IC  is the efficiency of the
2Y

fitting programs, both averaged over the momentum transfer interval.

The cross sections calculated from our data are corrected for the

fact that w + Tr n'-7T' only (89 .8 1 4.0) % of the time . In addition, to

facilitate comparison with existing data, we assume that the contribution
*

from the interval |tl 2.0.05 (GeV/c) 2 is 90% · of that · from the interval
2

0.05 (GeV/c)  2 Itl <.O.10 (GeV/c)2.  The total cross'sections are

(0.29 1 .02), (0.19 1 .01) and (0.12 + 0.01 mb at 3.65, 4.5 and 5.5

GeV/c respectively.  The errers include only the statistical,uncertainty.

They do not indlude.the overall normalization uncertainty.  In Figure V.1

we have plotted the available.total cross sections for w production at

p   = 1.7,23/ 2.7,24/ 4.1,25/ 5.1,·26/ 5.427/ and 6.95-28/ GeV/c. The
lab

straight line through these data points is a free-hand estimate.  It is

clear that our results are inconsistent with the other data.

We ·can conjecture two possible mechanisms to acceunt for this

apparent loss.of events.  In the liquid hydrogen.target, the incident

1  beam particles and the charged *'s from the.W decay will produce

6-rays having energy greater than E at a rate 0.01/E per cm path length.29/

To estimate the magnitude of this effect we use the minimum dE/dx for

electrons in liquid hydrogen, - 0,29 MeV/cm, and assume that a minimum
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Figure V.1.  Total cross sections for 7T p + w n from 1.7 to 6.95 GeV/c.

References are given in the text.  The errors shown for

the points from this experiment do not include the esti-

mated 20% normalization uncertainty.
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electron energy  o f.0.5  MeV is required,to ttigger.the   1-counters.     The

minimum required energy  is  then ''
-9

E = 0.5 + 0.29 (30 - x) (V.4)

fer a 6-ray passing through x cm of liquid hydrogen.  The average number

of 6-rays capable of triggering a A counter·froduced.by a 1 passing

through the target (30 cm hydrogen) is

30
0.01

<n  =     dx 0.5 + 0.29 (30 - x) = 0.1 . (V.5)

Taking an average charged A path length  of 45  cm,  we have  0115'  6-Yags

per event capable of triggering  the  Tr-hedoscope.and  violating  the  27r

requirement.  For charged *'s emerging. from.the interaction away from

the forward direction, the fact that they must now pass through the

aluminum can surrounding the target (see Figure III.2) compensates for

the reduced path length in the hydrogen.  We estimate the uncertainty          <

in this calculation to be 1 0.1.  The cross section data shown in Figure

V,1 - V.4 include the correction for this 15% loss.  The resulting total

-*
cross sections are (0.34 1 0.03), (0.22 1 0.02) and (0.14 11 0.02)· mb
-*#- 1- -    -,--I -i--

at 3.65, 4.5 and 5.5 GeV/c.  The quoted errors include only the relative

(statistical) uncertainty.  We estimate there is an«additional 20% nor-

malization uncertainty.

The  charged  Al s  and  y' s.from w events can interact  in the shower

chambers.  Such interactions will sometimes produce backward-going charged

secondaries which reach either the A-hodoscope (violating the 2A require-

ment) or an anti counter.  In either case, the event is lost.  We are

unable to make a reliable estimate of the magnitude of this effect but

5% to 10% would not be unreasonable.
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.

Figure V.2.  da/dt at 3.65 ·GeV/c.  The errors shown include only the

relative error.  There is an additional 20% normalization

uncertainty.
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Figure V.3.  da/dt at 4.5 GeV/c.  The errors shown include only the

relative error. There is an additional 20% normalization

uncertainty.

.

.



70

1.0 l i l i  l i l l i

1.5                      +4                                    4.5   GeV/c

HH )/S

- I H--    Iin
2
9       AL'>0        0.2
CD

r                                                                                                                                   1\         1n
E
.-I

=5   0.1

 3               1\1
0.05

0.02 ' ' ' 'l i l l i
0.0 0.5 1.0

-t    ((GeV/c )2)



71

-I

Figure V.4.  da/dt at 5.5 GeV/c.  The errors.shown include only the

relative error. There is an additional 20% normalization

uncertainty.
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At the energies used in this experiment these effects are expected

to be energy independent and so would not affect the observed energy

.

dependence of the total cross sections.  The energy dependence of our

data, shown in Figure V.1, is in excellent agreement with that of the

other data.

The differential cross sections are shown in Figures V.2 - V.4 and

summarized in Table V.2.  The general features are in agreement with the

previously reported data.  There is a dip, becoming more pronounced with
2

increasing energy, in the forward direction.  For t.< -0.25 · (GeY/c).

the cross section falls smoothly.  The slope increases with dnergy.  A

Bt .
fit of da/dt to the form Ae in the momentum transfer interval -1.0

(GeV/c) 2 2 t < -0.25 (GeV/c)2 gives B = 3.2. 1 0.3, 3.6 i.0.3, and

4.9 f 0.5.(GeV/c)-2 at 3.65, 4.5 and 5..5 GeV/c respectively.  There, is

2

no evidence for a dip in da/dt at t - -0.6 (GeV/c)

The calculation of the w spin density matrix elements has been

12/
discussed in detail elsewhere.-  The results are presented in Figure

V.5 - V.8 and Table V.3 for completeness.  We note two important features

of those data.  The large values of p   and Pll - pl-1 require a strong00

unnatural parity contribution to the production amplitudes.  The lack of

any indication of a dip in 911 + 91-1 at t.- -0.6 (GeV/c)2 implies that

either the p-trajectory is not the sole natural parity contribution to

the process or there is no wrong signature nonsense zero in the p-

trajectory contribution to the scattering amplitude.

The energy dependences of the natural and unnatural parity parts

J' of'the total cross section are shown in.Figure,V.9.  These results agree
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Table V.2

Differential cross section in mb/(GeV/c)2.  Errors.do not include.the
estimated 20% normalization uncertainty.

-t(GeV/c) 3.65 GeV/c 4.5 GeV/c 5.5 GeV/c2

0.05 - 0.10 0.55 + 0.14 0.44 + 0.09 0.21 + 0.07

0.10 - 0.15 0.57 + 0.11 0.44 + 0.07 0.38 + 0.07

0.15 - 0.20 0.62 + 0.10 0.35 + 0.06 0.34 + 0.06

0.20 - 0.25 0.78 + 0.11 0.51 + 0.07 0.38 + 0.06

0.25 - 0.30 0.53 + 0.09 0.41 + 0.06 0.29 + 0.05

/
0.30 - 0.35 0.43 + 0.09 0.32 + 0.05 0.23 + 0.04

0.35 - 0.40 0.52 + 0.09 0.23 + 0.05 0.16 + 0.03

"                         0.40 - 0.50 0.38 + 0.06 0.24 + 0.03 0.13 + 0.02

0.50 - 0.60 0.32 + 0.04 0.16 + 0.03 0.077+ 0.018

0.60 - 0.80 0.14 + 0.02 0.069+0.013 0.047+ 0.009

0,80 - 1.00 0.074+0.017 0.053+0.010 0.008 + 0.005

.
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Table V. 3

Spin density matrix elements of the w

Density
Matrix -t 3.56 GeV/c 4.5 GeV/c 5.5 GeV/c 3.56 GeV/c 4.5 GeV/c 5.5 GeV/c
Elements

Gottfried-Jackson Frame Helicity Frame

0.05 0. 15 0.51 + 0.11 0.28 + 0.09 0.33 + 0.11 0.29 + 0.10 0.29 + 0.10 0.35 + 0.12
9                                 -              -              -00 0. 15 0. 25 0.27  + 0.07   0.33  + 0.07 0.29 + 0.08 0.17 + 0.07  0.28 + 0.08  0.22 + 0.07

0.25 0.35 0.20 1 0.10  0.22 + 0.07  0.06 1 0.08 0.42 + 0.10  0.25 + 0.07  0.29 + 0.09
0.35 0.50 0.25 + 0.08   0.23 t 0.07   0.11 i 0.09 0.32 + 0.08 0.28 + 0.08 0.19 + 0.09

-          -          -

0.50 0.70 0.38 + 0.09   0.28  + 0.09   0.36 i 0.13 0.22 + 0.08   0.24 + 0.09   0.12 + 0.12
0.70 1.00 0.48 + 0.13 0.40 + 0.13 0.67    + 0.23 0.25 + 0.11 0.17 + 0.13 0. 20 + 0. 18

p 0.05 0. 15 0.26 + 0.10 0.20 + 0.08 0.16 + 0.10 0.15 + 0.10 0.20  + 0.08 0. 17 + 0. 111-1         -    -    -     -    -    -
0.15 0. 25 0.17 + 0.07 0. 19  + 0.07 0.24 + 0.07 0.12 + 0.07 0.17 + 0.07 0.20 + 0.07

0. 25 0: 35 0.05 + 0.09 0.14 + 0.07 0. 21  + 0. 08 0. 16 + 0. 09 0.15 + 0.07 0.32 + 0.08
0.35 0.50 0.10 + 0.07 0.11 + 0.07 0. 27  + 0.09 0.13 + 0.07 0.14 + 0.07 0.31 + 0.09
0.50 0.70 0.07 + 0.08 0.10 + 0.09 0.19 + 0.12 -0.01 + 0.09  0.08 + 0.09 0. 07  + 0. 12

0.70 1.00 -0.10 + 0.09  0.01 + 0.12 -0.01 + 0.16 -0. 22 + 0.11 -0.11 + 0.12 -0. 24 + 0. 20

Re(p ) 0.05 0. 15 -0.04 1 0.06  -0.04 i 0.05  -0.06 t 0.07 0.. 18  + 0.06   0.03  + 0.05   0.03 + 0.0610                                                                         -            -
0.15 - 0.25 0.02 + 0.04 -0.07 + 0.04 -0.06 + 0.04 0.00 + 0.04   0.08 1 0.04   0.08 + 0.04

-                                                     -

0. 25 0.35 -0. 13 + 0. 05  -0. 00 + 0. 04  -0. 07  + 0. 05 0.09 + 0.05 -0.01 + 0.04 0.01 + 0.05
0.35 0.50 -0. 14 + 0. 04 0.00 + 0.04 -0.02 + 0.05 0. 13 + 0. 04  -0. 02 + 0. 04 0.02 + 0.05
0.50  - 0.70 -0. 12 + 0. 05  -0. 11 + 0. 06  -0. 10 + 0. 07 0.10 1 0.05  0.09 + 0.05  0.08 + 0.07-          -          -

0.70 1.00 -0. 20 + 0. 07  -0. 21 + 0. 08  -0. 09 + 0. 12 0.16 + 0.07 0.17 + 0.08 0.03 + 0.13

P  - P (Gottfried-Jackson Frame) P +P (both frames)
11   1-1                                        11    1-1

0.05 0. 15 -0. 01 + 0. 10 0.17 + 0.08 0.18 + 0.10 0.51 f 0.12   0.57 1 0.10   0.49 .+ 0.13-          -          -                                   -

0.15 0.25 0.19 + 0.07 0.15 + 0.07 0.12 + 0.06 0.54 + 0.08 0.53 + 0.09 0.60 + 0.09
-                                                                                                  -                                                                                                  -                                                                                                                           .-                                                                                                   i                                                                                                   -

0. 25 0.35 0.35 f 0.09   0.25 1 0.07   0.26 i 0.08 0.45 i 0.11   0.53 + 0.08   0.68 1 0.10
0.35 0.50 0. 28  + 0.08 0. 27  + 0.07 0.18 + 0.09 0.4 7  +0.0 8    0.5 0  +0.0 8    0.7 2 +0.1 1

0.50 0.70 0.24 + 0.09 0.25 + 0.09 0.12 + 0.13 0.38 + 0.10 0.46 + 0.11 0.51 + 0.14

0.70 1.00 0.36 + 0.11 0. 29 + 0. 13 0.17 + 0.18 0.16 + 0.12 0.31 + 0.14 0. 16 + 0. 22

01
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Figure V.5  Density matrix element pOO.,

D
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Figure V.7.  Density matrix element Re p10' The limits obtained

2from the relation 2(Re plo) 2 400(Pil-Al-1)'are
indicated.

..
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Figure V.8. Density matrix ,elements p   + p11  -    1-1'
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Figure V.9.  Energy dependence of natural and unnatural parity contri-

butions to the total cross section.

.

,
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with the qualitative features discussed in Chapter II.  Using equation

(II.8) we find that t-0 intercepts to be a (0) - 0.3 + 0.3 and
n

a (0) = -0.3 + 0.4 for the natural and unnatural parity cases respectively.
U -

The commonly accepted value of the intercept of the p-trajectory is

a (0) - 0.5; of the B-trajectory, a (0) - -0 .J.

We conclude that the energy dependence of the data is consistent

with that expected from simple Regge models.  However, the other features

of the data disagree strongly with the predictions of the simple Regge

models discussed in Chapter II.

.

t.

-...
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APPENDIX A

SUMMARY OF SCANNING AND MEASURING RESULTS
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A total of 134,800, 142,700 and 148,100 events were recorded at

3.65, 4.5 and 5.5 GeV/c.  After the prescan and scan cuts, 15,763, 11,711

and.11,184 events remained as 27 w candidates,  The classification of

events  by the scanners, based  on all events  with a corrected spectro-

meter mass between 0,55 and 1.01 GeV, is summarized in Table A.1.  This

mass cut includes 54%, 41% and 35% of the events at the three,energies.

It is slightly stronger than the prescan cuts described in Section IV.A.

The important observation is that the results in Table A.1 are consistent

from energy to energy.

- Table A.1

Classification of events by scanners

Class 3.65 GeV/c 4.5 GeV/c 5.5 GeV/c

OY 49% 51% 56%

17 23% 20% 18%

2Y 19% 17% 16%

2 37           6%            9%           7%

breakdown        2%            2%           3%

During measuring and fitting, 35%, 30% and,36% of the events selected

as 27 w candidates were rejected.  These losses are summarized in Table

A. 2. The class "program rejects" contains events which the fitting

program found  to be internally inconsistent. The ,class "illegal events".

contains events which were properly classified as to number of showers

but where, for example, the  interaction vertex is clearly downstream

of the foil chambers.
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Table A.2

Classification of measuring and fitting losses.
.

3,65 GeV/c   4.5 GeV/c 5.5 GeV/c,

Program rejects . 18% 18% 20%

Scanner error 58% 56% 48%

Unmeasurable 15% 16% 22%

Illegal events         8% 10% 10%

An additional 20% ef the events selected by the scanners failed

2
to satisfy the X , energy and geometry cuts after being processed by.

the fitting programs.

To estimate the efficiency of a single scan for selecting 27

events, a portion of the film was scanned twice and the conflicts re-

solved.  We find a.single.scan efficiency of 70% to 75% with a statis-

tical uncertainty of 10%.  Inherent in this analysis are the assumptions

that there are no qualitative differences between the events found by

a scanner and those missed and that the conflicts are reselved with com-

plete accuracy.  The first assumption is only justified as a.first

approximation.  This, and the fact that the measurers rejected - 18%

of the scanned events as being improperly classified, indicates that

the 70% to 75% figure significantly overestimates the scanning efficiency.

Note, however, that the average of - 350 27 events per roll is consistent.

with the number found by physicists.

The mass spectrometer results were used to,obtain an,independent

estimate of the scanning efficiency.  Let N be the.number of w
spec
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events obtained from the mass spectrum,of all 2A-trigger events, let

N2  be the corresponding number from the selected 27 sample.and let

<f2.y   be the fraction of.w events having  both  y' s. from  the TTO decay

in the spark chambers as determined by the Monte Carlo calculation.

Then from

N /(N /f \ ) (A.1)
27      spec  0,27/

we find a scanning efficiency of (41 + 9)%.

There are two difficulties in determining the proper background

subtraction for the 21-trigger spectra. These are due to a possible

p(765) signal and the nen-uniform mass acceptances of the spectrometer.-I

Our limited statistics and lack of knowledge of the detailed nature

of the background preclude a quantitative analysis of these effects.

Their qualitative effect would be to yield an anomalously low background

and·over estimate the w signal.  As a consequence, we feel the figure

of 41% is probably somewhat low.

A.

V
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APPENDIX B

COMMENT ON THE AN CHARGE EXCHANGE CROSS SECTIONS

*
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To check the efficiency of the neutron counters used in this experi-

21/
ment, the differential. cross section data ef Chiu, et al.- at,1.44

J

GeV/c (T  = 1.3 GeV) for
the reaction 1-p + A'n was selected as a standard.

In Figure B.1 we show the efficiencies obtained from our charge exchange

data based on the data of Chiu, et al.  Data on n' production was also

obtained  from that experiment (Richards,   et  al.22/)   and four points

based on.these data are also plotted.

The disturbing feature of these data is the deep dip centered on a

neutron kinetic energy of 200 MeV.  The agreement between the A' and n'

points, which correspond to different counters, implies that dip is a

real feature of the data and not due to problems with one or two counters.

In an attempt to understand the possible causes of this dip, we

undertook to compare Chiu's data with other experiments at comparable

31/
energies.  The data from Chiu, et al. and from Bulos, et al.- at

p = 1.25 GeV/c are shown in Figure B.2.  Chiu's data points include both,

the statistical error and normalization uncertainty.  The errors on

Bulos' results are comparable.  Figure B.3 shows Chiu's data at 1.43

22/
GeV/c and data from Crouch, et al.- at 1.395 and 1.469 GeV/c,  We

estimate 10% errors on Crouch's data and have indicated a typical error

bar.  The counter efficiencies calculated from Crouch's data are shown

in Figure IV.10.

Figure B.4 shows the differential cross section calculated from our

data using the neutron counter efficiency function calculated by Kurz's

program for a 6 MeV threshold (Figure IV.10).

+                                        The  essential features, of Figure  IV. 10  may  now be easily related

to the tross.section data.  The two high points at Tn = 54 and 82 MeV
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A

....

Figure B.1: Neutron counter eff iciencies based  on  the  data  of  Chiu,

et al.  The curve represents the results ef Kurz's program
/

for a 6 MeV threshold.

-*
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4

Figure B.2.  Comparison of the data from Chiu, et al. and Bulos, et al.

on A-p +,A'n at p  = 1.25 GeV/c

.

.
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*

Figure B.3.  Comparison of the data from Chiu, et al. at p  = 1.43 GeV/c

and Crouch, et al. at 1.395 and 1.469 GeV/c.

4
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4

#

Figure B.4.  Differential cross section from our.data.on ATP + A'n at

plT  =  1.44 GeV/c based  on the calcuated neutron counter                                 /8

efficiency.
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C,

correspond to the first maximum in the charge exchange differential

cross section and thus are most sensitive to the normalization uncertainty.

r
The·low point at T  = 210 MeV corresponds to the region around the firstn

minimum in the differential cross section and is sensitive both to its

precise position and the slope of the forward peak.

Perhaps the most important consequence of these observations is

that rather smaller slope of the forward peak seen in Chiu's data would

underestimate the contribution of higher partial waves in AN phase shift

analysis.  Our data do net allow a definite statement on this point but

do raise questions about the existing data.

From the general agreement (except at the above mentioned dip)

between our measured neutron counter efficiencies and the calculated

0               efficiencies we conclude that the results of Kurz's program are essentially

correct.  We subsequently use the calculated neutron counter efficiencies.

*
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