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Determination of the Fermi gurface of molybdenum

using the de Haas-vén‘A]pheh effecéj
James Alvin Hoekstra

Under the,5upervisjon'of J. L.. Stanford
From the Department of Physics
lowa State University

The de Haas-van Alphen effect~iﬁ mo1ybdenum has.been studied in -
detail using large impulsive ﬁagﬁefic fields. Digital Aata recording,
fast-Fourier frequency anaiysis by cometer, and dynamic calibratioﬁ of
tBe entire apparatus have been used to obtain the de Haas-van Alphen
frequencies to a high'degree of accuracy. Several new frgquency branches-
associated Qith the é]ectron jack piece‘of-the Fermi surface are reported.
" Frequency branches é;ﬁibiting high angular accuracy and resolution are
reported for all branches that have previodsly been detected by other
de Hass-van Alphen investigators. A quantitative descriptjoh of all -
sheets of the Fermi surface is presented, along with comparisons with 6ther
Fermi- surface radii obtained by use of the RFSé. The Mueller inversion
technique for obtaining ?ermi surface radii from the de Haas-van Alphen
area Aata was used whenever poséible. The de Haa;-van Alphen results
presented are consistent with an estimate of 2.5%‘of the fH dimension for
the size of the gap between the jack and the octahedral Fermi surface

pieces. Thus the question about the size of this gap as raised by

discrepancies greater than the combined experimental errors existing in
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current RFSE data is resolved. The spin-orbit parameter is not found to

be anomalously higher than that for tungsten.
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I. INTRODUCTION

The Fermi surface (FS) and the electronic structure of mo]ybdenum
have been the subjects of several ex£ensive inves;igations over the past
few years. Most of the results have been interpreted in terms of re-
visions of a model for the chromium group metals (Cr, Mo, w) first
broposed by Lomer (1), who used the energy bands for Fe as calculated by
Wood (2). The initial model was later corrected for the particular case
of molybdenum (3). Theoretical augmented-plane-wave (APW) calculations
for Mo done by Loucks (4) exhibit qualitative agreement with the Lomer
model, but the quantitétive results are subject to numerical errors due
to an incorrect size for the unit cell used in determining the potential
applied in the calculation (5).

The rhombic dodecahedron which defines the Brillouin zone, shown in
Fiéure 1, is labelled in accordance with the standard notation (6). As
can be seen from the Lomer modél in-Figures 2 and 3, the FS consists of
several distinct pieces. The iargest two are the hole ''octahedron'
siﬁuated at the symmetry point H and the electron ''jack!' located at T.
The ‘'jack" consfsts of an octahedra]ly-éhaped *body'"' with a '*ball'* pro-
truding from each of the six corners of the '"body.!* The narrow region
connecting the ‘'body'' with one of the 'balls' is referred to as a ''neck.”
A hole “ellipsoid" is located at each of the symmetry points N. Six
small electron "lenses'’ are situated along the lines TH in the ''neck!
regions of the ‘fjack.! In the_remainder of this paper the terms used to

describe these FS pieces will no longer be enclosed in quotation marks.



Figure 1. Brilloui'n zone for body-centered-cubic crystal lattice



A (100) cross section for the Fermi surface of mo lybdenum as proposed by Lomer (3)

Figure 2.
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Figure 3. A (110) cross section for the Fermi surface of molybdenum as proposed by Lomer (3)



On thg‘expgrimenta] side, the‘magnetoresistahce measurements of
Fawcett (7), of Fawcett and Reed (8), and of'AlekSeerki7, Egorov,
Karstens, and Kazak‘(9) have shown that Movis a compenséted metal having
_equal numbers of electrons and holes. This means tﬁat the volume of the
electron and the hole portions of the FS witl be equal. Fawcett and Reed
have shown there can be no more than about ]b-h open orbits per atom in
Mo, which means that all sheets of the FS are simply-connected.

The anomalous skin effect measurements of Fawcett and'Griffiths (1) -
were able to show that the FS area for a member of the Cr group transi-
tion metals is much less than the area of a sphere containing six elec~
tfons'per atom. This §uggest$ that the free electron model is a poor
approximation to the Fermi surfaces of these metals.

Caliper dimensions along or near major symmetry directions were
estimated by Jones and Rayne'(ll) and by BezuglyT,thevago, and
Dgnisehko (12) in their magnetoacoustic effect invégfigationso Herrmann
(13) has obtained the effective masses of several orbits in Mo and W
through the use of cyclot}on resonance experiments; .His results in-
dicating a rather spherically shaped surface at H diségree with the hole
octahedron found at H by other fnvestigatqrs.

The first de'Haas-vanuAlphen (dHVA) frequency results obtained by
using the‘torsion method with fields up to 18 kG oﬁ the Cr group metals
were reported by Brandt and Rayne (i14, 15). Their data for Mo came from
orbits associated with the electron lenses. Sparlin and Marcus (16)
presented dth torsion‘measurements on Mo and W in fields up to 34 kG.

Their data included information about the electron lenses, the hole
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ellipsoids, ana partiai information on the hole octahedra and the necks
of the electron jack. Novoscil]ations relatea to the body of the jack
were observed. The pulsed-fie]d dHQA results of ‘Leaver and Myers (17)
provide additional information about the jack and octahedron pieces, but
their data exhibits a siénificant amount of scatfer.

The recent radio-frequency size effect (RFSE) measurements of Boiko,
Gasparov,'and Gverdtsiteli (18), of C]evelénd (19), and Cleveland and
Stanford (20) provide many caliper dimensions of the FS but the data
presented in these two investigations differ by 6%, a discrepancy which
is greater than the combined experimental errors claimed by the investi-
gators. The RFSE data is most.helpfu] in definingvthe shapes of the
larger FS pieces, but is hard to obtain and interpret for the ellipsoids
énd lenses, where the RFSE signais lie close together in magnetic field
value, and are difficult to separateland follow as a function of angle.
The separation or gap between the jack and the oqtahedfél FS pieces is
estimated by Boiko gg.gl. as 2.5% of the FH'diﬁénsion, while Cleveland's
estiméte for the gap is 7%. The larger ‘gap was explained by choosing a
value of the spin-orbit parameter for Mo larger than that predicted by
Mattheiss (21) for W. The effects of spin-orbit coupling should be more
pronounced in W, where the gap is 5% (22), than in Mo.

This investigation of Mo was undertaken to provide comp]éte and ac-
curate data concerning thé,extrema] areas associated with each of the
pieces of tﬁe FS using the pulséd-field dHvA technique. The data will. be
used to obtain the FS.radif and thus clarify the discrepancy existing in

the current RFSE data, and to resolve the question about the size of the



gap between the jack and the octahedron caused by the spin-orbit inter-

action.



Il.  EXPERIMENT

A. Impulsivg Field Method
The de Haas-van Alphen effect is observed as oscillations in the
magnetizatiqn of pure metal single-crystal specimens at liéuid-He tem-
peratures in strong magnetic fields. Onsager (23) worked out a siﬁple
theory giving the frequency of dHvA oscillations by applying the Bohr-
Sommerfeld quantization rules to the motions of electrons in an applied
,magﬁetic field. The motion of electrons in k-space normal to the applied
magnetic field is quantized into orbits which enclose areas ﬁroportiona]
to the field. As the fiéld is increased, these orbits cross the Fermi
surface, depopulate, and therefore induce oscillations ip the free energy
énd the magnetic moment of the system. The frequency F for these dHvA

osci]latiéns is
F = Zne A (EF) = 104.7 ( ) A (EF) (1)

where Ao(EF) is an extremal cross-sectional'area of the Fermi surface
normal to the applied field. Experimental observations have shown fhat
the dHvVA osciilations are actually periodic in 1/B rather than 1/H.
Since the real space electron orbits have diameter$ extending over hun-
dreds of lattice spacings, it is reasonable that the-electrons should see
an'averége field B inside the sample rather than the externally applied
field H.

A detailed calculation of the amplitude dependence of the dHVA

~effect was made by Lifshitz and Kosevich (24), who applied statistical
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mechanics to a system of independent electrons in an.appliéd magnetic
field. Dingle (25) has shown that if the effect of electron scattering
due to collisions is included, the rth harmonic term is multiplied by a

factor K which is
2 * . : : .
K = exp(-2x" rm kT /enH) (2)

wh'ereATD is an effe;tiye temperature, the Dingle temperaturé, related to
the width of the Landau levels. This term is Very important in drasti-
cally reducing the total signal strength of‘the dHVvA effect in samples
which are not pure or of good crystal perfection. Such is not the case
" with our samples.

' The effect of conddéting a dHvA experiment at a finite temperature is

to cause thermal damping of the oscilliations. This thermal damping factor

Ir is given for the rth harmonic by

X, X, -2X
Ve = STAn X = 2X_ e [1+e + 0 e o]
where, o ' (3)
‘ kT mk, T :
X = 21tr'2 B 2ft2r e, .
r h”c ehH

Xr = 3r for free electrons in a field of 50 kG and at a témperature of
"1 K. A recent article by Gold (26) includes this expression and provides
a comprehensive review of the theofetical aspects of the dHvA effect and
the additional experimental techniques possible.

In this study dHvA oscillations in Mo were observea using the im-

pulsive field method developed by Shoenberg (27) in 1957. Since the basic
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impulsive field apparatus was essentially'the same as that used‘by
Anderson (28), and Panousis (29), only a brief summary will be included
here.. |

A single-crystal specimen of high-purity material was immersed in a
dewar of liquid He, which was designed so. that the sample was situated in-
side the centér of a solenoid. This entire assembly was contained in a

dewar of tiquid N, for cooling. A block diagram of the experimental

2
circuitry is shown in Figdre L4, A bank of capacitors with 5040 mfd

total capacitance was charged to a maximum of 2400 volts. Discharging
these capacitors tHrough the solenoid produced a peak field of about 180
kG with a pulse time of 21 ms. This time-varying magnetic field induced

a Qoltage proportional to dM/dt = (dM/dH)/(dH/dt) in a pickup coil
sﬁrrounding the sample. The magnetic field values were determined from
the voltage readings across a 0.01 standard resistor. Both the field
values and the pickup coil voltage were somet imes monitored through the
use of a dual-beam oscilloscope and Polaroid pictures taken of this
output.for perménent bictorial data storage. The pickub coil voltage was
also displayea on a Hughés Model 104 Memo-scope storage oscilloscope as

a monitor of signal quality and strength for each pulse. Both the pickup
coil voltage and the voltage from the standard resistor were appropriately
amplified, converted from analog to digital signals and stored in a small -
memory for']ate( feadout onto punched paper tape.

| The pickup coil consisted of 2000 turns of No. 50 insulated copper
wire followed by l% layers of ciéarette paper and about 860 turns wound

in a reverse manner. The final number of reverse turns was adjusted so
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that the '"bucked' cbi] would not_be'able t§ detect;fhe‘hﬁffsém field
produced by the pulse solenoid, but would be able to pick up the changes
in the maghetizafion of the sample residing inside. Since.it is difficult
to determine the exact number of turns‘necéssary to compfetely “buck!! the
~uniform time=-varying field, a few turns of wire connected to an addi- |
tional pair of leads from the top of the sample holder provided a signal
which could be used to eliminate most of the remaining 24 Hz signal from
the main fié]d. These turns will be referred to fater as the ”bucking
coil.'" Otherwise the divA signal appears as a ripple ridfnélon an

approximate one-half sine wave pulse coming from the solenoid.

B. Sample Preparation

The single-crystal samples used in this investigation were spark-cut
from the same single-crystal réd of Mo from which Cleveland obtained
samples for his. RFSE experiment (19). The rod, purchased. from Westinghouse
Lamﬁ Division,~has.a residual resistance ratio (RBOOK/RQ.ZK) of 5000 as
determined by use of the eddy-current decay method (30). Two sampies for
_this investigation were cut in the form of long, thin square bars -=- |
one withva {100) Crysta]lographic axis parallel to the length of the bar
and the other with a {110) difection as thé long axis. These samples were
electro-polished to a diameter of 0.5 mm and a length of 5 mm, using a 6%
solution of perchloric acid in methanol cooled with a mixture of dry ice
and acetone.

A sample was mounted in a pickup coil housed in the drive wheel of
the sample holder designed by Panousis and shown in Figure 5. The drive~

wheel assembly was detached from the drive-shaft assembly by disconnecting
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L

the 8-pin Amphenol connectors and was mounted in a jig capable of keeping
the plane of rotation of the drive wheel parallel to a Po]arpid X=ray
camera used for checking the orientation of_the sample. The x-ray beam
entered a small hole in the wheel parallel to its axle and struck the tip
of the sample which slightly protruded out of the end of the pickup coil.
Thé Laue'béck-scatter diffraction pattern obtained enabled us to détermine
the plane ofirotation of the sample to within ]O of a chosen crystallo-

gréphic direction.

C. Methdd of Obtaining Data

To obtafn all of the frequency data possible from the sample, one
would iike to have some way of being able to discriminate against some fre-
quencies while enhancing others. Then a higher amplitude signal from a
given set of ffequencies would enable a more accurate detérmination of the
frequencies involved. Such discrimination is possible by exploiting the.
effects of the thermal damping term expressed in Equation 3. One data
run for each orientation_piane with a given sample was made at a tempera-
ture of 4.2 K using a peak field of 90 kG. This mode of operation enhanced
the amplitudes.of frequencies arising from fhe lenses and the ellipsoids.
A second data run fo} each plane and sample was made at 1.2 K qsing a peék
fie]d of 170 kG. At this temperature and. higher field the frequencies
associated with the larger and/or higher effective mass orbits arising
from‘the electron jack and the hole octahedron were brought out.

To contribute to the dHvA effect, electrons must complete one or
several orbits in the real space of the crystal lattice. The size of the

orbit is inversely related to the magnetic field strehgth. As the
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magnetic field increases, more possible orbits begin having path lengths
on the order of the mean free path X\, which is dictated by the sample
purity ;s well as the temperature. Electrons Which‘can complete an

orbit contribute to the dHvA effect rather than being randomly scattered.
The size of the orEit also depends upon the possible momentum states for
the given electron as dictatea by its position very near the FS in momen-
tum space, and the direction of the applied.magnetic field. Increased
témperéture-causes the FS to become less sharply defined and increases the
probability'that the electron will be scattered onto a new path. The
effective mass is a measure of the curvature of the.particu]ar orbit,’and
tells how easily the electron will be able to t?averse the path that it is
prescribed to follow. Temperéfure, effective mass and field strength all
appear in the thermal damping term.

"At 4.2 K and 90 kG peak field the total signal strength from the
pickup coil was such that a gain of around 500 was needed to provide the
+ 5 volts maximum signél to the analog-to-digital converter (ADC). A
solid-state amplifier built by the Ames Laboratory Instrumentation Group
especially for the dHvA investigation in lutetium by this author was
satisfactory for this signal level. This amplifier, giving linear re-
sponse from 1 kHz-100 kHz, provided a low-noise output except near its
maxiﬁum gain of 50,000. Although the amplifier was non-linear at 24 Hz,
the signal at fhis freqdency due to the pulse solenoid was rejected by
using the *‘bucking coil" mentioned in Section |]-A. ‘The "bucking coil*
siénal was reduced by a Dekatran transformer and fed to the first-stage

differential amplifier in such a manner as to subtract out most of the
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remaining puise solenoid field which was detected along with the desired
dHvA signal by the pickup coil, which was the other input to the same
diffefential amplifier. Through the use of this complete amplifier we
have provided a good widé;band dHvA .signal of + 5 volts maximum as input
tolthe ADC.without Qsing.any e]ectrénic or static filtering which could
introduce noise.

At 1.2 K and the higHer peak field the increased s?gnal strength
overloaded the stages ahead of the gain control on the amplifier mentiohed.
above, so an olaer system was substituted. Here the pickup coil signél
was the input to a Krohn-Hite Model 315AR electronic filter sét with a
_band-pass of 5 kHz to 100 kHz. The filter was used to eliminate the 24
Hz pulse field signal and the associated fi'ringing* of the Infrared Model
603 amplifier which followed the filter in the circuit. This amplifier, .
which had a poorer frequency responsé than the newer one, was sufficient
to provide a gain of around 80 with a rea;onab]y good signal for the ADC.

: Fof each plane of orientation of a given sample with respect to the
magnetic field, and the temperature and peak field combinations ment ioned
above, data was obtained at 20 intervals as indicated by a counter dial
connected by a set of geérs to the 1/4% brass Fod at the top of the sample
holder shown in Figure 5. .Backlash in the‘gears was eliminated by always
advancing the counter to increasing angles from the beginning of a partic-
ular data run. Although the approximate symmetry direction of the sample
for a certain dial read%ng was known and usedAto determine the anéula;
interval over which data was taken, the final choice of the symmetry

direction was made from the symmetry of the plotted frequency information
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about some particular angle.

At each particular angujar setfing the solenoid was pulsed four
times at 3 min. intervalé for low peak field or 5 min. intervals for high
peak field to allow the solenoid to reach thermal equilibrium. During two
of these pulses the trigger delay was set so tha£ the digital equipment
would sample 8 msec of data occurring before the peak field (''rising
“field') and during the othér two pulses for data occurring after the peak
field (ﬁfa]]iné fiéld”).' Each such pulse produced a set of 2008 values
for the dHVA sighal and 20 precise values for the magnetic field sampled
in equaf increments of time with a fie]d‘value taken once every 100 dHvA
signal samplings. The digital information was dumped from a small memory
onto punched paper tape.' This instrumentation is described in Reference 31.

Each data set was ané]yzed over a series of frequency ranges using
the fast-Fourier transform program listed and discussed in Appendix B.
A time constant T of 4O usec was found appropriate to correct for the time
delay iﬁtroduced by the finite inductance of the '*non-inductive*' standard
resistor, for eddy Eurrent effects, and for other effécts, including
electronics, capable of introducing a time delay. The true field H is

related to the.appareﬁt (measured) field H' (see Reference 31) by
H=H' -1 (dHzdt) . (&)

This correction prbduced dHvA results that were the same for both "'rising
field' and ""falling field' data. Corresponding frequencies from each of
the four data sets obtained at a given angle were averaged together to

produce a single value which could be plotted on graphs of the data.
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The number of degrees between symmetry points of the plotted rawl
data disagreed slightly with the dial readings of the sample holder.
Since the synthane rod of the sémp]e holder (Figure 5) had a 14 tooth
bevel gear which meshed into the 36 teeth of the drive wheel, the small
number of teeth (whichwere cut as precisely as possible) could be a source
of error in knowing the angle at which the data was taken. To correct for
this error, the following procedure was adopted. The pulse solenoid was
driven by a low-frequency osci]]ator run at maximum power.i A lock=-in
detector.and digital voltmeter measured the pickup coil voltage as a
function of angle determined by the dial reading. The resulting cosine-
like dependence of the voltage of the pickup coil in a uniform magnetic
field was plotted along with a perfect cosine wave. The engaging of in-
dividual teeth as the angle was changed was visible on the plot. A table
of actual angle for a given dial reading was constructed and these angle
corrections applied to all the data. Such corrections are meaningful only
if the shaft engaged the wheel at the same place for a given dial setting
each time the sample holder was assembled, which was the case for this
entire investigation. |

Pulse solenoid G, used for all of.the data presented here, was cali-
brated using the divA effect itself to make a dynamic calibration of the
entire apparatus. The [111] frequency of the v oscillation in tungsten,
determined by 0'Sullivan and Schirber (32) to be 98.8 + 0.2 MG with the
aid of NMR measurements of quasi-static fields, was used as the frequéncy

standard. The field constant determined in this way was

K= 135.68 + 0.3 G/amp .
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This constant can be compared with one determined by Panousis (29) for
the same solenoid, usingAlead as a standard, to be K = 134.7 i.0.3 G/amp
with a systematic error of up to 0.5% because of sample hisalignment, and
with the static calibration of the entire apparatus made earlier by
Phillips (33) which yielded a constant K = 135.6 G/amp. The static caii-
| bration and the dynamic calibration with tungsten agree within 0.1%. The
3/4% discrepancy quoted in Reference 22 seems to have been resolved by
this additional calibration run. |

' The experimental data which is presented in the following section
was subjected to the following criteria: (1) The frequency presented
should be the average of corresponding frequencies found in the four data
sets taken at that angle. (2) The frequency should be a member of a set
of frequencies which are smoothly varying in value and amplitude as a
function of angle of observation. (3) Sets of frequencies which can be
identified as 2nd or 3rd harmonics, or sums and differences of other re-

ported frequencies are omitted.

D. Frequency Results
The angu]ér dependence of the fundamental dHvA frequencies corre-
sponding to extremal cross-sectional areas of the Fermi surface of Mo are
shown 'in Figures 6 through 11. |n all of these figures the symbol (8) is
used to represent data taken with the [110] sample while the symbol (o) is
used for the [001] sample. The labels for ;he fréquency branches are
those used by Girvan et al. (22), except for the B used for ]ens frequen-

cies, which do not exist in W.
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The snly correction applied to all of the Aata was that for angle
calibration és described in Section [1-C. In Figures 6 through 9 a
symmetry direction was chosen for the correctéd data taken over an
approximately 60° range with a given sample and plane of orientation,
and.this data was folded about the chosen symmetry directiop. Wherever
the density of data asla function of angle is greater than one set of
frequencies per app}oximate two degreé interval, this folding process has
taken place.

ldHVA frequencies measured at a giQen symmetry direction should Be
identical, no matter which plane of orientation has been chosen or the
sample being used. These frequencies, listed in Table 1 along with values
determined by other experimentalists, can be compared for a given symﬁetry
direction. Any discrepancies'found are the result of misalignment of the
sample in the plane of fotation, or the precision.with which a given fre-
quency can be determinéd (usually better than 3%, except for around 1% for
low frequencies). |

Figure 6 is a semi-]ogarifhmic plot of all of the data obtained in
the (001) and (110) planes. Figures 7, 8, and 9 are linear plots of most
of the data appearing in Figure 6. The précision Qith which the samples
were oriented can be seen from several aspects of this data. The folded
data shows very little scatter as a function of angle near the [110] and
[001] symmetry directions. The scatter in the folded data at [010] in
the (001) plane is a‘function entirely of the choice of a symmetry
direction at [110], since all of the information reported in the plane

comes from the [110] sample. The scatter in the data appearing near [111]
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Table 1. Experimental values for the dHvA frequencies (in megagauss) corresponding to extremal
cross-sectional areas of the Fermi surface of Mo

(001) PLANE (170) PLANE (1T1) PLANE
Frequency Other Other Frequency Other Other Frequency Other Other
Label this result result Label this result result Label this result result
study (1g) (16) - study (15) (16) study (15) (16)
[010] direction ' [001] direction
B 65.19+ .03 5.15 5.21 B 5.18 + .03 5.17 5.33
B 8.21 + .04 7.92 8. 23 8 8.25 + .0k 8.00 8.53
o 11.73 + .05 11.78 o 11.73 * .05 12. 30
p 22.7 + .1 23.0 p 22.7 + .1 23.0
p 29.9+ 31.2 p 29.9 + .1 31.1
n 31.65 + .1 : T 31.63 + .1
vV 150.3 + .& v 150.5 + .5
T 231+ 3 T 232 % 3
[110] direction T110) direction [(110] direction
B 5.12 +-.02 5.08 B 5.12 + .02 5.03 L,9s5 £ 5.10+ .1 5.04
B 5.75 + .02 5.70 5.76 B 5.76 + .03 5.63 5.65 g 5.74% .1 5.75
p o 25.1 + .1 : 26.18 p 25.1 + .1 24,2 25.76 P 25.0 + .2>25 8
P 26.3+ .1 27.96 p 26,3+ . 29.5 P 263+ .2 .
o 32.4+ .1 32.25 o  32.35+ .1 30. g 32.4+ .2
T 33.4 % .15 34.0 o 33.4% . 33.5+ .2
p 36.4+ T 40.1 p 36.45+ .1 38.5 p 36.b+ .2
W —-—- 4 =-- w 76.0 + .4 o 75.6 + .4
v 13.2+ .h4 Y 3.4+ .4 v F13.2+ .4
¢ 158.0% 1.0 b 158.7% 1.0 b 158 % 1.5
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[112] direction [121] direction

5.27 + .03 B 5.28+ .1 5.28
6.04 + .0L B 598+ .1 5.97
22.9 + .1 "p 23.0 + .15
25.4 + .1 P 25.2+ .3
25.7 + .1 P 261 + b
26.3 + .3 o 27.6 + .L
31.7+ .1 p 31.7% .2
33.3+ .1 n 33.6+ .3
90.5 + .4 g 89.0+ 1.0
109.5 + .4 v 108.2 + 1.0

[111] direction

5.41 + .03 5.37 5,45
2b.0+ .1 24,45
30.2 + .1 30.9
35.2 % .2 36.4
35.4 4+ .2

84.7 + .4

103.5 + .4 108.6

8¢
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i

in the (ITO) plane, where the data has come frém bbth samples, is a
méasure of éur ability (1) to place each of the two samples in the (110)
plane, (2) to apply the same angle correction for a.given dial reading.on
the sample holder, and (3) to pick a symmetry direction-for the folded
data at 0° and 90°. Gnce these three éhjngs have been done, there are no
additional variables at our disposal to enable us to do a better job of
makfng the data from these two samp]es overlap.

in Figure 6 the frequency branches labelled p arise from-orbits
around the 6 electron lenses situated at each of-the symmetry points A in =
the Brillouin zone. The p branches arise from the orbits associated with
the 12 éllipsoids situated at the symﬁetry points N. The single frequency
branch v comes from orbits around the 6 equivalent octahedra located at
the points H. | | |

The rest of the orbits can be identified with the electron jack at T
in the center of the zone. The frequency branchés n and o correspond to
orbits around the balls and necks respectively. The T frequency branch
arises from a ;entralIOFSit around four balls of the jack. The w fre-
quency branch, due to aunon-centré] orbit containing part of two adjacent
batls and the body between them, is shown in the (ITb) plane in Figures 6
and 9 and shOQId also appear in the (001) plane at [JIO] and exhibit some
angular dépendence. Although this frequency branch probably existed in
the raw data, it could not be sorted out from the pattern of 2nd and 3rd
harmonics arising from data in the 25-40 MG range, and was therefore
omitted. The two data points between 7]0 and 73o which look 1like they

could be part of the § frequency branch actually belong to the end of the
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w frequency branch, as determined by comparison of their amplitudes with
those of nearby data points in the two branches. Then the unlabelled
frequency branch thch appears at angles between the £ and @ frequency
branches can be explained as arising from a non-central orbit probably
encompassing tHe body and one ball of the jack as an intermediate between
the € ffequencies coming from orbits around the body of the jack, and the’
@ frequencies:coming from an orbit encompassing two of the bélls and thg
body between them.

Data for the (]T]) plane is shown in Iinear‘plots in Figures 10 and
11. Note the break in the frequency scale in Figure 10. The right half
of this figure is missing soﬁe data because data was taken over a shorter
angular range at high field for this plane. The angular scale shown with
tick marks every 10° was that used in determining a symmetry direction for
three frequency branches chosen for use in inversion of ellipsoid and
octahedron data (see Sections |11-B and |11-C). It is obvious that this
data doe§ not have the'symmetry which it should, and therefore, the data
has not been folded about the symmetry direction. However, this plane is
extremely sensitive to small misalignments of the sample. If the sample
‘is only ]vout of the (111) plane, the four frequenéies which should all
cross at 25.1 MG'at exactly [110] will not cross there, but will be
shifted. The new crossing point for those frequency branches lying en-
tirely between 24 and 27 MG in this plane can be greater than 10° from
4[]]0]. These three frequéncy branches in the data exhibit the most devia-
tion from the expected symmetry pattern. Notice also the 2° uncertainty

in the exact position for the [110] direction. A second attempt to
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orient the sample in this plane resulted in data almost identical to

that presenfed here. We estimate that an alignment error of less than 1°
can account for the gymmetry problems shown by this plane, énd use this
~fact along with the success of our data in the other two orientation planes

to determine the uncertainty of the plane of orientation of a sample with

respect to the magnetic field as 1° or less.
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I11. DISCUSSION OF THE RESULTS

A. Géneral Considerations

The experimental information about the FS of a metal obtained
through the detection of the dHvA frequencies is in terms of extreﬁal
éfoés-sectiona] areas of the FS normal-to_the applied magnetic field
(Equation 1). The FS‘information that one would really like to see would
be the specification of the radius vector to any point that lies on the
surface. Such information would constitute a complete geometric de-
scfiptionAof the Fermi surface.

A quick qualitativé comparison of the Ferﬁi surfaces of W and Mo can
be made through the use of ngure 12. The plot exhibits the Mo data from
Figure 6 as solid lines and the W data of Girvan et al. (22) as. dashed
lines. The band structures for these metals are similar, so qualitatively
similar Fermi surfaces ére to be expected, excépt that W does not have
lenses. AThe octahedra of both metals compare rather closely in size. 'The
electron jack of Mo is quite a bit larger in body, ball and neck dimensions
than in W. The lenses in Mo add a small contribution to_the volume of the
total electron FS pieces. The hole ellipsoids are much larger in Mo than
inW, which is 'to be expected if the hole volume is to exactly compensate
for the increased e]ectroh‘jack vo lume énd the volume due to the ‘lenses.
Remember that for each of these compensated metals tBe volumes of the
electron FS pieces must equal the volumes of the hole FS pieces.

There are.ét least three ways of relating FS dimensions to the dHVA
data. (1) An accurate band structure calculation for Mo could be done

from which FS radii can be obtained. The intersection of a plane with
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2004

Figure 12. Comparison of the.de Haas-van Alphen frequencies of mo 1 ybdenum
and tungsten. The solid lines indicate molybdenum data from
this study. The dashed lines indicate tungsten data from

Reference 22
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these radii can be integrated to determine the extremal areas one would
expect tolsee in a dHvA experimenf. The calculated areas can be combared
with the experimental data and conclus}ons draQn about the accuracy of the
band structure calculation and about how ¢onsis£ent the data really ig.
(2) The FS areas cou]d be converted into FS radii by some inversion tech-
nique5 The hole ellipsoids at N and the hole octahedron at H satisfy the
requirements needed to invert the dHvA data to obtain FS radii by using
computer programs (34) implementing. the Mueller invgrsion scheme (35).
These requirements for a unique inversion are that the surface must:

"(a) be closed, (b) have a center of inversion symmetry, and (c) have a
unique radiusAvector from that center. The lenses and jack fail require-
ments (b) and (c) respectively. (3) Simple or éomplex geometrical models
can be devised at the’appfopriate symmetry point and used to predict ex-
perimental extremal cross-sectional areas. Sometimes the models can be
revised until the de;ired accuracy of fit to the data is obtained.

An accurate band structure éé]cu]ation has not yet been done nor has
anyone predicted the dHvA frequencies as a function of magnetic field
direction, except for symmetry directions. The APW calculations of
Loucks (4) show qualitative agreement with the Lomer model for Mo, but
the numerical results are questionable (see Section |), so we will not
compare our results with theoretical numbers.

The inversion scheme programs (34) will be used for the octahedra
and the ellipsoids, but can not he used on the lenses and jack. The
difficulties encountered in applying the inversion scheme and the criteria

for picking the number of coefficients to use in the expansion will be
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discussed shortly.

The 11 parameters of the fairly cémp]gx geometrical model for the W
jack (Sée Reference 22) were adjusted in an attempt to fit the Mo data. A
program QSed to generaté this model was obtained from Dr. R. F. Girvan
(36). While a few of the parameters could be successfully chosen to fft
data coming from the body of fhe jack, no complete set was found that
would even come within 5% of all the data points available at high symmetry
directions. The choosing of the parameters is done by hand, since the
equation is highly non-linear and the data are compared to integrals of
the equation. This is not to say that a better set of 11 parameters does
not exist, but the likelihood of finding this better set is quite éma]].
Therefore, we sha]l.attempt to use only very simple geometrica] models to
deterﬁine the dimensiohs‘of the jack and compare these with the results of
other experiments.

A significant error exists in the Appendix B of Reference 34 contain-

ing the inversion programs. The Kubic Harmonic Expansion Coefficients,

necessary for use with the 0h group ipversion programs, has the Ieading

two columns of each page missing. These columns should contain Ysign*
information about several of the numbers in the table. The first coeffi-
cient in the table also has the digit 1" dropﬁed, which is necessary to
obtain any results at ajl from programs using this information. A partial
list of these coefficients in Reference 37 was.used in detecting this error
and the complete ]ist’of correct values was later obtained from the program
authors. One parameter, the cone angle, must be set at or near 90.0°

o . . . .
rather than at 07, which one might try as a first guess, since no ''usual”
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Qalue is quoted to guide the user of the programs.

The symmetry at N is such that eight freqdency braﬁches for the
e]lipsoids aré'obtained from data taken in only the (001) and (110) blanes.
The number of expansion coefficients uniquely determined by the data
supp]ied to thé inversion program is related not on]y'to the number of
data points, but also to the angular position at which the points are
taken. Choosing to take data.on]y in planes of high symmétry does place
a limit on the number of coefficients which should be used for inversion.
A‘general fee]ing for this limit develops as attempts are made to deter-
mine incréasiﬁg]y larger number of coefficients. For the octahedron at
H, the full cubic symmetry 0h applied. Here data taken in only tﬁe (001)
and (170) planes can not yield unique coefficients whose £ value is
greater than 18 (1i-terms) (see Reference 37). Including additional data
from'the,(lii) p]ané shoﬁld increase thié number of terms somewhat. The
number of coefficients used in the finé] fit for each surface was deter-
mihed by the lésser‘of the ma*imum number obtainable and the point at which
addition of more coefficients would yield ﬁo further reduction in the

standard deviation of the data from that predicted by the inversion scheme.

B. Hole Octahedron at' H
The data relating to the octahedron, labelled v in Figure 6, from all
three planes was used with the inversion scheme for the OF symmetry group
t6 obtain the FS.radii for this piece of the total surface. The symmetry
directions chosen for the (111) plane are those which are shown in Figure

10.

A plot of the normalized frequency difference (in percent)
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AF = 100 (F. )/

inversion Fdata

(5)

FAata‘
as a function of angle and 4 value is shown in Figure 13. The frequencies
from the dHvA data were interolated to integer angles for compérison with
the integer angle output of inversion frequencies. The inversion scheme
fit all of‘the data within 0.8%:and mos t qf the structure in this curve
can probably be attributed to the ;éatter in the input dHvA freduencies,
rather than to the errors in fitting by the inversion program.

As indicated in Section |{1-A, @ = 18 with 11 coefficients is the
highest unique fit for data from only the (001) and (110) planes. Using
the radii-&etermined from an £ = 18 fit using data from all three plaﬁes
as a standard, we compare the radii obtained for higher values of &.' A

plot of these radii differences (in percent)

AR = Jdo(R (6)

L = 20,22, or 24~ Rp = 180 /Ry _ 18

as a function of angle is shown in Figure 4. We notice that none of the
radii have changed by more than + 2% as the £ value has been increased.
From the number of peaks and valleys in the 4 = 2L curve, we gather that
‘the fit is probably sensitive to large changes in radii (surfaces of high
curvature) oﬁly for cﬁanges occurring over angular intervals of abpr0xi-
mately 100 or more.

The cross sections of the octahedron pieces of the FS for the (001),
(lTb), (171) and (172) planes are shown in Figures 15 and 16 for the
4 = 24 fit involving 19 coefficients. The 19 coefficients are listed in

Appendix A. The £ = 24 fit was chosen as the cut-off point where using
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additionatl coefficients would not further reduce thg standard deviation
of the input data from tHat’predicted by the inversion scheme. In the
(170) plane in Figure 15; the RFSE caliper dimensions of Boiko et al. (18)
have been ﬁiqtted direcfly, while the dimensions obtained by Cleveland
(19) and Cleveland and Stanford (20) have been multiplied by 1.05 before
plotting. In the (170) plane the RFSE calipers for this piece of the FS
are also the FS radii; except for angles nearASOO, where the calipers
would not be able to measure the slight dimple in the surface near these
angies, and would, therefore, yield larger values than those of a plot of
radii; At the [001] direction the RFSE measurement is probably more
accurate than the radii indicated by the inversion scheme, since the sur-
face has high curvature near this direction.

Radii obtained from inversion of the dHvA data for the octahedron

are tabulated for'major symmetry directions in Table 2. The volume

Table 2. Radii for the hole octahedra in units of (2x/a)

Direction Inversion Others
' scheme
radii Boiko et al. Clevetland
& Stanford
(18) (20)
(100) .4o7 .395 .376
{110y . 304 .30. . 290
R o .24 . 255 . 238

(112 ' .262 .27 .253
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calculated using the inversion coefficiehts.in a suitable program from

3

Reference 34 was found to be 0.90 A"’ This compares with 0-90‘A-3<3btained

by Boiko et al. (18) and 0.95 A-B estimated by Sparlin aﬁd.Marcus.(l6).

From this comparison with RFSE data we would agree with the measure-
ments of 6ctahedron radii by Boiko et al. fo within errors of the experi-
ments. Our plots of radii are probably accurate to + 1%, except near. the
[001] direction, where the errors are ﬁrobab]y closer to + 2%.

The RFSE octahedron dimensions reported by Cleveland and Stanford (20)
for the (110) plane were integrated by computer ;nd yielded an area of
0.98 + 0.02 A-z. When these dimensions wére increased by 1.05, the re-
5q]fing area matched the ].083 + .01 A-Z cross-sectidna]‘area for this
direction obtained in the present experiment. From the manner in which
these RFSE dimensions,'plotted in ngure 15 after being muitiplied by
1.05, compare with this studf and Qith the RFSE calipers of Boiko et.al.,
it would appear that the work of C]eve]énd and Stanford was subject to a
systématic error 6f 5%; In Reference 20 they are aware that their results
do not'égree with those of other invéstigators and have considered in de-
tail the sources of error in thefr experimeét.. Their investigation was
‘thorough and does not contain obvious weaknesses. Using samples cut from
the same sing]e-crystal.rod, we present experimentél data which dfsagrees

with their:work, but must conclude as they did concerning their work

that '"the reasons for the disagreement are at present unknown.'' (20).

C. Hole Ellipsoids at N
A1l of the data labelled p in Figure 6 comes from the hole ellipsoids

at N. These frequency branches, four from the (001) plane and four from
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the (170) piane, were used as input to the inversion scheme for the
vy (DZh) symmetry group along with the two frequency branches from the UTI)R
plane which are the.most insensitive to small érrérs in sample orientation.
These ]attér two were the branches connecting thé 31.7 MG frequency at
the {112) direcfioﬁs with either~£he.36.4 MG or 25.0 MG frequencies at
the [110] directionfas shown in Figure 10 with the choiée of symmetry
direcfibné as indicated on that figure.
Thefé are 12 symmetry points N in the Brillouin zone in Figure 1,
and generéily Six frequency contributfons to:the deAleffect for an
éfbitrary maénetic field direction from a FS piece appropriately situated
. at equivalent pairs of these poihts, but we must concentrate on a single
point N in order to obtain results from fhe inversion scheme. The pro-
blem can be viewed as dne in whicH we place an ellipse with axes a, b, and
c along three coordinate directions kx, ky’ and kZ with point N at (0,0,0)
and act as if the four frequency branches from the (001) plane had actually
come from four separate planes of observation on the single ellipse, and
siﬁilar]y for any other‘experimental plane of observation. As a checkAon
the data assignments made, computed dHvA data genérated from a perfeét
ellipsoid were fed into the inversion scheme and cHegked with the areas
calculated by the inversion scheme. The appropriéfé choiée of spherical
mapping coefficients could also be determined with this ideal data. |
IThe three principa{ cross sections for the ellipsoid pieces situated
at symmetry paints N are shown in Figure 17 with different plotting symbols
for each of the cross sections. The solid curves are plots of perfect

ellipses having major and minor axes identical to those obtained from the
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inversion scheme for the ¢ = 16 fit involving 45 cqefficienfs. These‘hS
coefficients along with the two spherical mapping parameters, ALPHA and
GAMMA, are listed in Appendix A. The ¢ = 16 fit'was.the highest-drder fit
that could be obtained and was chosen because the sténdard deviation of
the input data from that predicted by the inversion schehe was lower than
" that of any other fit obtained for a lower 4 value.

Vaiues for the three semi-axes of the ellipsoids at N as found with
the fnvefsiqn'scheme are listed in Table 3. Since it is impossible to
decide upon the assignment of semi-axes to the NH and NI directions from
the dHvA data, we assume that the shortest semi-axis is along NH, which
is consistent with the FS calculations for Mo by Loucks (k). The volume
calculated using the inversion .coefficients in a suitable program from
Reference 34 was found to be 0.61k4 ﬁ-3 for 6 hote ellipsoids. This com-

pares with 0.6] 473 obtained by Boike et al. (18) and 0.71 i3

obtained by

Sparlin and Marcus (16).

-1

Table 3. Values in A for the semi-axes of the hole ellipsoids at N

Direction Inversion - Estimated Other investigations

scheme from
radii three Boiko et al. Cleveland Sparlin
areas ' & Stanford & Marcus
(18) (20) . (16)
NP 0.365 0. 358 0.38 0. 35 0.39 + .01
NT 0.325 0.310 0.29 0.32 ° 0.30 + .01l

NH 0.216 0.223 0.22 0.20 0.23 + .01
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The column labelled 'estimated from thrée areas* in Table 3 contains
semi-axes as calculated from the frequencies (and corresponding areas)
which exhibit the condition that dF/de = 0 at (110) orA {100} directions.
These three frequencies correspond to the extremal cross sections mab,
nbc, mac for a perfect ellipsoid at N. The semi-axes a, b, and ¢ calcu-
Iated in fhis manner can only be aé gooa as the approximation that the
actual surface is a perfect ellipse. As we can see from Figure 17, the
largest cross secfion has some places which are flatter fhan the perfect
ellipse with same semi-axes, so we Qould expect semi-axes estimated in
this ﬁanner to differ from those determined by the inversion scheme. The

inversion scheme radii for this surface should be accurate to about 1%.

D. Electron Lenses at A

Data related to the electron lensés at symmetry point A'along TH in
the Bril]puin zone cannot be inverted by Mueller's inversion scheme,
since this point does not bossess inversion symmetry. The physical
significance of this'fact is that dHvA experiments cannot proyide enough
information about this surface to specify a unique surface consistent with
thé'rcquired Chv gymmetry. If an additional condition is imposed that
the surface has a mirror .plane whose normal is parallel to I'H, the point
has: now been gjven the Duh symmetry, which satisfie; inversion theorem
requirements, and enablés use of the Mueller inversion scheme or use of
a geometrical model with the additional symmetry. However, we may only
obtain a possible substitute for the actual surface when we impose this
additional requirement to obtain a unique fit to the data. |t is possi-

bie, but rather unlikely, that the real FS exhibits this mirror symmetry.
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The condition of four-fold symmetry in a plane whose normal is
parallel to I'H for the point A and the almost zero s lope of the lowest
frequency branch of the experimental data for the (001) plane (see
Figure 7) can be combined to suggést that the lenses are very nearly
ciréular with.radius r in a cross sectibn whose normal is parallel to fH.
The dHvA data about the lens' cross section having a dimension d along
I'H as an axis and the lens' radius r as the other axis is not sufficient
to specify the distance & between the center of the plane of the circular
cross section and thé center of the I'H dimension.. |t can be shown by
simple geometrical argﬁments that two differgnt cross sections with iden-
tical values for r and cross-sectional areas, but differing in values of
a and d should be distinguishable because of differing caliper dimensions
for the same angle of observation.

This effect is probably only noticeable as a L4-5% difference in
caliper dimenéions, unless the lenses are highly asymmetrical. .In other
words, the RFSE might be.able to distinguish between symmetrical and
asymmetrical models which could both agree with the dHvA results. How-
ever, uﬁless the RFSE data is very accurate, probably better than 1%, the
amount of asymmetry along the I'H direction coﬁld not be determined
quantitatively. Such accuracy can not be expected from RFSE orbits
yieldiné small caliper dimensiqns, since these resonances are detected at
low magnetic field strengths, whgre w_T is low and the RFSE line shapes
are broad. Another resulit of the geometrical arguments is that while the
distance a.can vary quite widely, the I'H dimension for the lens remains

reasonably constant, as does the volume of the FS.
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For the above reasoﬁs, we will use the five frequency branches for
the (001) and (110) planes shown in Figure 7 asAihput to-the inversion
-scheme for'the th symmetry group. As with the ellipsoids discussed in
Section ]11-C, we pick one lens and place it at the o;igin of our in-
version k-sbace énd use all-of the data as if it had been taken from five
different planes of observation. THe program was checkéd with perfect
ellipsoids of revolution and the spherical mabping parameter was also
determined from this ideal data.

The th principal cross gections for the lens pieces situated‘at
symmetry. points A are sthn in Figure 18, subject to the additioﬁa]
symmetry fequirement necessary for inversion of the data. The results
obtained from the inversion scheme for the £ = 16 fit involving 25 coeffi-
cients? which are listed along with the spherical mapping parameter GAMMA
in Appeﬁdix A, came from the highest order fit that could be obtained.

Values for the radii as found with this fit are listed in Table k.

Table 4. Vvalues in ﬂ-] for the radii of the electron lenses at A

Direction Inversion Other investigations
scheme
radii Boiko et al. Brandt & Rayne
(18) (15)

For ~ circular
cross section:

parallel to {100) . 162 . 155 .16

paraliel to (110) . 155

Total TH dimension .222° .22 .22
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o°

90°

Figure 18. Cross sections of the electron lens Fermi surface at A assuming
a higher Dy}, symmetry. For the nearly c(i)rcu]ar cross section,
the plane has normal direction I'H, and 0~ and 90° are parallel
to {100) directions
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The volume calculated using the inversion coeffiicients in a suitable pro-
'gfam from Reference 34 was found to be 0.057 ﬁ-3 for 6 lenses. This com-
A 3 ‘

pares with a volume of 0.060 A obtained by Leaver and Myers (]7).

E. Electron Jack at T

An accurate model for the electron jack surface is the most difficuit
to extract from the dHvA data of extremal cross-sectional a}eas. The data
can notibe inverfed by using the Mueller inversion scheme because some
radius vectorsbto points on the gurface are multi-valued. There is no
way to accurately detérﬁine the position of the center of the ball
Aconnected_to the body portion of the jack. |In Section |l1-B we have seen
that the RFSE data of Boiko et al. (]8) agree quite closely with the
radii obtained from inversion of the octahedron dHvA data. Their RFSE
data QiIT be used to supply some very valuable jack radii, buF only at
those angles where there is good reason to believe that the caliper
dimensions obtained in the RFSE éxperiment are actually radii. The claim
made by Boiko et al. (18) that “upon rotation of the magnetic field rela-
tive to the crysfa]lograpﬁic directions in the (IIO) plane, the lines of
the experimehtal points f}om the extremal orbits of fhe electron 'jack!
will give directly the section of this surface with the (110) plane' is
not true for tﬁe entire jétk cross section in this plane. |In particular
the line i of the data of Boiko et al. (18), shown as plotted points in
Figure 19, can be coincidenf with 'the actual radius vector only at the
[001] direction. At any ofher angular position for this line, the RFSE

measures caliper dimensions, and must be interpreted as such. |t is easy

to fall into the trap of eqﬁating caliper dimensions with radii for
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[110]

(ITO) plane cross section for the electron jack Fermi surface
at I'. The solid and open circle data points and their labels
are RFSE results of Boiko et al. (18). The + data point at

19° from [001] and the solid Tine construction are described
in the text
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sﬁrfaces whose curvature aqd symmetry does not allow<sﬁch a statement

to be true. |In general extreme care should be exercised when choosing
the RFSE caliﬁers which also have the property of Seing FS.radif.

In the following paFagraphs the rational for thé particular (110) and

(001) cross sections for the electron jack as shown in Figures 19 and 20
will be presented. First some‘faﬁts obtained directly from our data
should be noted. In Section 111-D we saw that the e]éctron lenses are
very nearly circular. Since the lenses lie in the neck portioh of the
jack and the lens and neck cross sections are comparable in size, it is
'reasonable to assume that the necks are also very nearly circular. From
the value of 11.7 MG at the <]00> directions for the neck orbit labelled
g in Figure 6, we obtain a radius of 0.19 A-] for a circular neck cross
section. Looking at the (170) plane for the ball orbit labelled x in
Figufe 6, we see values of 31.63 MG at [001], 33.4 MG at [110], and 35.4
MG at [111]. We also note,that the neck cross section is 32.4 MG at
(110]. Assuming a rather.spherica] shabe for the bail, and a circular
cross section for the [001] direction, we calculate a radius 6f,.3]0 ﬁ_]
for the ba]l. The angles at. which the body orbit labelled € in Figure 6
disappear in the (]TO) plane can help to define.the neck dimensions. At
a magneéic fie]d'directioﬁ of 19 + %O from [110] the neck interferes with
the completion of the body orbit, and the orbit is no longer possible.
This corresponds to the‘loss of RFSE signals at 21 + 2° from a {100)
direction reported by Cleveland and Stanford (20), and at 21 + 3o from a

(100> direction reported by Boiko et al. (18). Note that RFSE data are

plotted as caliper dimensions for given directions and are obtained with
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(OOI) PLANE

<}

4 1

Figure 20. (001) plane cross section for the electron jack Fermi surface
at ' The open circle is-a data point from Reference 18. The
+ data points and the solid line construction are described in
the text
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fields applied perpendicular to the given direction and to the plane of
the sample. At a magnetic field direction of 27 + 2° from t]OO], the
orbit around the body changes into an orbit which encompésses all four
ballg. A loss of RFSE signals at 29 + 2° from a {110) direction was re-
ported by Cleveland and Stanford, and at 24 + 3° from a (110) direction

by Boiko et al.

In Figure 19 for the (170) - plane we assume the RFSE calipers of
- Boiko et al. at [001] and [110] are radii, as well as those arising from
the body of the jack, labelled g. The radii are 1.16 A-] at [001] and

.52 &7

at [110]. We extrapolate an additional data point + for the body
at 190 from [001] which is indicated by our data. This point also de-
fines the neck radius at 0.19 ﬁ-] for a circular neck cross sectibn. A
cohpletely spherical ball is shown dashed in along with a straight line
to conhect the neék to the béll, and a gently curved solid line is drawn
connecting the body data with the data point at [110]. We shall return
to this figure shortly. |

We cbntinde to assume a spherical ball with circular neck and ball
cross‘sections at (100) directions for'the ball and neck drawn‘in Figure
20 for the (001) plane. The RFSE data point at (110] is included and a
slightly curved tine is drawn to connect the necks with this point. The
body is slightly concave at tllO] in this.plane,.which agrees with the
observation of two neck frequencies near 32.4 MG at small angles away
from [110] in the (001) plane, as shown in Figures 6 and 8. The area

computed for the model (001) plane is 2.19 A-z which compares very

favorably with 2.2].ﬂ-zfor the dHvA experimental area.
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An area integration of the (170) plane as we have constructed it
thus far yields 1.45 ﬁ-? to be compared with the deA experi mental value
of 1.51 ﬂ-z. We can improve the value for this-areg and also correct the
médel S0 that‘béth a mfnimum (neck) and max imum (ball) eross section is
observable at tﬁe [110] direﬁtion where the experimental data shows
values of 32.4 MG-and 33.4 MG by drawing the additional (solid) lines for
the ball. Theinew area for the (110) plane is 1.49 ﬁ-z. An integration
to éheck the néck and ball cross sections at [110] quantitatively is im=
pogsible tb do accurately without a complete analytical description of the
surface to be anailyzed.

A possible cross section for the (]Tl) plane is shown in Figure 21.
The radii af the (IIO) and {(112) directions are the same as indicated for
sihi]ar difections in Figures 19 and 20." The model area of 0.77 K_z can
be compared witﬁ the experimental value of 0.8] A-Z for the [111] direc-
tion. |

It is not possible to carry this simple geometrical model further or
make additional comparisons with the experimental data since the inte-
gratidns of cross-sectional areas which do not contain the centef of
symmetry for the figure and/or whose normal is not a direction of high
symmetry are possible only with an analytical model suitable for a
computer. The assdmption about fairly spherical balls is also likely to
breék down somewhat as one adjusts the model for a mére accurate fit. As
mentioned'in Section I11-A, the analytical approach was tried with no

better results than those presented above.
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Figure 21. A possible (ﬁ]) plane cross section for the electron jack
Fermi surface at I'. The open circles are data points from
Reference 18
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IV.- CONCLUSIONS

We have presented dHvA data for molybdenum which are‘accurate to
within 1% in frequency or io in angle, whichever is the largér error,
for the magnetic field rotated in the (110), (00%1) and (ITI).crystaIIOQ-
graphic planes. Two samp]es,:cut from the same single crysté] rod és-
theléample used in the RFSE workiof Cleveland and Stanford (20), were
used to obtain the dHvA data. These data were shown to be consistent in
ffequency and angular detefmihafion at the appropriate major symmetry
directions for the above-mentidngd pléhes. The data were inverted through
the use of the Muel]ef inversion theorem (35), when possible, to obtain
FS radii, and a simple geometrical model was developed for the'erectron
jack. The FS‘radif,for the (170) plgne cross se;tioh for the hole octa-
"hedron obtained from the dHvA data were shown to be consistent with:the
RFSE caliper dimensions obtained by Boiko et al. (18) for the same plane.
The geometrical mo&ej_fbr the electron jaék cross section is‘consisteﬁt
with the RFSE caliper dimension ét [001]. Since the inversion radii data
for the octahedroh are most subject to errbr at [001]), we be]ievéjthat the
'determination by Boiko et al. of the RFSE caliper dimensions, whi;h>are
radii at [001], to be correct. .These RFSE aimensions for the (100)
directions are 1.16 R-] for the jack;and 0.79 X-] for the octahedron with
;he I'H dimension as 1.999 R-J, so the gap between the jack and octahedrél
"FS pieces i§ est}mated as 2.5% of the I'H dimension, thus resorving the’
discrepancies exis;ihg in current RFSE data.

The model presented for the electron jack could probably be improved
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upon by further calculations on a complicated analytical model. However,
an accurate FS model based on band structure calculations fdr.molybdenum
would be more desirable. Such a calculation has yet to be compietéd by

band theorists.
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APPENDIX A

COEFFICIENTS FROM INVERSION

HOLE OCTAHEDRON

J

RAD IUS**2
COEFFICIENTS

0.131200D0 03
0.300859D0 02
-0.1442650 01
0.940868D0 01
-0.387562D0 00
0.242699D 01
0.128054D 00
~-0.6439530-01
0.1610860 01
0.267312D 00
0.127289D 00
0.644677D 00
0.4474190 00

0.393513D 00 .

-0.1550240 00
"0.275068D 00
0.797590D0 00

. —0.1980700 00

0.187362D0 00
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SCHEME FITS

ELECTRON LENS

J

OO PHPPLNO

RADIUS*%2 -
COEFFICIENTS

0.879556D 01
0.448323D 00 -
0.634310D0 00

0.8558090-01"

-0.6553770-01

-0.3109300-01

0.9440970-01
0.1479710-01
0.253498D-02
-0.176735D0-01
-0.183491D-01
0.7383710-02
0.2611650-01
0.3209030-01
0.8243020-02
0.560084D-02
-0.8394170-02
0.350407D-02
-0.3869250-02
-0.104948D-01
0.8933950-02
0.129436D-01
-0.905301D-02
-0+953375D-02
0.1142430-01

GAMMA = 1.6078
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HOLE. ELLIPSOLD

RADIUS*%2
COEFFICIENTS

0.352814D 02
-0.8318530-02
-0.5975690 00

0.2107760 00

0.102084D 01
. 0.266903D 00

0.1247220-02
-0.6776950-01
-0.7651980-01

0.5822000-02

0.4492170-01

0.256474D-01

0.5237700-01

0.2310100-02 -

0.1784030-01
0.153280D-01
. 0.928776D-02
-0.1132440-01
0.175208D-01

0.376365D0-04

0.3534310-01
- 0.605098D-01

ALPHA
GAMMA

#

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

1.3904
0.8638

J

12
12
12
12
12
12
14
14
14
14
14
14
14
14
16
16

16 - .

16
16
16
16
16
16

RADIUS *%2
COEFFICIENTS

-0.185923D-01

~0.664974D-01"
0.146670D-01
-0.517417D-01

' -0.6018350-02

0.1268780-01
0.4813400-01
~0.622377D-02
-0.4132820-01
0.311465D-01
0.2541590-01
-0.275681D-01
-0.259616D-01
-0.178696D-01
0.1748390-01

 -0.223194D-01

-0.428694D-01
0.174048D-01
-0.747876D-02
-0.223879D0-01
-0.300702D0-01
0.3235280-01

- 0.938268D-02
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VIii.- APPENDIX B

FREQUENCY ANALYSIS PROGRAM LISTING AND DISCUSSION

This appendix describes the cqmputer prograﬁs usea to transfer and.
analyze the dHvA data. Job A334TTT, “TAPE7 TO TAPE9,’ transfers the data
from a 7-track magnetic tape produced from the punched paper tape output
created at ‘the time thé expgrimental equipment was being operated to a
9-track tape for data analysis and storage. Job B33LFFT is the program
responsible for the data analysis. Both of these listings appear after
the discussion pért of thi; appendi x.

In “TAPE7 TO TAPEY' the assembler language routine CHGTC takes the
intermixed dHvA signal and magnetic field value arrays which are input as
L096 characters in the array Y, and maps these characters in a 1:1 fashion
to a new character set which is input for the assembler language routine
TRANS. TRANS decodes the Y character array and returns an array Y con-
taining 2008 data points and an array H containing 20 values for the
magnetic field. The field values are then converted from integer values
ranging from 0 to 4095 to actual réadings in megagéuss through the use of
the constants set at the time the experiment was conducted. An.identifica-
tion card, the Y and H arrays, and the experimental constant data are
recorded on 9-track tape"as pairs of records for each data set to be read
latpf hy the data analysis program. Appropriate labels and information

‘about the magnetic field values are printed to enable one to determine
whether the data set has been converted and stored correctly. A plot of
typical data for an angle of 28.9° from [010] in the (001) plane is shown

in Figure 22. The Y array of integer values (up to + 128) of the dHVA
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Figure 22. A plot of typical dHvA data. This data was taken at 28.9° from [010] in the (001)
plane
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signal was plotted versus integer count of time in units of L4 ysec. The
H array of field values is in unitg of megagauss for the same integer
time count.

| The analysis program B334FFT used thé.fast-FOurier subroutine RHARM
from the IBM Scientific Subrouiine Package. This ana]yéis'is 10 - 60
times faster fhan the filper-periodogram‘technique described by Panousis
(29) with comparable frequency accuracy and resintioh. Figure 23 shows
a filter-pgriodogram fréquency analysis of dHvA data taken at 28.9° from
[010] in the (001) plane and shown in Figure 22. Figure 2L shows the
frequency analysis of the same data set by the fast-Fourier technique.
The peaks labelled Bl, B2, B3 are plotted as points labelled B for fre-
quencies at 28.9° from [010] in the (001) planevas shown in Figure 6. Peaks
labelled with subscripps in Figure 24 (such as (5])2) are second harmonics,
and peaks with twé freqﬁéncies (such as 7 + n) are sums and differences of
the appropriateAfundamenta] terms. Only frequencies identified as funda-
mental were plotted in Figure 6. In both Figures 23 and 24 the graphs
are compositgs of several small-range frequency scans, since each program
does its best on frequency scans of one octave or less. For pufposes of .
comparijson thé frequency ranges and selected data ranges used were identi-
cal for both analyses. The domputer time used to obtain the filter- |
perfodogram frequency results for the data set was around 35 minutes of
CPU time, while the same frequency results were obtained by B334FFT with
about 45 seconds of CPU time. From the 27 peaks identified in Figure 24
we get some feeling of the power of either analysis program to extract

many frequencies with high accuracy and resolution from a single data set.
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The intensity scales on Figures 23 and'zb should not be compared for
abéolute intensity.

© B33UFFT was written with several options to handle the most fre-
quently desired modes of data input and analysis. |t assumes that the
- data is identified by the same cards used with A334TTT to create the 9~
track data storage tape. Some named COMMON storage areas are used to
pass different variables at different stages in the ca]culatiqn and/or
used for work space to keep storage space to a minimum. The program will
run in either a (160K,32K). region or (96K,96K) region of fast-core
and bulk-core storage depending upoﬁ hpw the HIARCHY card is set up in
the LKED step of the executed procedure FORTH.

A1l reading éf tapes and cards is done in subroutine READIN. .BPASS
is equal to 0.0 for the first call of this subroutine for initialization
of graph labels and program options. A set of frequency cards is read
in and stored, a blank card is detected, followed by the first data
identification (ID) card which is read. The appropriate .data set is ob-
tained from a sequential tape and-control is returned to MAIN. Each
further call to READIN reads an 1D card and provides an additional data
set for analysis. |If a blank card is encountered, a new set of frequen-
cies, one blank card, and one ID card are again read in before control is
returned to MAIN.

Subroutine BFIELD corrects for the timé delay effects described by
Equation 4. For all of this investigation TZERO=4O usec was found appro-
priate to obtain approximately equal frequency results for both *rising

field"' and ''falling field'! data. Since molybdenum is not ferromagnetic,
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HZERO=0.0 for this work.

Subroutine FITH identifies the type of field contained in the data
as “rising" and/or ''falling'’, checks that the number of data points
associated with each identification is acceptable, and returns the code
of the type of field detected, the appropriate calculated array of up to
2008 field values, and the limits on the array.

Subroutine RANGE takes into account the fact that the amplifiers in
our apparatus are capable Qf passing time frequencies in only a certain
\éiven range (~5 - 100 kHz), and that our dHvA digital equipment is capable
of faking data at equal time intervals of 4 usec minimum (i.e., only two
points per cycle are obtained for a 125 kHz signal). Since dHvA oscilla-
tions are periodic in 1/H rather than in real time, for a given pair of
data points there is a minimum and a maximum value for possible dHvA

frequencies contained in the data, as given by the relation

' 1

AGh)
AT

time freq. = ! dHvA freq. (7)
with AT and AH computed from this pair of points and the time frequency
being one of the amplifier frequency limits. The upper amplifier limit
assures us of takingAdata at a rate of more than two points per cycle.
We have found that when data is analyzed for a given dHvA frequency using
only those data points which lie within the time frequency limitations
gi-ven above, we obtain the best analysis.

Thié subfoutine works best if the desired frequency ranges are
input in increasing order, and computes starting and stopéing counts for

analysis of the data for each of the frequency ranges it is given. The



72

routine is bypasséd by the MAIN program if the starting and stopping éount
values are overridden from data input cards.

Subroutine GENY converts a portion of the dHvA data array Y1, taken
in equal increments of time, to an expanded array Y of 16,384 data points
computed at equal increments of f/H, éince the dHvA data is periodic in
1/H rather than‘in fime,'by usihg the inverted f{e]d values in the HI
array. The number of data points used in the conversion depends upon
NSTART (1) and NSTOP(1) as usually determined by the RANGE subroutine for
the |th frequency range. Straight~line interpolation is used between data
in both the Yl_and Hl arrays and is generally a good approximation.
Trying to increase the resolution in the data by setting RES#0 on inpﬁt
cards and filling part of the large Y array with zeroes was not found to
be a satisfactory means of increasing the resolution. |t should be noted
that this mapping from real time séace to 1/H space causes time-periodic
noise signals to be transformed into random noise in 1/H space;

Subroutine QUTPUT pfovides printed output of the frequency analysis
‘and optional tape records and/or graphic display of the'results. Tape
output was used to input frequency results for computer averaging by
another program. |If the freqﬁency range desired contains more than 300
possible output frequencfes, the output }s broken down into scans which
do not overflow the output data arrays.- Subroutine PEAKS.is called by
OUTPUT to search for peaks in the frequency spectrum and to fit a second
order curve to determine the true peak frequency and its intensity.

These frequencies are listed by OUTPUT if their intensities are greater

than .005 or any value set by the override variable ALIM.
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The MAIN routine sets up the actga] frequency ranges to be analyzéd
and controls the appropfiate choices of subroutines for each pakticulér
analysis, depending on information generated from the previous analysis.
The original data set is stored and restored, if needed, by this routine.

The lBﬁisubroutine RHARM analyzes N= Z*ZM data points and returns
N+2 Eourier coefficients corresponding to the constant coefficient and
the sine and cosine coefficients on the first ZM harmonics in the equation

_o by s s ik Ky N s e
Xj =+ (bo_O) + ki](ak cos ( v )+ by sin( v )) + 2(-l) + (bN_O) . (8)
Test data run with this subroutine has led us to conclude that:

(1) RHARM is capable of determining a single sine-wave frequency to
the nearest integer k + 0.5.

(2) Resolution of frequencies less than 3 cycles apart is generally
not possible.

(3) fhe frequency determined is not extremely dependent on the shape
of a long-wave envelope containing the sine wave.

(k) The frequency determined by RHARM does not appear to depend on
the value of M, as long as the frequency determined is not
apbroaching the highest frequency capable of being determined
with a given M.

(5) Phase shifting part of a wave train with respect to another part
with identical frequency does cause severe problems in frequency
determination. Many harmonics are necessary to reproduce the

wave-form created, and the fundamental frequency in the data may
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be smeared or be lost all together.
The intensity for the kth harmonic in Equation 8 is cohputed from the Y

array of returned coefficients of RHARM by using
intensity = (a)% + ()% = (v()Z + (v(ne1))? )

for the frequency (in megagauss)

frequency = —T—E_T—_ = -E%l . .1_1;1__. ' (10)
lHl Hzl |“1 H2l |

where n = 2k + 1 is the index on the Y array. Note that n is always odd.

1f this is not true, incorrect pairs of coefficients from two different

harmonics would be used in computing the intensity with incorrect results.
A listing of the programs and some comments on the called library

subroutines follows.



//A334TT7 JOCB 'AQ367,SIZE=96K,TIME=4",JIM,MSGLEVEL=1
//STEP1 EXEC FORTGCG,PARM.FORT='DECK',REGION.GJI=80K,TIME.GO=2
//FORT.SYSIN CD # )
THE MAX. NUMBER OF DATA SETS ON TAPET7 IS 100,
NDSET = THE NUMBER OF DATA SETS T3 BE READ, . ’
NFSET THE NUMBER OF DATA SETS PER FILE = 50, IF NOT SPECIFIED.
RATE,HSCALEsHZERQyTHETA,COILK ARE SAME FOR ALL DATA SETS.
JMESS ARRAY IS USED TO THROW AWAY BAD RECORDS ON TAPET.
DIMENSICN Y(2030),4H(20) 4JMESS(20)
DIMENSICN CARD{(20,100)
CALL ERRSET {219,14-1,1)
JSET=0
KSET=1
NPSET=4
READ (14120} NDSETNFSET,JMESS
120 FORMAT (124+2X41242X%X,2012)
IF (NFSET .GT. 0) GO T70O.56
NFSET=50
56 READ (1,122) RATE,HSCALE,HZERO,THETA,COILK
122 FORMAT (2F5.0,3F6.0)
HSCALE=KSCALE/10000."
THETA=TEETA/100.
55 I'F (NDSET .GE. NFSET) GO TO 50
ITEND=NDSET
IF {IEND) 51451452
50 ITEND=NFSET.
52 DO 59 N=1,1END
JSET=JSET+1
NPSET=NPSET+1
IF {(NPSET .EQ. 5) GO TO 45
GO TO 40.
45 WRITE (3,106)
106 FCRMAT (*1')
NPSET=1 ‘ .
40 READ (14121 +ENC=60) (CARDIK,JSET)K=1,20)
121 FORMAT (20A4)
5 IF(JSET.EQ.IJMESS(KSET)) GO TO 53

aNeaNaXeNe)
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1 READ (10,110,ERR=1000,END=57) (Y(I),1=1,1024)
110 FORMAT (32(32A4)) :
GO TO 3
1000 WRITE (3,111)
111 FORMAT (? ERROR IN DATA TRANSFER FROM TAPET7')
CARD(10,JSET)=1111
READ (10,110) (Y(}),1=1,1024)
3 CALL CHGTC (Y)
CALL TRANS (Y,H)
WRITE {3,125) (CARDIK,JSET)K=1,20)
125 FORMAT ('0',20A4)
WRITE (3,123) RATE,HSCALE,HZERO,THETA,COTILK o
123 FCRMAT ('0  RATE=',F4.0," KCPS., = "HSCALE=1',F6,4," HZERO=',F6.0
1,' GAUSS  THETA=',F7.2,* DEG. COILK="4F6.0,' GAUSS/VOLT')
WRITE (S) (CARD{KsJSET),K=1,20)
WRITE (3,107) |
107 FORMAT ('0 THE FIELD VALUES ARE:'/)
WRITE (2,103) (H(I),1=1,20)
103 FORMAT (10F12.2)
DO 6 J=1,20
6 HIJ)=H(J)*(10./4096.)*COILK/HSCALE
WRITE (S) (Y(I),1=1,2008),(H(I)41=1,20),RATE,HSCALE,HZERD,
1THETA,CCILK"
WRITE (3,108)
108 FCRMAT (* 1) 4
WRITE (3,103) (H(E),1=1,20)
WRITE (3,104)
104 FCRMAT ('0°*)
59 CONTINUE
END FILE 9
NDSET=NDSET-NFSET
GO TO 55
60 WRITE (3,130)
130 FORMAT (10 YOU* 'RE CUT QOF CARDS,BUDDY ')
GO TO 58 -
57 WRITE (3,101)
101 FORMAT ('0 CAN''T YOU EVEN COUNT--STUPID')

9L



53

1001
112

51
124
58

105 -

54 WRITE (3,102) (CARD(K,J),K=1,20)
102 FORMAT (20A4/)
19 CONTINUE
STOP
END
//LKED.,SYSIN DD *
TRANS AND CHGTC CBJECT DECKS GO HERE.as.
//GO.FT10F001 DD UNIT=(TAPET,,DEFER),VOLUME=SER=TPO132,LABEL=(1,NL),
// ' DISP={0OLC,KEEP),
// DCB=(DEN=1,TRTCH=ET 4RECFM=F,BLKSIZE=4095,BUFND=1)
//GO.FTO9F001 DD UNIT=({TAPE,,DEFER),VOLUME=SER=TP5028,
// ' DSNAME=SEQ.AQO026WD1,LABEL=(1,S5L),
// DISP=(NEW,KEEP) '
//GO.FT03F001 DD SYSOUT=A,SPACE=(CYLs(2)),
// DCB=(RECFM=FBA,LRECL=133,BLKSIZE=2325,BUFNO=1)
//GO.FTO1FOO1L OD =%
02 <99 ’
250 6977 13565 ,
SEQ.AQ026C50 ’ 2-050-001 THETA= -4.0 DEG.

SEQ.A0026C50 2—-050-002 THETA= -4.0 DEG.

JSET=JSET-1

GO TO 58

KSET=KSET+1
READ{10,110+ERR=1001,END=57){Y(I),1=1,1024)

GO TO 5

WRITE(3,112)

FGRMAT{ ? ERROR IN READ AT NO. 53')
READ(10,110)(Y(1),1=1,1024)

GO T0 5

WRITE {3,124)

FORMAT (10 TRANSFER OF REQUESTED DATA SETS COMPLETED')
REWIND S '

REWIND 10

WRITE (3,105)

FORMAT ('] THE FOLLOWING ITEMS ARE CATALOGED:'/)
IF (JSET .LE. 0) GO TO 19

DO 54 J=1,JSET

LL



//B334FFT J0OB 'AQ0367,S1=224KsTI=11,L1I=6"4yJIM, MSGLEVEL=1
//STEP1 EXEC FORTH,PARM.=0ORT='MAP,DECK,3PT=2,LIST,XREF?,

/7
//

REGION.FORT=224K,PARM, LKED=* MAP,LIST,LET,HIAR",
TIME.GO=8,REGICN.GD=(160K,32K),LINES=6

//FORT.SYSUT2 DD UNIT=3P0O0OL,SPACE=(CYL,(1,1))
//FORT.SYSIN CD *

OO0

DE HAAS-VAN ALPHEN FREQUENCY COMPUTATIONS
**%%%*THIS IS THE MAIN PROGRAM**%xx -
THIS PRCGRAM CONTAINS THE FAST FOURIER FIT SUBROUTINE RHARM.

CCMMON/AUTOF/FF(20)FL(20) 4yNSTART(20) ,NSTOP (20}
CCMMON/CALC/S(2048 ), INV(2048)
COMMGN/DATA/H2CS(20),Y1S(2008) 4HIS(2008)
CCMMON/FIELD/DT,TZERO, THETA,HZERO,H20(20)
COMMCON/FREQ/FFIRST(10) ,FLAST(10),TZERO1{10)
CCMMON/GIANT/Y (16388)
COMMON/LABS/GLABL(5)+GLAB2{(5)¢XLA31(5),YLABL1(5),DDATE(T7),
1RLAB(5) ,FLAB(S)

DIMENSICN H(2008),HI(2008),Y1(2008)

EQUIVALENCE (H(1)sHI{1),S(1))s(YL(1),5(2009))
BPASS=0.0

0TMR=0.0

GTMC=0.C

MMM=13

MM=16334

424 CALL READIN (BPASS,OMEGAL ,OMEGA2,STEP, STEPO,TMR,yTMC,RES, MFSET,

1RATE,HSCALE,THETAL1,COILK,NGRAPH,MSTART yMSTOP,ALIMyNTOUT,NSER)
KF=1 ' 4

TO00=TZERO1(KF)

TZERD=T000/(1.E06)

DC 30 I=1,20

H20{1)=H20S(I) ~

CALL BFIELD :

CALL FITH (IFIELD,LRISE,LFALL)

DO 70 I=1,2008

SHI(I)=1./H(T)

8L



70

10

39

HIS(I)=KI(I)

J=1 '

FF{J)=FFIRST(KF)

FLIJ)=STEP®FF(J) .

IF (FL{J) +GE. FLAST(KF)) GO TO 2
Jd=J+1 : ' .
FFIJJI=STEPO*FF(J)

J=JdJ -

GO 70 1

FLIJ)=FLAST(KF)

IF (KF .GE. MFSET) GO-T0 3
KKF=KF+1

I (TZEROL(KKF) .NE. TGOO) GO TO 3
J=J+1

KF=KKF

GO TO 6

IF (IFIELD .GT. 2) GO TO 4
MEFCT=J

NFTOT=J .

IF (IFIELD .LT. 2} GO TO 5
DO 10 I=14MFFCT

JJ=I+MFFECT

FFIJJI=FF(I)

FLIJJI=FLIT)

NFICT=MFFCT+1
NFFCT=2#MFFCT

NFTOT=NFFCT

GO TO 5

NFICT=1

NFFCT=J

NFTOT=J

IF (NFTOT .GT. 20) GO TO 26
IF (IFIELD-2) 39,41,40
RISING FIELD ONLY.

LORI SE=MSTART '

IF (MSTOP .GE. LRISE) GO TO 50
LRISE=MSTOP

6L



GQ 70 5¢C
FALLING FIELD CNLY.
40 LOFALL=MSTOP
IF (MSTART .LE. LFALL) GO TO SO
LFALL=MSTART
GO TGO 50
BOTH FIELDS.
41 IF (MSTART .GE. LFALL) GO TO 43
LORISE=MSTART
IF (MSTOP. GE. LRISE) GO TO 42
-LRISE=MSTOP R
IFEELD=1
GO T0 50
43 LFALL=MSTART
IFIELD=3
42 LOFALL=MSTOP
GO TO 5¢C
50 IFf (IFIELD .GT. 2) GO YO 51
IF ((LRISE~-LORISE) .LE. 0) GO TO 28
IF (IFIELD .LT. 2) GO YO 52
51 IF ((LOFALL-LFALL) .LE. 0) GO TO 28
52 IF (OMECAl .LE. 0.0) GO TO 53
IF (CMEGA2 .LE. 0.0) GO TO 53
IF (OMEGA2 .LE. OMEGA 1) GO TO 29
CALL RANGE (IFIELCy1+MFFCT,NFICT,NFFCT,LORISE,LRISE,LFALL,LOFALL,
10MEGAL1,CMEGA2,DBT,RECYC)
I+ (RECYC .EQ. 1.0) GO TO 25
GO 10 59
53 IF (IFIELD .GT. 2) GO TO 55
DO 54 I=1,MFFCT
MSTART(I)=LORISE
54 NSTOP(I)=LRISE
IF (IFIELD «LT. 2) GO TO 59
55 DO 56 I=NFICT,NFFCT
NSTART(I)=LFALL
56 NSTOP(I)=LOFALL
59 1D=1

08



GO TO 80
69 ID=11D
DO 84 1=1,2008
YL(I)=Y15(I)
84 HIII)=HIS(I)
' GO YO 33
80 DO 81 I=1,2008
81 YL(I)=Y1S(I)
83 CALL GENY (MM, ID,DRH,NPTS,RES,MF,ML,CZERO,DHIyARES)
I (DRH .EQ. 0.} GO TO 27
CALL R-ARM (Y,MMM, INV,S,IFERR)
87 CALL DATE (DCATE) ao
WRITE {3,102) GLAB1,GLAB2,DDATE ,
102 FCRMAT ('] DE HAAS-VAN ALPHEN COMPUTATIONS-- DATA SET NUMBER
1'910A4,42X,7A4)
WRITE {(3,103) RATE,HSCALE,HZERO,THETA1,COILK,TC0D
103 FORMAT ('O RATE=',F4.0," KCPS. HSCALE='yFb6 .4, HZERO=",F6.0
1»' GAUSS THETA=*,F7.2,% DEG. COILK='+F6.0,"' GAUSS/VOLT TZE
1RO=*,f4.0,' MSEC.")
WRITE (3,109)
109 FORMAT ('0')
OMEG1=3MEGA1/1000.
CMEG2=DMEGAZ/1000.
WRITE (3,57) GMEGLl,0MEG2 ) S
57 FORMAT (° AMPLIFIER BANDWIDTH ASSUMED IS',fF8.2,' KHZ TOQO',
$F8.2y' KHZ')
WRITE (3,58) NSTART(ID),NSTOP(ID)
58 FORMAT (¢ THE ANALYSIS STARTS AT COUNT NUMBER',1I5,' AND.EN
10S AT NUMBER?', I5)
IF (IFIELD .GT. 2) GO 1O S0
IF (ID .GT. MFFCT) GO TO 90
WRITE (3,180) RLAB
180 FORMAT (80X,5A4)
GO 10 95
90 WRITE (3,180) FLAB ’ L
95 CALL OUTPUT (IDsDRHyNPTS,NGRAPH,ARESyMF,ML,CZEROsDHI,ALIM,NTOUT,
1INSER) : :

g



115

116
96

24

25
100
27

104

26
101

28
105

29
106
959

CALL STCPTM (TMR,TMC)

THMRI=TMR-0OTMR

TMCI=TMC-0TMC

O0TMR=TMR

OTMC=TMC o

CALL STARTM (TMR,TMC)

WRITE (3,115) TMRI

FGRMAT (70X,'REAL TIME USED IN EXECUTION OF DATASET (SEC)=',FT7.2)
WRITE (3,116) TMCI

FCRMAT (70X,* CPU TIME USED IN EXECUTION OF DATASET (SEC)=',F7.2)
IF (ID .GE. NFTOT) GO TO 24 '

I10=1D+1

IF (CZERO .NE. 1.C) GO TO 69

IF (NSTART{(IID) .NE. NSTART(ID)) GO TO 69

IF (NSTCP(IID) .NE. NSTOP{ID)) GO TO 69

10=11D <

GO TO 87

IF. (KF .GE. MFSET) GO TO 424

KF=KKF

GO TO 22

WRITE (32,160)

FORMAT (10 ERRGR. ENCOUNTERED IN SUBROUTINE RANGE?)
GO TO 424 ~

WRITE (3,104)

FCRMAT (10 DRH -WAS EQUAL TO ZERQ')

GO TG 424

WRITE (2,101) .

FORMAT ('0 ~ PGM. TERMINATED---NFTOT EXCEEDED 20°¢)
GO TO 959

WRITE (3,105) MSTART,MSTOP,LRISE,LFALL

FORMAT (10 PGM. TERMINATED---MSTART=*,16,' ,MSTOP=',15,

1* JLRISE=*,164+"' ,LFALL=?,16)

GO TG 999 ‘

WRITE (2,106) CMEGAL,CMEGA2 |

FORMAT ('0 PGM. TERMINATED---OMEGAl=',E11.2," (OMEGA2=',ELL1.2)
SToP -

~ END

z8
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SUBROUTINE READIN (BPASS,OMEGA1,0MEGA2,+STEP,STEPO,TMR, TMC,RES,
1MFSET,,RATE,HSCALE, THETA1,COILK,NGRAPH, MSTART,MSTOP,ALIM,NTOUT,
INSER)

THIS SUBROUTINE READS ODATA FROM 9 TRACK TAPE.

THIS SUBROUTINE READS ALL CARD DATA FOR THIS PROGRAM.,

A BLANK CARD INDICATES END OF FREQ. SET, OR SETS OF DATA.
MAX. OF NINE FREG CARDS IN A SET. '

CCMMON/CALC/TCARD(10)

CCMMCGN/CATA/H20S(20),Y15(2008)

COMMON/FIELD/DT, TZERO, THETA,HZERDO,H20(20)

CGMMCN/ FREQ/FFIRST(10) 4 FLAST(10),TZERQOL( 10)
CCMMON/LABS/GLAB115) ,GLAB2(5)+XLABL1(5),YLABL1(5),DDATE(T),

1RLAB(5),FLAB(5)

101

CALL ERRSET (219,1,-1,1)

REAL*4 BLANK/? v/

PIE=3,.14159 . .

IF (BPASS .GT. 0.0} GO TO 40

READ (14101) XLABl,YLAB1,RLAB,FLAB

FORMAT (20A4) .

READ (1,110) EXTIME,OMEGALl yOMEGA2,STEP 4STEPO,NGRAPH,NTOUT,NSER,

T 1ALIM

110

80

71
-85

FORMAT (F5.142€10.242F5.24315,F5.2)

IfF (EXTIME .GT. 0.0) GO TO 80

EXTIME=10.0 '

EXTIME=EXTIME*60.0

TMR=0.0

TMC=0.0

CALL STARTM (TMR,TMC)

BFREQ=0.0 :

BPASS=1.0

K=1 ‘ :
READ (1,105,END=5) FFIRST{K),FLAST(K) +TZERJL(K)4RES,MSTART,MSTOP
NOTE: RES, MSTART AND MSTOP MUST BE READ OFF THE 'BLANK' CARD
SEPARATING FREQUENCY CARDS FROM DATA CARDS IFf ANY VALUES ARE
ARE TGO BE RETAINED.
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105 FORMAT (2E10.2,F5.09F5.3,215)
IF (FFIRST(K) JLE. 0.0) GO TO 1l
IF (FLAST(K) .LE. FFIRST(K)) GO TO 12
K=K+1
GO TO 85
11 MF3ET=K-1 B
IF (MSTART .NE. 0.0) GO TO 20
MSTART=1 ‘ :
20 IF (MSTGOP .NE. 0.0) GO TC 40
MSTOP=2008
40 CALL STCPTM (TMR,TMC)
IF {TMC .GT. EXTIME) GO TO 82
CALL STARTM (TMR,TMC)
86 READ (1,106,END=5) TEND,CARDR,CARD
106 FORMAT (20X,A4,20X,2A4%)
IF (TEND .EQ. BLANK) GO TO S0
" REWIND S
GO 1O 86
50 IF (CARDR .EQ. BLANK)} GO TO 71
70 READ (9,ERR=1001,END=60) TCARD,GLABLl,GLAB2
IF (GLABL(2) .EQ. CARDR) GO TO 51
READ (9,END=65) .
GO TO 7¢C
51 IF (GLAB1(3) .EQ. CARD) GO TQ 52
READ (9,END=65)
GO TO 7C . '
52 READ (9 ,ERR=1002,END=61) YL1S,H20S,RATE,HSCALE,HZERO, THETA1,COILK
THETA=THETA1*PIE/180.
IF (RATE .LE. 0.0) GO TO 7
DT=1./(RATE*10GO .|
RETURN
7 WRITE (3,120)
120 FORMAT ('0Q PROSRAM TERMINATED--RATE NOT .GT. ZERQO')
GO TO 84
12 WRITE (3,107) A
107 FORMAT (' x#%%%WATCH YOUR FREQUENCY CARDS--TOSS BAD CARD¥X*%x%x1)
GC TO 85
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1001
111

1002
112

61
113

63

65
60

82
451

452
84

121

122

WRITE (3,111) o

FCRMAT (! © ERROR IN TCARD TRANSFER AT STATEMENT 70%)

READ (9) TCARD,GLABL,GLAB2

WRITE (3,101) TCARD,GLAB1,GLAB2

READ (9+4END=63)

GO TO 40

WRITE (3,112) :

FORMAT (° ERROR IN DATA TRANSFER?')

WRITE (3,101) TCARD,GLAB1,GLAB2 ‘

READ (9)

GO TO 40

WRITE (3,113)

FCRMAT (* WHO GOOFED? 'THE DATA SEEMS TO BE MISSING.')

GO TO 40

WRITE (3,113) -

WRITE (3,101) TCARD,GLAB1,GLAB2

GO TO 40 '

WRITE (3,113)

WRITE (3,101) TCARD,GLAB1,GLAB2

GO TO 7¢

WRITE (3,451) 4

FORMAT ('1 END OF TIME  HOEKSTRA AO7 PHYS. TELE 4-5832')
GO TO 84 -
WRITE (3,452) - | ,

FORMAT (*1 END OF DATA  HOEKSTRA AO7 PHYS. TELE 4-6832')
REWIND S . s :
CALL STCPTM (TMR,TMC)

CALL DATE (DDATE)

WRITE (3,121) TMR

FGRMAT (70X, 'REAL TIME USED IN EXECUTION OF PROG (SEC)=',F7.2)
WRITE (3,122) ODATE,TMC - -
FORMAT (42X,7A4,' CPU TIME USED IN EXECUTION OF PROG (SEC)=',F7.2)
STOP

END
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SUBRCUTINE BFIELD

THIS SUBROUTINE CALCULATES THE 'B' FIELD FROM THE 20 *H! VALUES.

OGO

IT WwILL CORRECT FOR BOTH TIME DELAY AND DEMAGNETIZING EFFECTS.

COMMON/TCALC/X1(20) 4W(20)
COMMON/FIELD/DT, TZERQ, THETA,HZERG,H20(20)
DOUBLE PRECISION Q(6)

X1(1l)=42.

W(ll=1.

DO 1 I=2,20.

X1(I)=X1(I-1)+100.

W(l)l=1.

CALL CPLSPA (54204X14H204W,Q+0.0)
DO 2 1=1,20

CALCULATE DERIVATIVE DO=DH/DT

X=X1(1)
K=¢2
- b=Ql2)

D=D+K*Q (K+1) *X

IF (K .GE. 5) GO TO 2

K=K+1

X=X%®X1(1)

G0 TO 9
H20(1)=H20(1)—-D*T2ERQ/DT

IF (HZERO JLE. 0.0) GO TO 4
P={CCS{THETA) ) *%2
X=HZERQ*(3.*%P~-1.)/2.
Y=HZERO*P

DO 3 I=1,20

H20(1)= HZERO+H20(])*(H20(1)+X)/(H20(I)+Y)
RETURN

END
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SUBRCUTINE FITH (IFIELD,LRISE,LFALL)
COMMON/CALC/H{2008)4X1(20),Y1(3),4d(20}
CCMMON/FIELD/DUM{4),H20(20)

DCUBLE PRECISICN Q(6)

IFiELD = 1 RISING FIELD

2 BOTH———-ACRQOSS PEAK FIELD

3 FALLING FIELD '
STOPPING COUNT FOR RISING FIELD.
STARTING COUNT FOR FALLING FIELD.

LRISE
LFALL

IF (H20(1) .GE. H20(2)) GO TO 2
I:Z N

IF (H20(I) .GE. H20(I+1)) GO TO 3
I=1+1

IF (I .LT. 20) GO TO 1

IFIELD=1 '

NUMB=2008

12=20

GO 10O 5

IFIELD=3

NUMB=20C8

12=20

GO 70 5

DO‘& K=1,3

W(iK)=1,

X1{K)=FLCAT(K-2)

KK=I-2+K

YL{K)}=H20({KK)

CALL COPLSPA (2434X1sY14WyQe0.0)
NN=-Q(2)*100./(2.%Q(3))

NUMB=42 ,+100.*{]I—1)+NN

IFIELD=2

12=1

IF (NN .GT. 0) GO 70 5

12=1-1

Xitl)=42.
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106

10
11
111
12

13

Wil)=1.

DO 6 1=2,20
X1(I)=X1{I-1)+100.
W(l)=1.

IF (12 .GT. 5) GO 1O 7
IFIELD=3

CO 106 J=1,NUMB
H(J)=1.0

GO TO 11 .

CALL OPLSPA (5+12y,X1+H20,W+yQ90.0)
N1l=1

N2=NUMB

00 10 I=N1l,N2
X=FLOAT(I)

K=2

H{I)=Q(1)
H{I)=H{I)+Q(K) *X

IF (K .GE. 6) GG TO 10
K=K+1

X=X*FLGATI(I)

GO TO 9

CONTINUE

IF (N1 .NE. 1) GG 70 14
IF (IFIELD .NE. 2) GO TO 14
12=20-12 :

IF (I3 .GE. 5) GC TO 12
IFIELD=1

N3=NUMB+1

DO 111 J=N3,2008
H(J)=1.0

GO TO 14

DO 13 I=1,13

L=I+12

H20(1)=H20(L)
X1(I)=x1(L)

CALL OPLSPA (5,134X14H204W,Q+0.0)
N1=NUMB+1 ‘

88



14

15

16

17
18

19
20

N2=2008

GO T0 8

I (IFIELD GT. 2) GO 1O 17
[=NUMB-100

II=1+1

IF (K(I) .GE. H{II)) GO TO 16
I=11

IF (I-NUMB) 15,16,16

LRISE=I

IF {IFIELD .LT. 2) GO TO 20
[=N1+100

I1=1-1

IF (H{[I) JLE. H(I}) GO TO 19
I=11 '

IF (I-N1) 19,19,18

LFALL=I

RETURN

END
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MFICT,MFFCT ARE STARTING & STOPPING VALUES FOR SUBSCRIPT I FOR RISING FIELD.

SUBROUTINE RANGE (IFIELDyMFICT,MFFCTyNFICT,NFFCT,LORISE,LRISE,

1LFALL .. GFALL,OMEGALlyOMEGA2,DT,RECYC)

COMMON/ AUTOF/FF(20),FL(20), NSTART(ZO)yNSTOP(ZO)
CCMMON/CALC/HI(2008)

FF(I) = INITIAL FREQ. ARRAY, FL(T) = FINAL FREQ. ARRAY.

NSTARTUI), NSTOP(I) ARE STARTING AND STOPPING COUNTS FOR I TH FREQ. RANGE.
RECYC IS SET = 0.0 IF NO ERROR, = 1.0 IF ERROR QOCCURS.

IFIELD = 1 RISING FIELD, = 2 BOTH, = 3 FALLING FIELD.

NFICT,NFFLT ARE STARTING & STOPPING VALUES FOR SUBSCRIPT I FOR FALLING FIELD.

—

o oy

LORISE AND LRI SE ARE COMPUTED START AND STOP COUNTS FOR RISING FIELD.

- LFALL AND LOFALL ARE COMPUTED START AND STOP COUNTS FOR FALLING. FIELD.

CMEGAl1 AND OMEGA2 ARE LOW AND HIGH CUTGOFF FREQUENCIES OF AMPLIFIER.
DT IS THE TIME INTERVAL.

IF (IFIELD .GT. 2) GO TO 10
I=MFICT

J=LORISE
OMEG=A3S(FF(T)*(HI(J+1)-HI(J))/DT)
IF (OMEG .LE. OMEGA2) GO TO 3
J=J+2 |

IF (J-LRISE) 2,19,19
NSTART(I)=J

1=1+1

IF (I .GT. MFFCT) GO TO 4

IF (FFUI)=FF(I-1)) 1,2,2
1=MFFCT

J=LRISE

CMEG=ABS(FL{I) *(HI(J)-HI(J-1))/DT)
IF (OMEG .GE. CMEGAl) 60 TO 7
J=J-2

IF (J-LORISE) 19,19,6
NSTOP(1)=J

1=1-1

IF (I .LT. MFICT) GO TO 10

IF (FLUL)=FLUI+1)) 64645
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10

11
12

13

14
15
16

17

18

19
20

IF (IFIELD .LT.2) GO TO 18
I=NEFCT
J=LEALL

CMEG=ABS(FL(I)*[HI(J+1)-HI(J))/DT)
I+ (CMEG .GEf‘CMEGAl) GO 1013 '

J=J+2 ,

IF (J-LOFALL) 12,19,19
NSTART{I)=J

I=1-1 :

IF (I .LT. NFICT) GO TO 14

IF (FL{I)-FL(I+1)) 12412411
I=NFICT :

J=LOFALL

OMEG=ABS{FF{I) *{HI(J)-HI(J-1))/DT)
IF (OMEG .LE. CMEGA2) GO TO 17
J=d—2 _
IF (J-LFALL) 19,19,16
NSTOP([)=J

I=1+1

IF (I .GT. NFFCT) GO TO 18

IF (FFIT)-FF(I-1)) 15,16,16
RECYC=0.0 '

GO TO 20

RECYC=1.0
RETURN
END
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SU3RCUTINE GENY (MM,ID,DRH,NPTS,RESrMF,ML,CZERO,DHI,ARES)

DOUBLE PRECISICN HH,DQH, A

COMMON/ AUTOF/FF(20)sFL(20) 4NSTART(20),NSTOP(20)
CCMMGN/CALC/HI(2008),Y1(2008)
COMMCN/GIANT/Y (1)

LMIN=NSTART({ID)

LMAX=NSTOP(ID)

DHI=HI{LMIN)-HI{LMAX)

CZERG=1.0

IF (RES .EQ. 0.0) GO TO 1

ARES=RES

CFIRST=ABS(FF(ID)*DHI)

CRES=1./RES

IF (CFIRST .GE. CRES) GO TO 1

ADDED ZERDES NEED=D TO INCREASE RESOLUTION
MMM=MM* (CFIRST/CRES)

IF (MMM .GT. 6384) GO TO 61

MMM=6384

- ARES=FLOAT(MMM)/ (FLOAT (MM) *CFIRST)

61

62

63

64
65

DQH=DHI /(MMM-1)

IF (DQH) 625681,63
FALLING FIELD CASE

MF=1

ML=MM-MMM

LF=ML+1

LL=MM

GO TO 64 *

RISING FIELD CASE

LF=1

LL=MMM

MF=LL+1

ML=MM

FILL PART OF Y ARRAY WITH ZERDES
DC 65 [=MF,ML '
Y{1)=0.0
CZERO=FLOAT(MMM) /FLOAT { MM)
GG TC 2
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681
100

682

683
1002
1003
1004
1005

34

1006
1007
35
36
1008
1C09
39
1010
1011
40
1012
1013
41
50
1014
69

DQH=DHI /{MM-1)
LF=1

LL=MM

IF (DQH) 682,4681,6
WRITE [3,100)
FCRMAT (*

GO TO lol4
DQH=-DQH

GO TO 1c¢02
ASIN=+1.
I[=LMIN
K=LF
HH=HI{I)~
A=HI (1)
G=HH-A

Y{K)=YL(D)+(YLAT+2)=YL(D)I*G/(HI(I+1)-HI(I))

K=K+1

IF (K-LL) 35,435,50
IF (ASIN) 39,36G,36
HH=HH-DQH

Gl=HH

IF (Gl-HI(I+1)) 40
HH=HH+DQH

Gl=HH

IF (GL-HI(I+1)) 34
I=[+1 '
A=HI(I} :

IF (I-LMAX) 41,50,
IF (HI{I+1)-HI(I))
MPTS=K-1

DRH=DQH

RETURN

END

83

DQH=0")

v34,34

134440

50
34,40,434
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110
10
510

502

500

SUBROUTINE QUTPUT (ID,DRHyNPTS,NGRAPH,ARES,M~,ML,CZERO,DHI,ALIM,
INTOUT ¢ NSER)

CCMMCN/ AUTOF/FF(20),FL(20) : o
COMMGN/CALC/Z1300),UU(300),21(150),UUL(150)4Z1R{150)
CCMMON/CGIANT/Y (1)
COMMON/LABS/GLABI(S)yGLABZ(S),XLABl(S)'YLABL(S),DDATE(7)
NZ1MAX=150

FACTOR= ABS(CZERO/DHI)

KFIRST=FF(ID)/FACTOR

KLAST==L(ID)/FACTOPR

WRITE (3,508} KFIRST,KLAST

FORMAT (@ KFIRST=",16," KLAST=1,16)

IF (KFIRST .GE. KLAST) GO TO 461

WRITE (3,3333) DRH,NPTS,FACTOR

FORMAT (! DRH=1,E16.7," NPTS=1,17," FACTOR=',E16.7)
IF (CZERO .EQ. 1.0) GO TO 10

RRES=ARES*100.

MFT=ML—NMF+1

WRITE (3,110) MFT,+MF,ML,RRES

FORMAT ('0',113,°' ZEROES WERE ADDED IN Y—ARRAY BETWEEN',I6,"' AND',

116, TO CBTAIN RESOLUTION OF',F6.3,* PER CENT.')
SCAN=29G6

IF (KLAST-KFIRST .GT. SCAN} GO TO 200
KSTART=KFIRST |

KSTOP=KLAST

NFIRST=(KSTART*2)+1

NLAST=1KSTOP*2)+1
KFIRST=KFIRST+SCAN-10

J=0

DO 500 K=NFIRST,NLAST,2

J=J+1

Z(J)=(Y(K))*%x2 + [Y(K+1))*%2
W={K-1)/2

UUGJ)I=FACTOR=*W

CUUL1=UUI(1)/1.E06

CUUJ=UU(JI/1.EQ6

WRITE (2,601} CUuUl
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601
602

5555

501
426

499

802

80

302
428

415 .

1001

417

FORMAT ('O LOWEST FREQUENCY CONSIDERED WAS =',F7.,2,!

WRITE (3,602) CUUJ

FORMAT (! HIGHEST FREQUENCY CONSIDERED WAS =',F7.2,!

WRITE (3,45555) J

FGRMAT (¢ J IS =%,15)

CALL PEAKS [JyZsUU4sLKyZ1yUUL,RATIONyNZ1IMAX)
DG 501 I=1,J '
Z{I)=Z{1)/RATION

IF (NGRAPH .NE. 0) GO TO 499 :
CALL GRAPH (JyUU9Z+3+4+12.410.40+2,0.1,0.09XLABL,YLABL,
1GLA31,GLAB2)

IF (ALIM .GT. 0.0) GO TO 80

JJ=0

DO 802 I=1,LK

Z1IR{TI)=Z1(I)/RATICON

IF {Z1R(I) .LT. 0.005) GO TO 802
Jd=JJ+1

Z1IR(JJ)=Z1R(I)

Z1(JJdi=21(1)

UUl{JJr=uul(l)/1.E06

CONTINUE

GO T0O 428

JJ=0

DO 902 I=1,LK

IF (Z1(I) .LT. ALIM) GO TO 902

JJd=JJ+1

ZIR(JJ)=Z1(I)/RATION

21(43J)=21(1}

UUL(JJI=UUL(T)/1.EOQ6

CONTINUE

WRITE (3,415) RATION

WRITE (3,1001) NSER

MG*Y)

MG )

FORMAT (° NORMALIZING FACTOR (FAST FQURIER FIT) =1',F8.2)

FCRMAT ('O FAST FOURTER FIT ANALYSTS',30X,'SERIAL NO. =',15)

WRITE (3,417)
FCRMAT ('0 INTENSITY FREQUENZY (MG) NORM.
LITYY)

INTENS
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419
820

420
1006

1070
416

200

461

WRITE (3,419)

FORMAT (* ') ,

IF (JJ EQ. 0) GO TO 1070

DO 420 1=1,JJ

WRITE (3,41006) Z1{1),UUL(I)4Z1IR(I)

FORMAT (3F18.3) :

IF (NTOUT .EQ. 0) GO TQ 1070

WRITE (8) NSER,GLABl,GLAB2,DDATE,CUULyCUUJyJJ
WRITE (8) ((Z14I1),1=14JJ)y{UUL(K)K=1,JJ))
NSER=NSER+1

WRITE (2,416)

FORMAT ('0') :

IF (KFIRST — KLAST) 510,461,461
KSTART=KFIRST

KSTOP=KSTART+SCAN

GO TO 502

RETURN

END
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407
401
402

405
406

403

404

844
846

SUBROUTINE PEAKS {NUMyZ,UU,NUM1,21,UUL,RATION,NZL1MAX)

THIS SUBROUTINE FINDS THE PEAKS IN THE SPECTRUM

THE Z,UUs21,UU1 ARRAYS MUST BE DIMENSIONED IN THE CALLING PGM,

NUML=# CF POINTS RETURNED BY Z1 0OR UUl ARRAYS.

NUM=# CF POINTS SUPPLIED IN Z OR UU ARRAYS.

RATICN = LARGEST VALUE OF Z OR Z1 ARRAYS.

NZ1MAX=SIZE OF Z1 ARRAY AS DIMENSIONED BY ZALLING PGM,
Z = AMPLITUDE OF DATA UU = FREQ OF CORRESPUNDING DATA.
Z1 = HEIGHT OF PEAKS YUl = FREQ OF CORRESPONDING PEAKS.

DIMENSICN Z(1),UU€1),21(1),UUL(1)
DIMENSICN X1(3),X2(3),W(3)

"DOUBLE PRECISIGN A(4)

Z111)=0.0

K=0

I=1

IF (Z(2)-2(1)) 405,407,401

1=2

IF (Z(I+1)-2(1)) 403,403,402
I=1+1

[F [I-NUM)} 401,410,410

IF (Z(I+1)-2(1)) 406,401,401
[=1+1

IF {(I-NUM) 405,410,410

DO 404 J=1,3

NM=1+J-2

WiJ)=1.¢C

X1{J)=UU(NM)

X2{J)=Z (NM)

CALL OPLSPA (2439X1eX24WyA,0.0)
K=K+1

bUl(K)-—A(Z)/(Z *A(3))
ZL(K)=A(L)-(A(2)%A(2))/(4.%A(3))
I[F (K-NZ1MAX) 405,844,844

WRITE [2,846) NZ1MAX

FCRMAT (%0 *%%%x%kx%%x% THERE ARE MORE THAN %,13,% PEAKS *¥&kxkkki¥?)

L6
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410 NUM1 = K
IF (NUM1) 430,430,432
430 WRITE (3,431) -
431 FORMAT ('0 THERE ARE NO PEAKS IN THIS DATA SET?)
432 RATION=Z(1)
IF (Z{NUM) .LE. RATION) GO TO 412
RATION=Z(NUM)
412 DO 413 K=1,NUM1
IF (Z1(K) .LE. RATION) GO TO 413 -
RATION=Z1(K)
413 CONTINUE
414 RETURN
END
//LKED.SYSIN DD =*
HIARCHY 1,AUTOF,DATA,LABS ' ‘
//GO.FT14F001 DD DSNAME=ESM,UNIT= SPOOL DI SP=(NEW, PASS), SMPLT1/3

// SPACE=(800,(120415)),0CB=(RECFM=VS,LRECL=796,BLKSIZE=800) ' SMPLTZ2/3
//GO.FTO9FCOLl DD UNIT=(TAPE,,DEFER), X 01
/7 DSNAME=SEQ.AQ026WD1,sLABEL=(1,SL), ' X

// DISP=(OLD,KEEP) 03
//GO.FTO8FC01 DD UNIT={TAPE,,DEFER), X 01
// DSNAME=SEQ.AQ0026TDA,LABEL=(1,SL), ' , X

// DISP={(NEW,KEEP) =
//GO.FTQO3F00L DD SYSOUT=A,SPACE=(CYL+(5)), - ' X

// DCB-(RECFM FBA LRECL=133,8LKSIZE=3325,BUFNQO=1)

//GO.FTO1FO0L ©OD =

DHVA FREQUENCY INTENSITY : RISING FIELD FALLING FIELD

10.0 2.50E €3 1.00E 05 2.40 2.30 1 1 1 0.80
4.10€ C6 9.00E 06 40 :
2.00E 07 3.50E 07 40
¥%%¥%THES CARD IS BLANK*%*¥k%
SEQ.A0026CS0 A , 2—050-001 THETA= -4.0 DEG.
SEQ.A0026C50 : . 2-050-002 - THETA= -4.0 DEG.
//SMPLTTR EXEC PLOT,PLOTTER=INCRMNTL ‘ :
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“COMMENTS ON LIBRARY PROGRAMS CALLED:

DATE

DIMENSIGN X(T)
CALL DATE (X)

RESULTS IN CURRENT DATE AND TIME IN 7A4 FORMAT.

STARTM & STOPTM

A 0.0

B 0.0

CALL STARTM (A,B)

*%¥ OTHER PROGRAM STATEMENTS

CALL STCPTM (A,B)
RESULTS IN A = REAL TIME ELAPSED BETWEEN CALLS TO STARTM & STOPTM.
RESULTS IN B = CPU TIME ELAPSED BETWEEN CALLS TO STARTM & STOPTM.

OPLSPA

OPLSPA IS A ROUTINE TO LEAST SQUARES FIT A POLYNOMIAL
OF DESIRED DEGREE TO GIVEN DATA.

DOUBLE PRECISION C (NDEG+1)

CALL GPLSPA {NDEGyNPTS,XsYsWsQs0.0) :
NDEG = DEGREE OF DESIRED POLYNJOMIAL = MAX. VALUE OF 10.
NPTS = NUMBER OFf POINTS,

X = FIRST ELEMENT OF TABLE OF INDEPENDENT VARIABLES.

Y = FIRST ELEMENT OF TABLE OF DEPENDENT VARIABLES.

W = FIRST ELEMENY OF TABLE OF WEIGHTS ASSOCIATED WITH THE
CORRESPCNDING DATA POINT X{(I),Y(I)., IF DATA IS UNWEIGHTED,
SET W(I) = 1.0 FOR I = 1 TO NPTS.

Q = FIRST ELEMENT OF TABLE OF COEFFICIENTS RETURNED BY OPLSPA.

TABLE ARRAMGED TO CORRESPOND TO ASCENDING POWERS OoF
THE INDEPENDENT VARIABLE. \
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