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Abstract
This paper surveys more than 70 articles published in
the IEEE Multimedia journal and other journals. The sur-
vey summarizes aspects of multimedia information technol-
ogy and categorizes application areas of multimedia
information technology and interesting research areas
related 1o it.
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1. Introduction

A new field has emerged from information technology in
recent years that is multimedia information technology.
This field, although still relatively new, has found its posi-
tion and demonstrated its power to manipulate data/infor-
mation in integrated and more natural ways in many
applications. The development of this integrated technol-
ogy has also opened many new research fields for com-
puter and information science.

A preliminary study was performed in the multimedia
technology field. The study results are discussed with the
hope of providing some useful information.

Section 2 gives an informal description of multimedia
information technology. Section 3 discusses the aspects of
multimedia information technology. Section 4 provides
examples of the application areas of multimedia informa-
tion technology. Section 5 discusses some interesting
research areas of multimedia technology, and Section 6
presents conclusion remarks.

2. What is multimedia computing/technology

In defining multimedia computing/technology, we will
apply the ideas of IEEE Multimedia editor-in-chief R. Jain
[1] to our study.

An important part of human civilization has been the
process of information gathering, manipulation, and appli-
cation. From ancient times, our ancestors found informa-
tion about food resources and used it to hunt or plant. More
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recently, we have found information on how to construct a
Web site, build the site, and then use the information on the
‘Web sites for many purposes. We gather, manipulate, and
apply information in all aspects of our life. Information has
been an important asset since the beginning of human civi-
lization.

“Information comes to us from multiple disparate
sources. We use our senses to acquire information directly
from our surroundings, and we read books, listen to other
people’s experiences, look at pictures and maps, and watch
movies.” {1] In other words, we gather information from
different sources; that is, information sources have the
nature of multimedia.

Individual multimedia technology has existed long
before this terminology became popular. Our ancestors
drew pictures in their caves probably before they invented
written symbols. Motion picture technology was invented
in the late 19th century. However, only recently have
“Technological advances... made storage and communica-
tion of image, audio, and video information possible.” {1]
In other words, the advance of individual multimedia
manipulating technology provided the precondition for
conceiving of multimedia information technology.

What is the key technology or event that characterized
the birth of multimedia as a specialized field? “Processing
of all these forms of information using digital technology
let us bring all these disparate sources to one platform.” [1]
Digitization of different media forms is the key technology
for the characterization.

A more direct description about multimedia information
technology was made by Jain: “Multimedia computing
deals with storing, communicating of information using
disparate, complementary, and natural modes.” [1]

“Natural modes” give a higher level of comprehension
about multimedia information technology because the
nature of information is multimedia. “Multimedia comput-
ing/technology involves incorporating the modes of infor-
mation naturally used by humans into computing.”

. Multimedia information technology provides a natural way

to deal with information, but it is not a'simple incarnation
of “naturalism.” Multimedia information technology incor-
porates many achievements in science and technology that
bring human civilization to a new height.
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3.-Aspects of multimedia computing/ technol-
ogy

In this section, we discuss aspects of multimedia infor-
mation technology. Some of these aspects are specific to
the field, and some are common to all types of information
technology.

Muitimedia: Multimedia information technology deals
with multiple representations and modes of information
(e.g., text, numerical data, image, video, audio, and com-
puter generated graphics). As a result, this technology
needs different types of hardware and software.

Huge volume of data: A huge volume of data is needed
for image or video information. “At a full-motion playout
rate of 30 frames per second, a 30-minute video would
require more than 50 Gbytes of storage.” [2] This makes a
crucial space demand for the multimedia system, which
requires video data manipulating. At the same time, real-
time delivery of a huge volume of data requires very high
throughput. “For example, with QoS (Quality of Service)
levels of 24-bit color, 640 x 480 resolution, and 30 frames-
per-second (fps) playback, must guarantee about 200
megabites per second (Mbps) throughput for the uncom-
pressed visual stream alone.” [3]

More demanding networking capabilities: Today’s
information systems are likely to be connected to a net-
work, as are multimedia information systems. This natu-
rally puts a high demand on network capability in terms of
bandwidth, transmission rate, different browsing technol-
ogy, etc.

Synchronization: New synchronization mechanisms are
needed for multimedia information systems. For example,
the audio data stream must be synchronized with the corre-
sponding video stream in a video playback program. Dif-
ferent video objects in the same scene of a virtual
environment also need to be synchronized.

Different  converting/compression  technologies:
Encoding, decoding, and/or compressing image data files
are very different from encoding, decoding and compress-
ing a text file. Moving pictures need different encoding and
decoding techniques than those techniques used for still
images. Audio encoding/compressing techniques will have
totally different characteristics than those for video data.

New ways of interaction: Multimedia information tech-
nology introduced new ways of human-machine/human-~
human interaction. Participating in the interaction is not
only through graphical user interface (GUI) components;
in many cases, the entire system is designed and imple-
mented specifically for interaction. Examples of these
types of systems are the virtual reality (VR) systems, or
virtual environment (VE) systems, etc.

System and system modeling: System modeling is a
common aspect of all information systems and even of
other systems (such as manufacturing systems). However,
multimedia information systems require different types of
system modeling because of their specific characteristics.

Information and information modeling: Information/
data modeling is a common aspect of information technol-
ogy, but multimedia information/data modeling needs to be
extended to include its special multimedia aspects.

Interoperability: Interoperability means cooperation
through distributed, networked computer systems that
share data and technology across paths, equipment, and

services -- a common aspect of many information systems.
However, the synchronization mechanism and communica-
tion protocol needed to support interoperability of multi-
media capabilities need to be enhanced or extended.
Global information exchanging and cooperation:
Multimedia information technology opens.a larger oppor-
tunity for global information exchange and cooperation.
Multimedia information technology allows easier under-
standing among people from' different cultural back-
grounds. However, this also creates challenges to put the
development of this technology into a global picture.

4. Application areas of multimedia technology

Applications of multimedia information technology can
be found in most areas of modern life. This section catego-
rizes these application areas based on only those areas pub-
lished in IEEE Multimedia journals.

Education

Application of multimedia technology in education
ranges from software to system. Educational software
includes software for children, such as games and stories,
and for the general population, such as history, science, and
health care[4]. Distance learning systems [5, 6] use video
conferencing and other multimedia technologies to provide
distanced, real-time teaching and learning. Special-purpose
systems are also designed, such as systems to help hearing-
impaired children to acquire various communication skills
simultaneously: sign language, speech, fingerspelling, lip
reading, reading, and writing [7]. There are network-com-~
patible multimedia medical training materials [8] and new
electronic conference proceedings [9] utilizing not only
agenda and paper text and graphics on CDs but also pre-
sentation slides, video, and audio records.

Science -- research and practices

Virtual reality technology has been used for scientific
and engineering research. Argonne’s CAVE (Cave Auto-
matic Virtual Environment), one of four such sophisticated
virtual reality systems, gives scientists the ability to correct
design problems, and modify experiments before commit-
ting to a final procedure [79]. Multimedia technology is
applied to visualize neuronal activity in the brain [10], to
share radiological image databases [13], and to support
cooperative medicine [15]. A Multimedia home-health-
care support system utilizing artificial intelligence (AI)
technology is developed for the domain of childhood leu-
kemia {14]. A multimedia system was also developed to
preserve traditional medical knowledge by recording oral
traditions disseminating healing practice [76]. Interactive
multimedia technology is applied to sophisticated geo-
graphical information systems (GIS) [12] and to ecological
applications and general purpose spatial information sys-
tems (SIS) [16]. There is a multimedia system created as
platform for “multiloguing” that serves as a forum for dis-
cussion and social intercourse among multiple ethnogra-
phers [11]. .

Industry/manufacturing




A Web-based multimedia system for microelectronics
(integrated circuit) fabrication training has been developed
to cover diverse series of physical and chemical processes
including oxidation, photolithography, diffusion, metalliza-
tion, etching, and ion implantation [17]. This example has
a dual purpose, that of educational application. The indus-
trial process controlling has many uses for multimedia,
from incorporating diverse imaging sensors to visualizing,
monitoring, and controlling time-critical processes. Study
has been done on general requirements and technological
components of industrial control systems, and implementa-
tion of the study, Mercuri, can be used for precision-coat-
ing applications [18].

Communication

The editor-in-chief of IEEE Multimedia envisioned a
future communication conception called Telepresence
[19]. Telepresence allows a person be virtually present at a
remote place and to participate in an event, for example, a
meeting. The merger of virtual reality television, 3D tech-
nology, and networking will make this conception a near-
term way of communicating. At present, e-mail is an
important means of communication among people with
access to a computer network. Conventional e-mail con-
tains only text data/information. What about implementing
multimedia e-mail, which has undergone research and even
standards [20].

Commerce

Commerce on the Internet is not news any more, as many
instances of commerce can be found on the Internet [21].
However, research and development can improve the exist-
ing commerce. A study on the objectives of electronic
advertising and the consumption model for electronic ads
has been done [22]. With well-defined objectives and a
driving consumption model, electronic advertising is to be
implemented in a “new look.”

Office automation

Video conferencing has become more and more popular
for interoffice communication. Videoconferencing incorpo-
rates many aspects of multimedia technology, including
video, audio, and networking [5]. Besides video conferenc-
ing, multimedia technology can be used for supporting
flexible working and/or CSCW (computer supported coop-
erative work) practice. “Flexible working lets employees
perform tasks with computers no matter where, when, or
how they work.” {23] Interactive virtual office systems are
created for social communication and collaboration such
as, “Oxygen” [24]. “Users log into Oxygen and appear in
their personal ‘room’, a two-dimensional graphical space
with a photorealistic background image. From there they
can travel to other people’s spaces or to shared rooms.
Wherever they go, their icon, usually an image of their
face, appears along with the faces of other visitors.”

Entertainment

 Multimedia technology plays a center role in entertain-
ment. All forms of entertainment use multimedia, includ-

ing TV, movies, and live performance in theaters and opera
houses. Modern multimedia information technology pro-
vides new ways to create and deliver entertainment ser-
vices. Video on demand delivers video programs to users
homes through either network [25] or cable line [26]. Pro-
ducing movies is expensive because large costs accrue
when scenes are created, Multimedia information technol-
ogy provides cost-reduction methods to create movies and/
or TV/video programs. Virtual studio or digital studio is
one of the solutions [27,28]. There has been study on the
“cinema of the future”, proposing a system architecture for
distributing movies and live video electronically over
broadband digital network to future cinemas and for play-
ing back the digital films there [29].

Government

Intelligent transportation system (ITS): The Federal
Highway Administration (FHWA) and many state agencies
such as the Illinois Department of Transportation (IDOT),
Georgia Department of Transportation (GDOT) have initi-
ated ITS developments [30]. Foreign countries such as
Japan also have these type of initiatives [31].

Multimedia document systems: Hypermedia and mul-
timedia technology have found extensive application for
building document database and retrieval systems. For
example, Argonne National Laboratory has built the Facil-
ity Profile Information Management System (FPIMS) [81]
for the U.S. Department of Energy (DOE) for storing envi-
ronment, safety and health related DOE documents and the
Human Radiation Experiment (HREX) document system,
etc.

Video arraignment: Multimedia information technol-
ogy has also been applied in our judiciary system [5].

Gun shot location system (GLS): GLS helps the police
dispatcher locate gun shots through distributed sensors and
a central display system [32}. Another geographic informa-
tion system is used by the Department of Housing and
Urban Development and the National Institute of Justice.
This system monitors 911 calls to determine how space and
environmental facts affect crime [32].

Intelx;national computer-supported cooperative
WOr )

A system to allow multipoint, multimedia, transconti-
nental computer-supported collaborative work (CSCW)
has been developed {33]. This system supports real-time
multimedia communication that incorporates video tele-
conferencing facilities, CSCW and multimedia document
storage, editing, and exchange through hybrid network
connections.

Other international activities related to multimedia may
give readers a global view of development in this field.

The Commission of the European Communities (EC)
plays a important role in multimedia and telecommunica-
tions development in Europe [34]. The current round of EC
research and technological development (RTD) programs
will provide $16 billion from 1994 through 1998. Projects
fall into 15 key areas, from information technology to
socioeconomic research. A new EC Multimedia Task Force
will specialize in multimedia research.

The National Infobahn (or information superhighway)
efforts are being undertaken in many Asian countries and




regions, such as Singapore, Hong Kong, Malaysia, China,
India. south Korea, and Taiwan, and in Australia {35]. “The
state of Infobahn in Asia very much reflects the existing
economic stratification” according to Sharma [35].

5. Research areas of interest to multimedia
information technology

In this section, we discuss some interesting research
areas in the multimedia information technology field and
give examples for each area. Because of the space limita-
tions and the type of the survey, each area is summarized
briefly by pointing out its position and/or characteristics.

New hardware technologies

Hardware development is the material base for the devel-
opment of multimedia technology. High-speed, multipro-
cessor CPUs provide the key technology for processing
huge volumes of data which is crucial for multimedia data
processing. In the early 1980s, image processing tasks
could only be performed on supercomputers; much smaller
workstations were used then for this type of task. The new
generation of home PCs can now perform this task. The
speed of the development of high-capacity data storage,
such as optical disks, recordable CD-ROMs, and high-den-
sity hard disks has not yielded to the speed of the develop-
ment of the CPUs. Other new peripherals, like high-
resolution, high-speed, large-screen color monitors, print-
ers, and scanners; new networking hardware, like high-
speed modems, cable modems; and new accessory boards
like sound boards, video boards, computer/TV converting
boards are blooming like spring flowers.

Hardware advances rely heavily on the development of
many scientific disciplines such as physics, chemistry,
material science, electronics, etc. At same time, computer/
information science plays an important role. Many areas of
hardware development are done by computer or informa-
tion scientists, for example, research on algorithms to
improve disk access speed [36], and an analytical model
for obtaining the cost of storing video files and solutions to
reduce the cost [37]. Here, the term “hardware” carries a
broader meaning than just “peripheral systems.”

System configuration and software system
modeling

System configuration and resource allocation: For
large distributed client-server systems, system configura-
tion is no longer an easy task. How to configure hardware
and software components is a research topic that needs
much attention and effort. A study on cost-based program
allocation for distributed multimedia-on-demand systems
has been conducted [38] “to place the various movies in an
economically efficient way at the system’s various video
servers.” Another more general example is the “Three-Tier
Computer Architecture” adopted by Forte, an international
software company. This architecture divides distributed cli-
ent-server systems, including hardware and software, into
three partitioned parts or tiers, namely GUI, application
business logic, and data access functions. To apply this
seemingly simple partition to a specific system design,
much careful study is needed.

System component modeling and system behavior
modeling: System components are the static nature of the
system, and the behavior of the system is the dynamic
nature of the system. Modeling of these two characteristics
of a software system is normally done at the same time.
Many modeling languages such as Visual Language [39]
and UML (Unified Modeling Language) by Rational Soft-
ware [80] try to define both system components and system
behavior by letting users model both multimedia objects
and corresponding operations. Some of the modeling for-
mality requires use of grammar type of syntax, such as
Video Algebra [40]. Some models use mathematical for-
mulas [41]. Mathematical modeling can provide a more
accurate quantitative way to model the system behavior in
many cases.

Temporal/schedule modeling plays a central role in
behavior modeling. A playback scenario and SORT (sce-
nario object rendering time) graph were used to model the
scheduling of a video-audio playback system [42]. A meth-
odology using extended Petri Nets to model the scheduling
and synchronization behavior of a distributed multimedia
information system was proposed [43].

Agents can be used for modeling the general behavior of
any information system, including multimedia information
systems. An agent is one type of software component that
can be characterized as one or all of the following: (1)
operates autonomously, interacting with other agents --
including humans -- through communications; (2) reac-
tively adapts to changes in an environment; and (3) proac-
tively exhibits goal-directed behavior [23]. How to make
an agent more intelligent continues to be a general research
topic in computer/information science.

The finite state machine, although an old concept in
computer science, is still a good way to model software
with a deterministic nature. Multiple finite state machines
were used to model the behavior of a multimedia system
for interactive television (ITV) applications [44].

New operating system: Some of the researchers pro-
posed new operating system to accommodate the special
aspects of multimedia information systems, with emphasis
on scheduling [45].

Information modeling

Information modeling can be part of system components
modeling. However. many researchers: devote separate
efforts to model information. The most well-known effort
of this kind is object-oriented information modeling. From
another point of view, system behavior can also be consid-
ered as certain type of information. Therefore, many of the
methodologies used to model systems can also be used as
information modeling methods independent of system con-
siderations. For example, the spatial and temporal logic
representation in visual programming [41] can be used for
more general purposes.

Multimedia databases

Multimedia database research is an extended area of gen-
eral database research. This area can also overlap substan-
tially with system and information modeling research.
Multimedia information technology requires more chal-
lenging research so that its multimedia nature is included.




Video and audio data/information indexing techniques
are challenging research topics involving difficult areas
such as speech recognition and/or video classification [46].

Comparison of text data with image data for querying or
retrieval of multimedia objects is difficult. Supportive
information needs to be provided in some way. In [47], a
“knowledge-assisted context-based” retrieval approach
was proposed by providing “domain knowledge,” which
describes how the system views the target multimedia data
for context-based retrieval.

Information structuring or organization in multimedia
databases is also a relatively new topic. In [47], the object-
oriented data model MORE (multiple objects relationship)
schema was used to organize the data. This schema consid-
ers two kinds of hierarchy to manage the relationships
among classes; class hierarchy and aggregation hierarchy.

Some research on modeling hypermedia databases has
been done. The Dexter model [48] organizes a hypermedia
database into three layers: storage layer, which contains a
network of nodes and links; within-component layer,
which contains the content/structure inside the node; and
run-time layer, which contains the presentation of the
hypertext (or hypermedia).- The Dexter model emphasizes
the storage layer but does not specify the structure inside
the within-component layer. The Amsterdam hypermedia
model [49] extended the Dexter model by adding time and
contents to the Dexter model.

Taxonomy is a important part of any information model-
ing/structuring. A taxonomy based on media type and
media expression has been proposed [50]. There are three
categories under media expression: elaboration, representa-
tion, and abstraction.

New networking technologies

The current multimedia applications demand at least 1.4
Mbps per direction even for compressed video data.
There are other more demanding requirements for net-
works by multimedia applications such as transmission
delay, multipoint communication, reliability, etc. Stuttgen
[51] did an evaluation on the requirements of multimedia
application to network technologies. Some results from
this study are listed below.

Ethernet: Because of the lack of delay guarantees,
Ethernet is not a good network for distributed multimedia.
However, it provides enough bandwidth for a few streams
plus a multicast function, which makes it suitable for
experimental setups with a limited number of stations.

ISDN (Integrated Services Digital Network): ISDN can
be bundled to provide up to 2 Mbps bandwidth. It is cur-
rently the only available choice for interactive wide-area
multimedia communications aside from leased line ser-
vices. The lack of multicast services restricts ISDN to
point-to-point rather than distribution or multiparty confer-
encing environments.

ATM (asynchronous transfer mode) technology:
According to many researchers ATM is the next logical
step in network evolution. An ATM network based on
twisted pair (UTP-3) cabling can provide 25 to 51 Mbps
bandwidth. It can also provide less than 10 ms transmission
delay and multicast functions to meet the network demand
of multimedia applications.

Many ATM-related researches and implementations

have been done along with other multimedia information
technologies. Some studies incorporate ATM network con-
nections to allow effective delivery of the network’s high
bandwidth to the processing, controlling, and/or storage
subsystems in different applications {52,53,55]. Some
studies proposed a detailed model (e.g. QoS Broker [54])
to manage QoS in ATM network connection.

Other researches related to networks include gateways
between the implementations of different standards [56].

Standardization

Data formatting: Many standards related to data for-

_ matting, coding/decoding, and compressing have emerged

for multimedia information technology. The International
Organization for Standardization (ISO) has three groups
working on creating coding/decoding standards for multi-
media data stream. The Joint Photographic Experts Group
(JPEG) defines compression algorithms/or codec methods
for still images. The Moving Picture Experts Group
(MPEG) defines the compression and interchange format
for motion pictures, including audio [57]. Other works
include the International Communications Union’s (ITU)
H.261, Intel’s Digital Video Interactive (DIV) [51], and
ISO/TTU’s Abstract Syntax Notation One (ASN.1) [S8].

Information medeling: Information encoding standards
define the interrelationships between different pieces of
multimedia presentation and, in some cases the logical
structure of the multimedia information/data. The Multi-
media Hypermedia Experts Group (MHEG) of ISO has
been working on the standard to define system-independent
encoding of the structure information used for storing,
exchanging, and executing multimedia presentations [57].
An earlier standard created by another subcommittee of
ISO - SGML (standard generalized mark-up language) -
defined a general or abstract syntax for multimedia, mainly
for hypertext, logical and layout structure. The Hypertext
mark-up language (HTML) used on the Web is one of the
reference concrete syntaxes of SGML.

System modeling: Some standards are for modeling
multimedia systems. The standards mentioned above such
as MHEG and SGML (and its concrete forms) can also be
used for modeling certain features of a system, but they
may not be able to capture all the dynamic features of a
multimedia system. New standards being created for mod-
eling systems include dynamic features. HyTime is “a stan-
dard neutral markup language for representing hypertext,
multimedia, hypermedia, and time-based documents in
terms of their logical structure by extending SGML.” [59,
60] Documents represented in HyTime conform fully to
the ISO standard SGML. An emerging standard for multi-
media presentation called Premo originates from the object
model {61]. Premo emphasizes the ability of objects to be
active, primarily to meet the need for synchronization in
multimedia environments. Research has also being con-
ducted for “an open architecture for digital communication
systems” that emphasizes adaptability to evolving stan-
dards, reprogramming, modular upgrading, etc. [62].

Scripting language: Scripting language standardizes the
framework for implementation of multimedia applications.
The same group responsible for SGML and Hytime is
developing the standard multimedia/hypermedia scripting
language (SMSL). SMSL is a standardized mechanism for




embedding scripts in SGML hyper-documents. MHEG II
has considered the use a reference script language for
example decodings [63].

Network standard: IEEE standard 802.9 for multimedia
in a local area network is a physical layer standard that
incorporates an ISDN phone system with LAN-based
Ethernet for mixed data transmission. [64].

Videoconferencing standards: Videoconferencing stan-
dards have emerged, such as ITU’s H.320, T.120, H.323,
and H.324 [5].

Media data/information converting technologies

Speech recognition and audio classification: Speech
recognition and audio classification are challenging
research topics because a rather simple perceptual charac-
teristic could correspond to very diversified acoustic
parameters. They also include the topic of natural language
recognition. Researches on audio classification, searching,
and retrieving have been done. One study [65] proposed an
approach using a classification engine and a class knowl-
edge base. The classification engine reduces sounds to per-
ceptual and acoustical features. Features of classes learned
by the classification engine are stored in knowledge base
for future comparison/reference. The study on videocon-
ference indexing [46] proposed paradigms for indexing
videoconferences and implementation system architecture.

Compared with audio classification and speech recogni-
tion, speech synthesis could be considered easier if one
does not care about the richness or character of the output
pégnunciation. Many applications use synthesized speech
(66].

Motion analysis in digital video: Video classification
and motion analysis in digital video recognize objects or
movement of objects in image and video data stream. This
research area presents difficulties similar to those presented
by voice recognition research. One object can have thou-
sands of pixels with different characters (e.g., color or
intensity), and the same type of pixels can appear in com-
pletely different objects. Research activity has been done
by using the MPEG video encoding scheme to analyze
motion in digital video [10]. )

Encoding, decoding, compressing: Some of the stan-
dards discussed above define the format and/or algorithms
to implement the codec process. The codec processes can
be implemented as software-only or hardware-assisted.
“Hardware-assisted codecs provide substantially better
image quality and better coding and playback performance
compared to software-only video codecs.” [67] There is
some research on converting methods between different
formats [2] for special needs. Some discussed the theory
behind the MPEG/audio compression algorithms [77].

Methodologies, frameworks, and paradigms

There has been much discussion within the research
community about methodologies, frameworks, and para-
digms for software engineering and information system
development since large-scale software engineering is a
very complex and challenging process. Adopting and
understanding a unified methodology/framework/paradigm
by all the participating engineers are the keys to cost-effi-
ciency, reliability, and reusability. This is more serious for

distributed multimedia (DMM) application development.

The approach proposed in [68] aims for an encompass-
ing framework of tools and services unified by a common
paradigm such as “distributed object-oriented program-
ming” for DMM applications.

Presentation issue

It seems that all the issues related to multimedia can be
seen as a presentation or human/machine interface issue.
However, there still are some issues directly related to how
to present multimedia material, such as color, dimension,
background, character size and font, etc. Some research
has been done in this area [69].

Optimization of resources allocation and evalua-
tion of system performance

QoS is a broadly adopted term. According to [70], “qual-
ity of service represents the set of those quantitative and
qualitative characteristics of a distributed' multimedia sys-
tem necessary to achieve the required functionality of a
application.” The QoS of a given system is expressed as a
set of parameter-value pairs. QoS parameters can be cate-
gorized as performance-oriented, format-oriented, syn-
chronization-oriented, cost-orient, or user-oriented. QoS is
not only the measurement of system performance. In a
more broad meaning, it defines the functionality set to
achieve these performance measures for a system.

Some QoS parameters can have a trade-off relationship
with system resources. QoS management plays an impor-
tant roll in multimedia information systems. Many
researches have been done related to this area. Some pro-
posed specific QoS management system or component
[3,54]. Some proposed mapping QoS parameters between
different layers [54] and/or building QoS assurance into
scripting language [44]. -

Information and/or system security/intellectual
property rights

The security of information and system is an important
and sometimes hard-to-tackle problem for both multimedia
and text/numeric-only systems. There may be some special
areas for multimedia only. For example, how do you
encrypt an image? On the other hand, multimedia may also
provide some special solutions with regard to information
security or copyright issues [71].

Interactive multiuser virtual environment

Virtual environment, virtual reality, and virtual participa-
tion can be seen as application areas of multimedia infor-
mation technology. They also open up some specific
research topics since some sophisticated human-machine-
human interaction issues are associated with these areas.
Many researches have been done in these areas. Some pro-
posed generic platform to support multimedia interaction
[78]. Some studied issues associated with implementing
VE/VR systems [24,72].

Application modeling




Application modeling models application information,
so it can be included in the information modeling category.
However, information modeling as mentioned above mod-
els general or abstract forms of information. Application
modeling deals with a specific application domain. Appli-
cation modeling takes a more concrete form. In many cases
it requires extensive knowledge about that specific applica-
tion field. The consumption model for consumer-driven
advertising in [21] is an example. This research focused on
developing an efficient and well-targeted consumption/
advertising model and proposed suitable technologies for
implementing the mode.

6. Remarks

We have provided a survey of multimedia information
technology and discussed the special aspects of this tech-
nology. We also pointed out the more general aspects asso-
ciated with information technology. We categorized
applications of multimedia information technology. We
discussed a list of research areas associated with multime-
dia technology. The study is mainly based on the IEEE
Multimedia journal. The study helps us to understand this
newly developed field. We hope that this study will give
readers an overview of current multimedia technology.

Some excerpts offer important advice and/or predic-
tions about multimedia information technology
{19,73,74,75]. Because of space limitations, we do not cite
the paragraphs here but encourage readers to refer to the
original articles.

We feel that multimedia information technology as a
special field is still relatively new, and it will take more
time and effort by researchers to identify the most essential
and important issues in this field. More general rules and/or
theorems need to be developed to characterize this field.
Since this field utilizes the research results of many differ-
ent fields of science and technology, the issues that synthe-
size concrete and abstract forms might be of special
interest to researchers.

Information technology is bringing human civilization
into a new era. Multimedia information technology is tak-
ing a central role on the information technology stage.
Multimedia information technology is an area that encom-
passes myriad of changes, an area full of predictions and
promises for the national and global information infra-
structure, and an area that promises vast opportunity.

The work discussed in this paper was partially supported
by the U. S. Department of Energy under contract W-31-
109-Eng-38.

References

[1] R, Jain,; “Editor-in-Chief's Message; What Is Multimedia
Anyway"; IEEE Multimedia; Vol. 1 No. 3; Fall 1994; pp.3.

[2] M-S Chen, D.D. Kandlur; “Stream Conversion to Support
Interactive Video Playout”; IEEE Multimedia; Vol. 3, No.
2; Summer 1996; pp.51-58.

[3] R.T. Apteker, J.A. Fisher, V.S. Kisimov, and H. Neishlos;
“Video Acceptability and Frame Rate”; IEEE Multimedia;
Vol. 2, No. 3; Fall 1995; pp.32-40.

{4] F. Golshani; “Children's Software Enters New Age”; IEEE
Multimedia; Vol 2, No. 1; Spring 1995; pp.100-102.

{51 W. Grosky; “In the News Videoconferencing Market Grows”’;
IEEE Multimedia; Vol. 3, No. 2; Summer 1996; pp.8.

[6] F. A. Tobagi; “Distance Learning with Digital Video™; IEEE
Multimedia; Vol. 2, No. 1; Spring 1995; pp.90-93.

{71F. Alonso, A. de Antonio, J.L. Fuertes and C. Montes; “Teach-
ing Communication Skills to Hearing-Impaired Children”;
IEEE Multimedia; Vol. 2, No. 4; Winter 1995; pp.55-67.

{8] H. Hoffman; “Network-Compatible Multimedia for Medical
Training: MedPics”; IEEE Multimedia; Vol. 1, No. 3; Fall
1994; pp.71-73.

[91 S.A. Rebelsky; “Designing Interactive Electronic Conference
Proceedings”; IEEE Multimedia; Vol. 2, No. 2; Summer
1995; pp.75-79.

[10] F. Golshani; “Images Galore: Multimedia at Arizona State
University”; IEEE Multimedia; Vol. 1, No. 4; Winter 1994;
pp.71-73.

[11] R. Goldman-Segall; “Whose Story Is It, Anyway? An Ethno-
graphic Answer’’; IEEE Multimedia; Vol. 1, No. 4; Winter
1994; pp.7-11.

[12]1 M.J. Kraak; “Integrating Multimedia in Geographical Infor-
mation Systems”; IEEE Multimedia; Vol. 3, No. 2; Summer
1996; pp.59-65.

[13] G. Bucci, R. Detti, V. Pasqui, and S. Nativi; “Sharing Multi-
media Data over a Client-Server Network™; IEEE Multime-
dia; Vol. 1, No. 3; Fall 1994; pp.44-55.

[14] M.Y. Kim; “A Multimedia Information System for Home
Health-Care Support”; IEEE Multimedia; Vol. 2, No. 4;
Winter 1995; pp.83-87.

[15] L. Kleinholz and M. Ohly; “Supporting Cooperative Medi-
cine: The Bermed Project”; IEEE Multimedia; Vol. 1, No.
4; Winter 1994; pp.44-53.

[16] Z. Kemp; “Multimedia and Spatial Information Systems”;
IEEE Multimedia; Vol. 2, No. 4; Winter 1995; pp. 68-76.

[17] G.S. May; “Microelectronics Fabrication Training Using
Multimedia and the Web”; IEEE Multimedia; Vol. 3, No. 2;
Summer 1996; pp.67-71.

[18] A. Guha, A. Pavan, J.C.L. Liu, and B.A. Roberts; “Control-
ling the Process with Distributed Multimedia”; IEEE Multi-
Media; Vol. 2, No. 3; Fall 1995; pp.20-29.

[19] R. Jain; “Editor-in-Chief's Message: Real Telepresence”;
IEEE Multimedia; Vol. 2, No. 4; Winter 1995; pp.3-4.

{20] S. Carrier and N.D. Georganas; “Practical Multimedia Elec-
tronic Mail on X.400”; IEEE Multimedia; Vol. 2, No. 4;
Winter 1995; pp.12-23.

[21] T. D. C. Little; “Multimedia at Work: Commerce on the
Internet”’; IEEE Multimedia; Vol. 1, No. 4; Winter 1994;
pp.74-78.

[22] R. Dedrick; “A Consumption Model for Targeted Electronic
Advertising”; IEEE Multimedia; Vol. 2, No. 2; Summer
1995; pp.41-49. ,

[23] K. Takeda, M. Inaba, and K. Sugihara; “User Interface and
Agent Prototyping for Flexible Working”; IEEE Multime-
dia; Vol. 3, No. 2; Summer 1996; pp.40-50.

[24] J. Chung; “Social Communication in a Virtual Office”; IEEE
Multimedia; Vol. 2, No. 2; Summer 1995; pp.7-9.

[251 T. D. C. Little and Dinesh Venkatesh; “Prospects for Interac-
tive Video-on-Demand”; IEEE Multimedia; Vol. 1, No. 3;
Fall 1994; pp.14-24.

[26] D.D. Harman, G. Huang, G.H. Im, M.H. Nguyen, J.J.
Werner, and M.K. Wong; “Local Distribution for IMTV";
IEEE Multimedia; Vol. 2, No. 3; Fall 1995; pp.14-23.

[27]1 S.R. Alpert, M.R. Laff, WR. Koons, D.A. Epstein, D. Soro-
ker, D.C. Morrill, and A. J. Stein; “The EFX Editing and
Effects Environment”; IEEE Multimedia; Vol. 3, No. 1;
Spring 1996; pp.15-29.

[28] L. Blonde, M. Buck, R. Galli, W. Niem, Y. Paker, W.
Schmidt, and G. Thomas; “A Virtual Studio for Live Broad-
casting: The Mona Lisa Project”; IEEE Multimedia; Vol. 3,
No. 2; Summer 1996; pp.18-29.

[29] L. Vaitzblit; “A High-Resolution Video Server for Cinema of
the Future”; IEEE MultiMedia; Vol. 2, No. 3; Fall 1995;
pp.65-69.

[30] W. Grosky; “In the News: Technology Tested at the Olym-




pics”; IEEE Multimedia; Vol. 3, No. 3; Fall 1996; pp.8.

{317 D.K. Kahaner; “Traffic Safety Activities in Japan”; JEEE
Multimedia; Vol. 3, No. 3; Fall 1996; pp.16-17.

[32] W. Grosky; “In the News: Mapping Systems Watch Crime”;
IEEE Multimedia; Vol. 3, No. 3; Fall 1996; pp.7-8.

{33] H.W. Peter Beadle; “Experiments in Multipoint Multimedia
Telecommunication’; IEEE Multimedia; Vol. 2, No.
2;Summer 1995; pp.30-40.

[34] R.G. Tate; “‘European Multimedia Update”; IEEE Multime-
dia; Vol. 3, No. 2; Summer 1996; pp-12-17.

[35] R.S.Sharma; ““Infobahns’ in Asia: Promises and Perils”;
1EEE Multimedia; Vol. 2, No. 2; Summer 1995; pp.80-85.

{36] D. I. Gemmell, J. Han, and R. J. Beaton; “Delay-Sensitive
Multimedia on Disks”; IEEE Multimedia; Vol. 1, No. 3;
Fall 1994; pp.56-67.

{37] Y.N. Doganata and A. N. Tantawi; “Making a Cost-Effective
Video Server”; IEEE Multimedia; Vol. 1, No. 4; Winter
1994; pp22-30.

[38] C.C. Bisdikian and B.V. Patel; “Cost-Based Program Alloca-
tion for Distributed Multimedia-on-Demand Systems”;
1EEE Multimedia; Vol. 3, No. 3; Fall 1996; pp.62-72.

[39] S-K. Chang; “Extending Visual Languages for Multimedia”;
IEEE Multimedia; Vol. 3, No. 3; Fall 1996; pp.18-26.

[40] R. Weiss, A. Duda, and D.K. Gifford; “Composition and
Search with a Video Algebra”; IEEE Multimedia; Vol. 2,

-No. 1; spring 1995; pp.12-25.

[41] A.D. Bimbo and E. Vicario; *Visual programming of Virtual
Worlds Animation”; IEEE Multimedia; Vol. 3, No. 1;
Spring 1996; pp.40-49.

[42] A. Karmouch and J. Emery; “A playback Schedule Model
for Multimedia Documents™; IEEE Multimedia; Vol. 3, No.
1; Spring 1996; pp.50-61.

[43] Y.Y. Al-Salqan and C.K. Chang; “Temporal Relations and
Synchronization Agents”; IEEE Muitimedia; Vol. 3, No. 2;
Summer 1996; pp.30-39.

[44] P.A. Subrahmanyam, K.J. Singh, G. Story and W. Schell;
“Quality Assurance in Scripting”; IEEE Multimedia; Vol. 2,
No. 2; Summer 1995; pp.50-59.

{45] R. Steimetz; “Analyzing the Multimedia Operating System”’;
IEEE Multimedia; Vol. 2, No. 1; Spring 1995; pp.68-84.

[46] R. Kazman, R, Al-Halimi, and M, Mantei; “Four Paradigms
for Indexing Video Conferences’; IEEE Multimedia; Vol.
3, No. 1; Spring 1996; pp.63-73.

[47] A. Yoshitaka, S. Kishida, M. Hirakawa, and T. Ichikawa;
“Knowledge Assisted Content-Based Retrieval for Multi-
media Database”; IEEE Multimedia; Vol. 1, No. 4; Winter
1994; pp.12-21.

[48] F. Halasz and M. Schwartz; “The Dexter Hypermedia Refer-
ence Model”; Comm. ACM; Vol. 37, No. 2; February 1994;
pp.30-39.

[49] L. Hardman, D.C.A. Bulterman and G.V. Rossum; “The
Amsterdam Hypermedia Model: Adding Time and Context
1o the Dexter Model”; Comm. ACM; Vol. 37, No. 2; Febru-
ary 1994; pp.50-62.

[50] R.S. Heller and C. Dianne Martin; “A Media Taxonomy”’;
IEEE Multimedia; Vol. 2, No. 4; Winter 1995; pp.36-45.

[51] H.J. Stuttgen; “Network Evolution and Multimedia Commu-
nication”; IEEE Multimedia; Vol. 2, No. 3; Fall 1995;
pp.42-59.

[52] R. Rooholamini and V. Cherkassky; “ATM-Based Multime-
dia Servers”; IEEE Multimedia; Vol. 2, No. 1; Spring 1995;
pp.39-52.

[53]1J.D. Huang and A. Pavan; “The Mercuri Multimedia Labora-
tory at Honeywell”; IEEE Multimedia; Vol. 3, No. 2; Sum-
mer 1996; pp.72-77.

{54] K. Nahrstedt and J. M. Smith; “The QOS Broker”; IEEE
Multimedia; Vol. 2, No. 1; Spring 1995; pp. 53-67.

[55] S. Wray, T. Glauert, and A. Hopper; “Networked MultiMe-
dia; The Medusa Environment”; IEEE Multimedia; Vol. 1,
No. 4; Winter 1994; pp.54-63.

{56] S.P. Patel, G. Henderson, and N. D. Georganas; “The Multi-

media Fax-MIME Gateway”; IEEE Multimedia; Vol. 1, No.
4; Winter 1994; pp.64-70.

[57] T. Meyers-Boudnik and W. Effelsberg; “MHEG Explained”;
1EEE Multimedia; Vol. 2, No. 1; Spring 1995; pp.26-38.

[58] B.J. Gerovac and D.C. Carver; “Standardizing Header in the
Quest for Interoperability”; IEEE Multimedia; Vol. 3, No.
1; Spring 1996; pp.84-88.

[59] S.R. Newcomb; “Standards; Multimedia Interchange Using
SGML/HyTime”; IEEE Multimedia; Vol. 2, No. 2; Summer
1995; pp-86-89.

[60] S.R. Newcomb; “Standards; Multimedia Interchange Using
SGML/HyTime”; [EEE Multimedia; Vol. 2, No. 3; Fall
1995; pp.60-64.

[61] I. Herman, G.J. Reynolds, and J.V. Loo; “Premo: An Emerg-
ing Standard for Multimedia Presentation”; 1EEE Multime-
dia; Vol. 3, No. 3; Fall 1996; pp.83-89.

[62] C.J. Birkmaier; “An Open Architecture for Digital Commu-
nication System”; IEEE Multimedia; Vol. 1, No. 4; Winter
1994; pp.79-84.

[63] A.A. Rodriquez, M. Fisher, and B. Markey; “Scripting Lan-
guages Emerge in Standards Bodies”; IEEE Multimedia;
Vol. 2, No. 4; Winter 1995; pp.88-92.

[64] R. Platt; “New Standard Helps Multimedia Get Off the
Ground”; IEEE Multimedia; Vol. 3, No. 2; Summer 1996;
pp-78-82.

[65] E. Wold, T. Blum, D. Keislar, and J. Wheaton; “Content-
Based Classification, Search, and Retrieval of Audio”;
IEEE Multimedia; Vol. 3, No. 3; Fall 1996; pp.27-36.

{66] C.T. Hemphill, PR. Thrift, and J.C. Linn; “Speech-Aware
Multimedia”; IEEE Multimedia; Vol. 3, No. 1; Spring
1996; pp74-78.

{67] A. A. Rodringuez and K. Morse; “Evaluating Video
Codecs”; IEEE Multimedia; Vol. 1, No. 3; Fall 1994; pp.25-
33.

{68] M. Muhlhauser and L. Gecsei; “Services, Frameworks, and
Paradigms for Distributed Multimedia Applications™; IEEE

. Multimedia; Vol. 3, No. 3; Fall 1996; pp.48-61.

[69] R. Vetter, C. Ward, and S. Shapiro; “Using Color and Textin
Multimedia Projects”’; IEEE Multimedia; Vol. 2,No. 4;
Winter 1995; pp.46-54.

[70] A. Vogel, B. Kerherve, G.V. Bochmann and J. Gecsei; “Dis-
tributed Multimedia and QOS; A Survey’”; IEEE Multime-
dia; Vol. 2, No. 2; Summer 1995; pp.10-19.

[71] W. Grosky; “In the News; Digital Watermarking Stakes a
Claim on the Web”; IEEE Multimedia; Vol. 3, No. 2; Sum-
mer 1996; pp.8.

[72] O. Hagsand; “Interactive Multiuser VEs in the DIVE Sys-
te9m”; IEEE Multimedia; Vol. 3, No. 1; Spring 1996; pp.30-
39.

{73] R. Jain; “Editor-in-Chief's Message; Infoscopes™; IEEE Mul-
timedia; Vol. 2, No. 3; Fall 1995; pp.3.

[74] L. Friedlander; “Spaces for Experience”; JEEE Multimedia;
Vol. 2, No. 1; Spring 1995; pp.6-11.

[75] A. Ginige, D.B. Lowe, and J. Robertson; “Hypermedia
Authoring”; IEEE Multimedia; Vol. 2, No. 4; Winter 1995;
pp.24-35.

[76] T.G. Aguierre Smith; “Multimedia Lab Supports Sustainable
Development”; IEEE Muiltimedia; Vol. 3, No. 1;Spring
1996; pp.79-83.

{771 D. Pan; “A Tutorial MPEG/Audio Compression”; IEEE Mul-
timedia; Vol. 2, No. 2;Summer 1995;pp.60-74.

[78] M.M. Blattner and E.P. Glinert; “Multimodal Interaction’™;
IEEE Multimedia; Vol. 3, No. 4; Winter 1996; pp.14-24.

{79] Argonne National Laboratory; “Research Highlights 1946-
1996”; Frontiers; 1996; pp.48-49.

[80] L. Garber and T. Kaneshige; “Industry Trends - News
Briefs”; Computer; September 1996; Vol. 29, No. 9; pp.20.

{81] C. Morgan, C. Swietlik, and B. Kissinger; “Environmental,
Safety and Health Facility Profile Information Management
System (FPIMS)”; INFOTECH’93 Proceeding; CONF--
9310145; Oct 20-22, 1993; pp.127-136.




