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ABSTRACT 

A method of increasing the sampling efficiency in 

Monte Carlo calculations of thick shield penetration has been 

developed. The procedure alters the effective mean free path 

in such a way as to maximize the rate of convergence of the 

transmission probability. The approach is semi-empirical in 

nature and has been shown to be remarkably insensitive to 

geometry. The primary dependence appears to be on the non-

absorption probability at each collision, with secondary 

dependence on the distance to escape. The procedure is simple 

enough to permit its incorporation into existing Monte Carlo 

codes with a minimum of programming effort. 
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In many general Monte Carlo codes in use today, several techniques 

are available for reducing the variance in the calculated transmission 

of particles through thick regions. Some of these utilize particle 

splitting and Russian roulette at arbitrarily chosen boundaries, as 

well as other forms of importance sampling. Unfortunately, the success 

of this class of biasing scheme rests to a large degree on the skill of 

the user of the code, and quite often on his "a priori" knowledge of the 

very problem he is trying to solve. 

An investigation was made of some of the existing alternate approaches, 

since it was felt that the intuition required to effectively utilize 

position or direction dependent importance sampling would be hard to come 

by in complicated geometric configurations. The hope was that a technique 

could be found which would rely less heavily on the code users' experience. 

To investigate the problem of thick shield penetration we assumed 

an infinite plane source of mono-energetic neutrons, incident normally on 

the left face of a slab of thickness /T) A , where /\ is the mean free 

path. This is depicted in figure 1. "̂  , as well as the scattering 

probability, r^ , was taken to be constant. The scattering was 

assumed isotropic in the laboratory system since this presents the most 

difficult convergence problem in calculating the transmission. 

Energy dependence was eliminated in order to isolate the problem 

of spatial penetration from any extraneous factors. 

We used slab geometry so that we could compare our numerical results 

with those from analytic treatments. It also served to considerably 

reduce the computation costs of this investigation. 

Since we were seeking techniques which would apply in any geometry 

or coordinate system, we tried those which would be functions only of the 

distance to escape at each collision point. One such approach, available 

in some codes, relies on the adjustment in some way of the effective 

mean free path which the particle sees in traversing the medium. 

The most direct approach was to replace the actual mean free path, 

where "a" is a parameter set usually between 0 and 1. 

The straightforward Monte Carlo approach to selecting a path length 

is to randomly select it from the actual distribution of such distances: 
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where s is the distance to the next collision. 

This is done by picking a random number, R, from a uniform 

distribution of such numbers between 0 and 1 and setting it equal to 

the cumulative distribution function for s: 
.5 

(2) 

(3) 

from which 

5 = -^/n('/-A?), or simply S-~7\^R (4) 

since (1-R) has the same distribution as R. 

If we select instead from 

(5) 

then 

3 = ""A-'*^r<, or, in terms of the parameter "a'', (6) 

a 
To preserve the proper expectation value for the number of particles 

traveling a distance, s, we assign a weighting factor 
rsy / - ̂  "i _ 5 C/-a) 

so that the product of VVp * % ~ f 

We coupled this technique with the familiar one of eliminating 

absorption and weighting the particle by the scattering probability, /5 , 

so that the statistical weight of a particle which collides after traveling 

a distance s is , . 

where W' is the weight resulting from the previous collision. 

We used no directional biasing except for the fact that equation (s) 

was used only when a particle was moving forward. When the particle 

was moving toward the source, we set 

W= W Ps 1 essentially using "a" = 1. (9) 

Note, in equation (s) that a value of "a" exists which will preserve 

the statistical weight of a particle traveling one mean free path. This 
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is obtained by setting W = W' and "̂ /̂  = I 

When a comprehensive parameter study was run for a 20 M. F. P. 

slab, with various values of t s , it was found that using "a" 

obtained in this manner gave very satisfactory results. 

Figure 2 shows the transmission probability for a 20 M. P. P. 

slab with a scattering probability of 0.9» obtained for several values 

of "a". The curves are plotted as a function of ^ N (where N is the 

number of particle histories) for ease of interpretation. The constant 

under the radical merely serves to normalize the first printed output 

to "1" on the curve. In this way the second output, plotted at "2", 

has a probable error half that at "1". At "4" it is half that at "2.", 

et cetera. 
(l) -5 

The analytic value^ ', 5*0 x 10 , is an excellent agreement with 

the consensus of the better Monte Carlo results. 

Satisfactory results were obtained for "a" between 0.5 and 0.9 with 

the best results occurring around "a" = 0.7* Variance estimates, as Well 

as comparisons vfith a straightforward calculation, indicate a reduction 

in the variance by a factor of nearly 400 for this case. The estiina"ted 

probable error after 1000 particle histories is about .06 x 10 or 20^o 

of the established value. Values of "a" between 0.6 and 0.8 would all 

give probable errors within '^Ofo at this point. .(The value of "a" which 

would preserve the statistical particle weight for a 1 M. P. P. fliĝ ht 

is 0.61, within the above mentioned range.) 

These 1000 histories consumed 16 seconds of IBM 7094 time in this 

simple problem. Should a large code, on a real problem, be even tv;enty 

times slower, this calculation would still be quite practical. 

Poorly chosen values of "a", however, can actually lead to ejToneous 

results in any reasonable number of particle histories. This occurred 

most dramatically when "a" was too low. These values over-emphasize 

long flights at the expense of intermediate path lengths of particles 

making a large number of collisions. Note that for "a" = .150, the 

results after 100,000 histories appear reliable within nfcout 50^i but 

are actually low by more than an order of magnitude. "a" = 0.400 looks 

quite well converged after 100,000 histories but is still low by around 
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A s imi l a r se t of runs waa made f o r / ? / - J O , Is-^-^- The ani l .^ l in 
(l) -8 

result is less certain here, but, is arounr! 1 ^ 10 * On\if t'̂/o 
_ _» 

curves are shov/n in fi,';;'ure 5, but r e s u l t s f a l l wi lh in 20% of I X 1^ 

for a l l " a " ' s up to .375» The lower curve, "a" = .085i shows "the, e f f ec t 

of poor sampling. (Note the slow r i s e and \QV^ psxiods o f - f n l t - o f f • ) 

The curve for "a" = .32.0 behaves beau t i fu l ly -..nc -•'as aboU t̂ as g'ood a 

r e s u l t as was ob ta ined . ("a" = .<230 v/ould preserve i j ' r u c l e - ' s 

s t a t i s t i c a l weight for 1 )K). F. F . f l i r :h t . This r e v o l t WOS omt^y^^fi^frtl^ 

i n f e r i o r to the curve for "a" = .520 . ) 

By varying the s lab triiekness,/T? '^ , la^S (O/etk aS / ^ , i t WQ5-fowwd 

t ha t s e t t i n g 
3 ,- , - d - a ) ' ^ ' / a ^ 1^' C.o) 

would y i e ld near optimum values of *'a," a t !€aS"t "to 3 ^ M P. P 

Figure 4 shows "a" vs_ /^ , obtained from equat ion \10J "for />") » "2.0 tt"ncl 

/Yl = 30. The p lo t i s on Gaussian p r o b a b i l i t y p9^€r SiJice t t ib̂ haV̂ Ŝ" 

more l i n e i r l y on t h i s paper in the. >3»rwa\ rgJOgTe. of /JfTtertStT. ITn "this 

range the re i s not too v\Xich diffeirenoe between "the CUrV€S. "fKe «^^f"fcrcnCC 

i s g r e a t e s t when /s iS ôW, but, as o\xT Y^SV^ts ino/i'cate, -fchft varlaince 

i s l e s s s e n s i t i v e "to "a." in t h i s ran,re -.rian -for bi^K / s . E f f e c t i v e ( y , 

i n t roduc ing the "/77 " dependence /̂ %S U *iotie.&Q4>(.« fcuf >-e l,A"tlyel^ miTlof 

ef fec t when compared to the e-'fcC- of p r f se rv i ii ; th^^^l^ht 9f po.rtic\,eS 

t r a v e l i n g about 1 M. F. t'. 

The a p p l i c a t i o n to a r b i t r a r y geometry i s c le ; i r . "By lTi'teyp©v9ft'IO>t 

from a t ab l e of "a" vs 7s one can ob ta in a s i t i ;-•.! . c ; ory vaj^wa of *^a^ 

at every c o l l i s i o n in an energy dependent problem* ^^OiC*., llr\ 'JJL-f X.e)<lfc>l,6. 

geometry Monte Carlo code, the procedure for dotcr 'a in in • the ,listi.nco 

to excape in a f^lven d i r e c t i o n i s usuall.v needed ToY otheif 1re.&soTiS, {"t 

would r equ i r e only minor modif icat ion to incorporalTe "thiS- •ScheiVlft.iKl 

such a code, along with a t a b u l a t i o n of "a" vs / ^ f<7r a few appro|?5^id."t€L 

values of /Kl • 

The r e l a t i v e i n s e n s i t i v i t y of the best choice of " L" to //l iri</lC2ltSS 

tha t in any geometric conf igura t ion , the. Ifistiabi l i t i / of "t/ie fe^VlktS Wi il^ 

not be a l t e r e d , even when the d i s tance to escape i s ti^ s^^tpi^ vnTyin^ 

funct ion of d i r e c t i o n or energy. 
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