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OPTICAL PROPERTIES AND DEFECT LEVELS IN A SURFACE LAYER
FOUND ON CulnSe, THIN FILMS

F. Abulfotuh, T. Wangensteen, R. Ahrenkiel, and L. Kazmerski
National Renewable Energy Laboratory, Golden, Colorado, USA -

ABSTRACT

In this paper we have used photoluminescence
(PL) and wavelength scanning ellipsometry (WSE) to
clarify the relationship among the electro-optical
properties of copper indium diselenide (CIS) thin films,
the type and origin of dominant defect states, and device
performance. The PL study has revealed several shallow
acceptor and donor levels dominating the semiconductor.
PL emission from points at different depths from the
surface of the CIS sample has been obtained by
changing the angle of incidence of the excitation laser
beam. The resulting data were used to determine the
dominant defect states as a function of composition
gradient at the surface of the chalcopyrite compound.
The significance of this type of measurement is that it
allowed the detection of a very thin layer with a larger
bandgap (1.15-1.26 eV) than the CIS present on the
surface of the CIS thin films. The presence of this layer
has been correlated by several groups to improvement of
the CIS cell performance. An important need that results
from detecting this layer on the surface of the CIS
semiconductor is the determination of its thickness and
optical constants (n, k) as a function of wavelength. The
thickness of this surface layer is about 500 A.

INTRODUCTION

The performance of the copper indium
diselenide (CIS) polycrystalline thin film devices has
evolved to the point where total-area device efficiency of
17.1% [1] and modules with demonstrated stability and
conversion efficiencies exceeding 11 % have been
reported [2]. However, an explanation of the observed
variable behavior of this material, including - the
dependence of the device's performance on the junction
and material quality, has not yet been established.
Therefore, numerous investigations [e.g., Refs. 3-5] have
focused on the structure and chemistry of the
chalcopyrite compound.

The improved device performance has been
attributed to the formation of a surface layer on the CIS
film [6,7), often called an ordered-vacancy compound
(OVC) or chalcopyrite defect compound (CDC), resulting
from optimized material processing. Detection and
determination of the electro-optical properties of this very

thin (=500-A thick) layer is extremely important for
understanding and modeling of device performance.

In this paper, the photoluminescence (PL)
technique has been used to study the effect of this layer
on the emission from CIS when this layer exists. To
characterize the material further to understand its effect
on the device behavior, the optical constants of the solar-
cell components (including window layers) as a function
of wavelength have been measured using wavelength
scanning ellipsometry (WSE). These data are essential
for modeling the behavior of such a component and to
ascertain the influence of composition and processing
steps on the fundamental properties of materials.

EXPERIMENTAL METHODS

The PL measurements were taken on the bare
surfaces of both thin films and single crystals (after Se
diffusion) of CiS samples and through the window layer
deposited on the absorber surface. WSE was used to
monitor both the surface layer of the thin film and the
interfacial layer between the window and the absorber of
the complete device. PL emission from points at different
depths from the surface of the CIS sample were obtained
by changing the angle of incidence of the excitation laser
beam. The resulting data were then used to determine
the dominant defect states as a function of composition
gradient of the chalcopyrite compound. The significance
of the type of measurement is that it allowed the
detection of the CDC layer if present on the surface of the
CIS films.

The design of the WSE is based on a unique
approach that consists of a stepper-motor-controlied
rotating polarizer-fixed analyzer with an ac detection
system to ensure accurate measurements of the
ellipsometric parameters ¥ and A in a wide range of
wavelengths. This approach exhibits several advantages
over the commonly used rotating analyzer-fixed polarizer
system. The rotating prism assembly is driven with a
small flexible chain by a high-resolution stepper motor
(12,800 steps per revolution). This aliows precise
positioning of the polarizer plate via an £S732 interface
for integrated measurements.  An optical encoder

provides an “absolute” position reference. To carry out
elipsometric measurements, a light from a 100-W
tungsten-halogen lamp is polarized by a rotating prism
after being collimated. After reflection from the surface of




the sample under investigation, the polarized beam is
directed to the fixed analyzer, and then to the
monochromator. In this configuration, the system is able
to collect an average of 24,000 data points at each
wavelength, perform a Fourier analysis on the resulting
intensity Curves, and present a real-time plot in less than
20 s. The Fourier coefficients are then used to caiculate
¥and A,

RESULTS

The data resulting from PL emission from points
rent depths below 1|

Sample as shown by Fig. 1 demonstrates the emission
from the top surface CIS layer of this sample. it is clear
that the spectrum is dominated by three emissions of
1.26 eV, 1.22 ey . i

surface layer is about 250 A Figs. 2 and 3 show a
comparison between ¥ (Fig. 1) and A (Fig. 2) measured
on two CIS fims with and without the top layer
(chalcopyrite defect compound). Measurements on a
N ; synthesized CutinzSes thin-film compound were ajso
excitation power respectively. Therefore, they are . )
identified as resulting from band-to-bang recombination. carried out, and the data are shown by Figs. 2and 3.

—
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1100 1200
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Fig. 1. PL emission spectrum of an In-rich CIS film measured at 4 k.




Determining the optical constants of the
individual components of the CIS absorbing film as a
function of wavelength is essential for modeling the
behavior of such a component and for ascertaining the
influence of composition on the fundamental properties of
materials. The effective optical constants of the
synthesized Cu4In3Ses layer are 1.7 and 0.55 for n and

K, respectively. The actual composition of this layer as

e OIS W/ CDC
8 ’_I! cIS
4 L] T L] L] T
4000 6000 8000 10000
wavelength (A)

Fig. 2. Ellipsometric parameter ¥ as a function of
Wavelength for CIS films with and without the
chalcopyrite defect compound and a synthesized
CuqingSes thin film.

130

110

A 90
70 ~ R CIS w/CDC
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CDC
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4000 6000 8000 10000
wavelength (A)

Fig. 3. Ellipsometric parameter A as a function of
Wavelength for CIS fims with and without the
chalcopyrite defect compound and synthesized

CuqlnzSes thin film.

determined from electron microprobe analysis is
Cu10.46In34.35e55 2, which has a slight Cu and In
deficiency as compared to the ideal composition.
Therefore, the lattice parameters are expected to shrink
with respect to the ideal compound, and consequently the
absorption will start at longer waveléngths i8].

In an actual device, the CDC layer is segregated
at the surface of the CIS absorber [9). However, an
abrupt change of composition is highly unlikely. The
gradual change in composition from CulnSes to
Cu1inzSes will result in a gradual change in the optical

properties even within the defect-compound layer itself.
Figs. 4 and 5 show the fitted curves between the
calculated values of ¥ and A of the assumed multilayer
graded composition as compared to the experimental
values obtained from the ellipsometric measurements.
Modeling of the ellipsometric data has led to an estimated
thickness of the CDC layer, formed at the surface of the
CIS absorber, that ranges between 200 and 300 A.

This layer consists of at least three intermediate
regions or sublayers. The top sublayer represents the
closest composition and optical properties of the
CutingSes compound. The optical absorption of this
layer is at least 20% higher than the effective absorption
of the CDC layer The optical constants of the two
sublayers beneath this layer change gradually as we go
deeper below the surface. The bottom layer of this stack
has the same value of n as the bulk CIS film and a much
lower value of k (about 0.2 to 0.4). This result indicates
that the formation of the defect compound starts with a
composition having a very low Cu content.
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Fig. 4. Comparison of the experimental and calculated
vaiues of .
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Fig. 5. Comparison of the experimental and calculated
values of A.

CONCLUSIONS

The defect states and optical properties of the
In-rich CDC layer, which is usually segregated on the
surface of the absorber of high-quality CIS devices, are
determined using both PL and WSE. Careful ellipsometric
measurements using WSE have shown that the average
value of k, from measurements on CIS film that has this
layer, is 1.2-1.4 times the value measured from the bulk
of the CIS absorber film. We also found that the thickness
of this layer is about 250A and it has a gradual change of
composition (Cu content) with depth, which resuits in a
gradual change in optical properties. However, three main
regions or sublayers are identified and three bandgaps at
1.26 eV, 1.22 eV, and 1.15 eV are reported. The value of
k varies from a maximum of 0.62 to a minimum near
0.25.
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PROPERTIES OF IRON-DOPED MULTICRYSTALLINE SILICON
GROWN BY THE FLOAT-ZONE TECHNIQUE

T. F. Ciszek, T. H. Wang, R. K. Ahrenkiel, and R. Matson
National Renewable Energy Laboratory, Golden, CO 80401

ABSTRACT

Multicrystalline Fe-doped Si ingots were float-zoned
from high-purity feed rods. Fe was introduced by pill-
doping, which gives uniform impurity content for small
segregation coefficients (k ~ 10° for Fe in Si). Fe
concentrations were calculated from the initial weight of
the Fe pill, the molten zone geometryf and the growth
parameters. Vaiues in the range of 10 2.10' atoms/cm®
were targeted. No additional electrically active dopants
were introduced. Minority charge carrier lifetime (via YAG-
laser-excited, 430-MHz  ultra-high-frequency-coupled,
photoconductive decay) was measured on the ingots, and
wafers were cut to examine grain structure and electron-
beam-induced current response of grain boundaries.
Observed lifetimes decreased monotonically with
increasing Fe content for similar grain sizes (from ~10 us
to 2 ps for < 10°°.cm? grains, from ~30 ps to 2 ps for ~5 x
10° cm? grains, and from ~300 us to 2 ps for > 102 cm?
grains) as the Fe content increased to 1 x 10
atoms/cm®.

INTRODUCTION

The float-zone (FZ) method for silicon crystal growth
allows a high degree of control over background impurity
and defect levels and is an excellent vehicle for controlled
studies of deliberately introduced impurities and/or
defects. In this investigation, we grew Fe-doped
multicrystalline ingots by the FZ method to study Fe
effects on minority charge carrier lifetime, grain structure,
and electron-beam-induced current characteristics of
multicrystalline silicon.

IRON-DOPED SILICON INGOT GROWTH

The 34-mm-diameter, Fe-doped ingots were grown at
4 mm/min. from high-purity polycrystalline Si feed rods in
a 99.999% Ar ambient with 2.1 MHz induction heating.
We used 2-cm-diameter, polycrystalline seeds that were
core-drilled along the diameter of large chemical vapor
deposited (CVD) polycrystaliine silicon logs. This method
yields an initial small multicrystalline grain size, and grains
approach 1 mm in size after 3-4 cm of growth [1]. Fe was
introduced by the pill-doping method[2], where a piece (or
pill) of the dopant is inserted near the beginning of growth
and enters the molten zone. The required mass of
dopant, m, is given by m = (W/La)(C/K)V, where W is the
atomic weight of the dopant, La is Avogadro’s number, C

is the desired dopant concentration in the ingot, k is the
effective segregation coefficient, and V is the volume of
the floating zone. We make the assumption that k ~ 2k,
where k, is the equilibrium segregation coefficient.
Because ko ~ 1 x 10™ for Fe in Si, the reservoir remains
essentially constant and concentrations are uniform along
the ingot length. Uncertainties arise in correct values for k
and V, as well as in the fact that some Fe may be lost by
evaporation from the zone. Nevertheless, a range of Fe
concentrations, which we calculate to lie between ~2 x
10 and ~1 x 10" atoms/cm®, was produced using m
values between 0.14 mg and 0.5 g. No additional
electrically active dopants were introduced.

MINORITY CARRIER LIFETIME CHARACTERIZATION

Minority carrier lifetime (via YAG-laser-excited, 430-
MHz  ultra-high-frequency-coupled,  photoconductive
decay) was measured on the ingots. Observed lifetimes
decreased monotonically with increasing Fe content for
similar grain sizes (from ~10 ps to 2 ps for < 10° cm?
grains, from ~30 ps to 2 ps for ~5 x 10 cm? grains, and
from ~300 pus to 2 ps for > 102 cm? %rains) as the Fe
content increased to 1 x 10'® atoms/cm®. The details are
presented in Fig. 1. We had previously observed that
grain size alone has a strong effect on lifetime{1].

109 e
B\ O  Grains > 1x102 em?
. O  Grains ~5x10°7 em?
g A Grains < 1x10° cm?
g 102 -
k.
K O—
E
1]
Q
>
T 10f A
£
=
100 ol S Ll Kl L L 1 1
<10 C10M 107 10 10 g0t 1g1s

Target Fe-doping level (cm'®)

Fig. 1. Measured bulk minority carrier lifetime vs. target
Fe-doping level for float-zoned multicrystalline Si ingots
with various grain sizes.




GRAIN STRUCTURE AND ELECTRICAL RESPONSE

Wafers were cut to examine grain structure and
electron-beam-induced current (EBIC) response of gram
boundanes In the samples with heavy Fe doping (10'-
10'® atoms/cm® ), nonuniformities in EBIC response were
present. These were manifested both as large areas with
reduced EBIC signals, extending over numerous grains,
and as local areas of reduced response, presumably due
to local agglomerations or precipitates of Fe. Fig. 2 is an
EBIC photo and Fig. 3 is a scanning electron micrograph
of the same area on a sample with targeted doping near 1
x 10% atoms/cm®. We also observed that the EBIC
response was reduced more near the axis of these ingots
than at the periphery, perhaps indicating a coring effect in
the Fe distribution.

We also saw evidence of constitutional supercooling
in the heavily doped samples, with a dramatic
accompanying effect on grain structure. This indicates
that growth speeds of 4 mm/min., which are routine for
dislocation-free, high-purity silicon float zoning, are too
fast when significant amounts of Fe are present in the
melt. The effect is illustrated in Figs. 4-7, where the grain
structure and dislocation distributions of Secco-etched
wafers from the seed end and tail end of lightly and
heavily Fe-doped ingots are compared. Each photograph
shows a 2.5-mm-wide region. Precipitation of Fe is
particularly evident in the dislocation etch-pit clusters
seen in the tail-end wafer from the heavily doped ingot.

We attempted to estimate actual Fe contents in the
ingots from capacitance-voltage measurements coupled
with the 0.27 eV (below the conduction band) active Fe

Fig. 2 EBIC photo of a wafer region from an ingot with 1
x 10" atoms/cm® target Fe doping concentration

Fig. 4. Seed-end, Secco-etched wafer from an ingot with
3x10'? cm™ target Fe doping (2.5-mm-wide region)

Fig. 3. SEM photo of the same wafer region shown in the
EBIC photo of Fig. 2.

Fig. 5 Seed-end, Secco-etched wafer from an ingot with
1x10"® em™® target Fe doping (2.5-mm-wide region)




Fig. 8. Tail-end, Secco-etched wafer from an ingot with
3x10'? em™® Fe doping (2.5-mm-wide region)

Fig. 7. Tail-end, Secco-etched wafer from an ingot with
1x10" cm™® target Fe doping (2.5-mm-wide region)

level. Generally, lower levels of Fe were indicated than
the target values. Fourier-transform infrared (FTIR)
spectroscopy also could not detect significant Fe in even
the heavily doped samples.

DISCUSSION AND SUMMARY

It is difficult to quantify nonuniformities in Fe content
from coring, constitutional supercooling, segregation to
dislocations and grain boundaries, and formation of
precipitates in the intra-grain areas (due to fast diffusivity
and low solubility). The measurement of low Fe levels,
even if the distribution is uniform, is also challenging,
because the effects of Fe on lifetime occur at Fe levels
which are below the detection limit for most analytical
methods. Some of these effects might be better quantified
by studies of Fe-doped single crystals. We performed x-

Fig. 8.(022) x-ray topograph of a 33-mm-diameter (100)
wafer from a dislocation-free, fioat-zoned Si ingot doped
with Fe during growth to a target level of 1 x 10™ atoms
cm™. The diffraction vector points to the right,

ray topography on a wafer from a <100> dislocation-free
crystal doped during growth with Fe at a target level of
1x10™ em™ and saw no evidence of Fe precipitates (see
Fig. 8).

We continue to explore Fe effects with other dopants,
Fe effects on solar-cell efficiency, Fe-doped single
crystals, and several aiternative analysis methods, such
as electrical resistivity measurements or
photoluminescence, for determining actual Fe
concentrations. Uncertainty in actual Fe concentrations is
a shortcoming of the work presented here.
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ABSTRACT

Crystallographic, optical, and electrical
properties of defect chalcopyrite Cu(In, Ga,),Se; (O<x<1)
materials in polycrystalline thin-film form are reported.
Also, an energy band alignment between such materials
and CdS has been calculated from X-ray photoelectron
spectroscopy data. A comparison of some properties
against published data on similarly prepared chaicopyrite
Culn,,Ga,Se, absorber materials is presented.
Considering the chalcopyrite/defect chalcopyrite junction
model, we postulate that the traditionally poor device
performance  of uniform high-Ga-content absorbers
(x>0.3) is due to a relatively inferior character—both
structural and electrical—at the very chalcopyrite/defect
chalcopyrite interface. We demonstrate that this situation
can be circumvented (for absorbers with x>0.3) by
properly engineering such an interface by reducing Ga
content in the region near the surface of the absorber.

INTRODUCTION

High-efficiency Culn, Ga,Se, (CIGS) solar cells

have been shown to contain a thin layer of a “defect
chalcopyrite” material—identified as Cu(In,Ga),Se.—at
the surface of the absorber [1]. This thin surface layer
seems to play an essential role in the operation of the
CiGS-based solar cell and has led to the development of a
chalcopyrite/defect chalcopyrite junction model for such
devices. This very significant finding gives much support
to earlier observations of a “buried” junction [2] elucidated
by electron-beam induced current (EBIC) methods. In that
work, the mapping of the space-charge region (by EBIC)
showed consistently that the electronic junction did not
appear to be at the metallurgical junction between CIGS
and CdS but rather somewhere within the CIGS absorber.
The ramifications of this proposed junction model are
numerous, and its concept must be put to a test in
structures  incorporating Ga. In  essence, the
chaicopyrite/defect chalcopyrite model tells us that in
state-of-the-art devices, ZnO piays no active role in
junction formation; rather, ZnO can be viewed merely as
an efficient medium to extract current from a given device.

Materials characterization of CIGS absorber
materials is quite extensive and can be found in the
literature. On the other hand, data on the defect

chalcopyrites is rather minimal. Because knowledge of
some physical properties of defect chalcopyrite materials
may help us better understand the junction phenomena in
CIGS-based devices, we present crystallographic data
obtained by X-ray diffraction (XRD) methods, an optical
characterization, and electrical properties as determined

by Hall measurements. An experimentally determined
band alignment between CdS and the defect chalcopyrites
(as a function of Ga content) is also presented. To
elucidate and confirm the findings of electrical properties
in the defect chalcopyrites, we perform an EBIC mapping
of junction position in solar cells incorporating different Ga
contents.

The knowledge gained from the fundamental
characterization of defect chalcopyrite materials is put to
a test in solar cells incorporating a modified high-Ga-
content absorber.

DEFECT CHALCOPYRITE AND ABSORBER
MATERIALS

Structural Analysis

First, we must distinguish the crystallographic
differences between the “absorber” Cu(in,Ga)Se, and the
defect chalcopyrite Cu(In,Ga),Se, materials. The unit cell
of the absorber has been related to an atomic arrangement
described by space group 142d, whereas experimental
XRD data for the defect chalcopyrite [3] have been
associated with space group Pa2c. This group belongs to
the tetragonal system, but there are reports [4,5] about
the existence of a cubic phase in Cu(In,Ga),Se, materials.
Our experimental XRD data on such samples show a
spectra characteristic only of the tetragonal phase, as
indicated by the presence of a 101 diffraction peak at
26~17.2°-18.1° (depending on Ga content) that should be
absent in a cubic structure.

Polycrystalline Cu(in,Ga),Se; thin films (~0.5 ym
thick) have been grown on 7059 Coming glass by
coevaporation from the eilemental sources and at a fixed
substrate temperature of 550°C. After the 10 min.
deposition of Cu-In-Ga-Se, a selenization step followed (at
15 A/s of Se vapor), in which the sample was cooled from
550°C to 350°C in 20 min.

We have calculated lattice parameters for such
materials with near-stoichiometry compositions, that is,
atomic compositions close to the ideal given by
Cu:(In,Ga):Se=11.1:33.3:55.6. XRD spectra have been
obtained using Cu Ko radiation (unfiltered). The XRD
system has been calibrated with an external standard (Si
powder SRM 640) and doublets due to Ko2 radiation are
removed from a given spectrum via software. Peak
positions have been determined by a Split Pearson curve-
fitting routine (at constant Kol and Ka2), and lattice
parameter calculations for all films have been done using a
least-squares refinement of the calculated 26 values. No
corrections of the lattice parameters have been done due
to stress or thermal effects. Fig. 1 shows our calculated




lattice parameters for the defect chalcopyrite materials,
along with published lattice parameter values for CIGS [6]
absorber materials with near-stoichiometry compositions.
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Fig. 1. Lattice parameters comparison between
tetragonal near- stoichiometry defect chalcopyrite and
near- stoichiometry absorber materials.

From Fig. 1 we see that there is a significant
difference in the basal lattice parameters between both
crystal structures. Indeed, the lattice mismatch at x~0.3
has been calculated to be near 1% and becomes worse for
higher values of x. The lattice parameter “c”, on the other
hand, shows a maximum mismatch of about 0.7% at x=0.
The consequences of lattice mismatch are well
understood in other semiconductor systems, and for a p-n
junction, mismatch results in an increased density of
recombination centers due to point, line, and/or plane
defects induced by the mismatch. The question becomes:
is the Cu(ln,Ga)Se,/Cu(in,Ga),Se, interface an abrupt
interface or a naturally occurring, smooth-graded
transition that accommodates and diffuses strains? First,
there is the fact that we were able to grow defect
chalcopyrite materials in a wide range of deviations from
stoichiometry (Cu-rich to Cu-poor) {71. Second,
compositional depth profiles done by X-ray photoemission
spectroscopy (XPS) and other methods [8,9] on absorber

materials show a smooth decrease in Cu content in the
region near the surface of Jow-Ga-content CIGS
absorbers. These findings suggest that—at least in the
low-Ga-content end, i.e.,, x<0.3—the interface might
accommodate a graded transition from one phase to the
other. But this situation may be more difficult to
accomplish as Ga is increased (x>0.3) because the lattice
mismatch becomes more significant.

Optical and Electrical Analysis

Absorption coefficients have been determined
from reflection and transmission data obtained using a
Cary 2000 spectrophotometer and applying the
approximations given by Pankove [10]. Bandgap
calculations on near-stoichiometry samples have been
done by extrapolation of (a)? vs. photon energy, and their
relationship to Ga content is shown in Fig. 2. The figure
includes a second-degree polynomial curve fit of the
calculated bandgap values.

T T T T R
Ey(x)=1.193+0.415x+0.240¢ -

1.8

1.6

1.4

12 ® Cu(In,Ga),Se,

——— Cu(ln,Ga)Se,
1.0 1 1 H
0.0 0.2 04 0.6 0.8 1.0

x=Ga/(In+Ga)

Fig. 2. Optical bandgap for near-stoichiometry defect
chalcopyrite and near-stoichiometry absorber materials.
Data for Cu(In,Ga)Se, after Ref. [6]

Fig. 2 also includes the bandgap values for
absorber materials (solid line) as reported in Ref. 6. In
general, the defect chalcopyrite materials show a bandgap
~180 meV higher than their absorber counterparts with
similar Ga contents. '

Hall measurements reveal highly resistive
materials with rather low mobility and carrier
concentrations. There is also an apparent change in
conductivity type as Ga is increased. Materials with low
Ga content show n-type conductivity, and for high Ga
content they tum to p-type conductivity. This change in
conductivity type was also observed by testing similar
samples with a thermoelectric probe. Table 1 summarizes
Hall measurements obtained with a system in compliance
to the ASTM F76-1985 standard for obtaining Hall data.
Results presented in Table 1 were consistent in the
conductivity type; however, mobility and carrier
concentrations calculated by the software varied as much
as one order of magnitude when remeasured.




Even though the table shows a conductivity type,
we must emphasize that the low values of carrier
concentrations combined with a high resistivity are more
indicative of intrinsic-type materials.

Table 1. Room-temperature Hall Measurements for
Cu(In,.Ga,),Se, (0<x<1) Materials.

space-charge distribution (and band alignment) at the very
junction when these materials form an interface with the
absorber. In effect, EBIC studies done on solar cells with
different Ga contents [11] reveal a systematic shift of the
junction position with increased Ga content. This situation
can be seen in Fig. 3, where the EBIC mapping is shown
for three of these cases, namely, Culn,,Ga,Se, with

x~0.3, x~0.5, and x~1.0. Because EBIC maps the

x=Ga/(Ga+In) R Hali Carrier cond. junction position, we see that as Ga is increased the
(Q-cm) mobility density type structure becomes more and more a true heterojunction,

{cm?/V-s) {cm?®) where the CdS/ZnO layers begin to play an influential role

0.00 2.7x10° ~10 ~10" n in junction formation. This situation agrees with the
0.29 3.9x10° ~3 ~10%2 n electrical characterization presented above. If indeed the
0.59 6.9x10° ~2 ~10™ p chaicopyrite/defect chalcopyrite interface loses its p-n
0.88 7.8x10° ~6 ~10% p character (becoming more a p-p’ type of junction with
1.00 8.0x10° ~13 ~10" p increased Ga), the junction position can be expected to

shift toward the metallurgical junction.

On another subject, we have experimentally
determined a band alignment between the defect
chalcopyrites and CdS wusing X-ray photoelectron
spectroscopy (XPS). Details of this measurement
technique can be found in Ref. [12]. The ~500 A CdS layer
has been deposited over the defect chalcopyrite thin fiims
by the standard chemical bath deposition (CBD) technique
used in solar-cell fabrication. We find that the valence-
band offset (VBO) between CdS and the defect
chalcopyrite is rather independent of Ga content and is in
the order of ~1.0 eV (see Fig. 4). To calculate the
conduction-band offset (CBO) we use the relationship:

CBO = E(CdS) - E(def. chalcop.) - VBO 1)
in general, the addition of Ga proves beneficial because
the larger bandgaps (for x<0.3) in the defect chalcopyrite
help reduce the CBO and, furthermore, for x>0.3, the CBO
becomes negative. In other words, the band offset at the
CdS/defect chalcopyrite interface does not seem to

present adverse consequences for optimum PV
performance.
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Fig. 3. EBIC scan of ZnO/CdS/Culn, Ga,Se,/Mo/glass
devices with x~0.3 (top), x~0.5 (center), and x~1

(bottom). Fig. 4. Band alignment for CdS/Cu(In, Ga,),Se

(O<x<1). CBM and VBM are conduction-band minimum
and valence -band maximum, respectively. 135CIGS

However, the electrical implications of such weak refers to Cu(ln, ,Ga,),Se, materials.

conductivity types may have a significant influence on the
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HIGH-Ga-CONTENT DEVICES

As seen from the data presented above, there
seems to be (at least) two detrimental factors in the
chalcopyrite/defect chaicopyrite junction of uniform high-
Ga-content absorbers (x>0.3); namely, the structural and
electrical differences between both kind of materials. It
follows that both factors could be circumvented by
tailoring the very surface of such high-Ga absorber
materials (x>0.3) to produce a low-Ga-content (x<0.3)
defect chalcopyrite. Because these defect chalcopyrites
have been reported to be thin (<500 A), such proposed
grading does not necessarily have to be over a long
portion of the absorber; rather, a short and somewhat
abrupt transition could suffice. This situation in actuality
may be difficult to accomplish considering the high
processing temperatures associated with absorber
fabrication. We have nevertheless attempted fo obtain
some grading, but so far this grading is rather coarse and
perhaps covers more absorber thickness than it needs to.
The compositional depth profile of such an absorber is
shown in Fig. 5. The graph clearly shows the intentional
low Ga content at the surface and the high Ga content in
the bulk of the absorber. A device made from this same
material showed 687 mV of open-circuit voltage (V,.); a
reduced current density of 23.7 mA/cm® (as anticipated
due to the shift in bandgap), a fill factor (FF) of ~75%, and
a total-area efficiency of 12.2% under AM1. No
antireflective coating has been used in such a device.
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Figure 5. Depth profile of high-Ga absorber with low-Ga
Cu(In,Ga),Se, surface layer.

CONCLUSIONS

We have shown that there are significant
crystallographic  differences between the absorber
Cu(In,Ga)Se, and the defect chalcopyrite Cu(In, Ga,),Se,
materials. Lattice mismatch in the basal plane becomes
>1% for Ga contents of >30% (relative to In). Also, the n-
type conductivity of defect chalcopyrites is found to exist

up to x~0.3, and for higher Ga contents it shifts to p-type.
Uniform high-Ga-content absorbers are observed to
behave more like true heterostructures, where the
CdS/ZnO layers begin to play a more active role in junction
formation.

Considering the chalcopyrite/defect chalcopyrite
junction model, we postulate that the traditionally poor
device performance of uniform high-Ga-content absorbers
(x>0.3) is due to a relatively poorer character—both
structural and electrical—at the very chalcopyrite/defect
chalcopyrite interface. We have demonstrated that
improved efficiencies are attainable in high-Ga-content
absorbers by properly grading the very surface of such
materials.
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ABSTRACT

Thermophotovoltaic (TPV) generation of electricity is at-
tracting attention because of advances in materials and de-
vices and because of a widening appreciation of the large
number of applications thatmay be addressed using TPV-
based generators. The attractions include the wide range of
fuel sources and the potentially high power density outputs.
The two main approaches to TPV generators are (1) broad-
band radiators, coupled with converters with bandgaps in
the range 0.4-0.7 eV, and (2) narrow-band emitters coupled
with lower-cost silicon converters. The key issues in realiz-
ing a viable TPV system are the durability, efficiency, and
properties of the radiant emitter; the recuperation of sub-
bandgap photons; the optimization of the converter perfor-
mance; and the recuperation of waste heat.

INTRODUCTION

TPV generation of electricity has been researched for
more than 20 years , but faded from interest around 1980
because of the lack of a high-efficiency converter. The con-
ventional approach used a high-efficiency PV cell combined
with a selective radiator having its emission band near the
band-edge of the cell. The cells used were either silicon or
germanium, and the performance of these was inadequate,
causing interest to decline [1, 2]. There has been a renewal
of interest in TPV-based generation of electricity over the
course of the last 4 or 5 years, as evidenced by two confer-
ences specifically on the topic [3, 4]. One of the main rea-
sons for the new level of interest is the availability of high-
performance cells based on semiconductors from the -V
family. These systems use semiconductors such as InGaAs,
stemming from work on high-efficiency tandem solar cells in
which ill-V materials were the infrared-sensitive, low-
bandgap bottom cell [5] .

Figure 1 shows the modelled power density as a func-
tion of converter bandgap for various blackbody emitter tem-
peratures [6], showing that cells with bandgaps in the range
0.4-0.7 eV are required. At 1500 K, the electrical power
density output from a TPV device operating at 25°C could
be as great as 3-4 watts cm2. Many assumptions are made
in this calculation, including a wavelength-independent quan-
tum efficiency of 0.95, an emissivity of 0.9 and no losses
due to parasitic resistances. Although these are idealized,
the model does enable one to make a somewhat realistic
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Figure 1: Power density as a function of converter bandgap
with emitter temperature treated parametrically

estimate of the required bandgaps.

Both broad-band and selective emitter-based TPV sys-
tems are presently under development in the United States
and components of both types of system have been dis-
cussed at the National Renewable Energy Laboratory’s
(NREL) conferences on the subject [3, 4]. The conference
proceedings represent the state-of-the-art of the subject. In
this paper, we shall discuss a cross-section of the papers
reported at these meetings.

COMPONENTS OF A TPV SYSTEM

All TPV systems must include (1) a fuel and a burner,
(2) a radiator, (3) 2 means of recovering unuseable long-
wave photons, (4) a photovoltaic converter, and (5) a sys-
tem for waste-heat recuperation. We shall briefly review
progress in these areas.

Burners

In the United States, the burner industry consists of a
very diverse and fragmented collection of manufacturers that
are mainly small businesses. Radiant burners have been
developed primarily to operate in the 1500 K range and are
near-ideal for TPV systems. In the majority of applications
{(such as drying of paper, crops, inks, and paints), the long-
wave radiation is useful because it penetrates further into
the material and assists uniform drying. For TPV systems,
the iong-wave radiation is problematic. in the United States,
the burners are mainly of the porous ceramic type (such as
silicon carbide), although some are based on metal-mesh




approaches. There is no incentive to operate above 1500 K
because problems with NOy emissions increase exponen-
tially with temperature. In surveys we have conducted, manu-
facturers of burners are generally unaware of the existence
of TPV and several appear interested in becoming involved.
We have not been able to identify any insurmountable barri-
ers in burner technology and this component of a TPV sys-
tem appears {0 be the most readily adaptable to needs.
Burners are durable, can accomodate a wide variety of fu-
els, have both high and low thermal masses (as desired),
and are a small part of the total cost of prospective systems.

Selective Emitters

In rare-earth oxides, the 5s and 5p electron shells be-
gin to fill before the 4f shell, which contains the valence elec-
trons, is filled. The valence electrons are, therefore,
screened, and rare-earth ions behave like gaseous ions and
emit line-spectra, rather than continuous spectra. This
causes the selectivity of rare-earth oxides for which they are
exploited in some TPV systems. The emissivity is high within
the emission band and low outside it. The 5s and 5p elec-
trons ensure that the environment around the atoms has
little effect on them. Hence, their optical and electrical prop-
erties are relatively invariant, whether as oxides or as dopants
in other materials.

The emission band of YboOg corresponds to the
bandgap of silicon; EroO3 corresponds to Ge (or GaSb); and
Ho203 corresponds to -V alloys, such as GaylnixAs and
Gaylny.xAsySby.y, bandgaps of approximately 0.5 eV [7].
Chubb et al. [8] analysed both thin-film and small-particle
selective emitters [8, 9] and showed that (1) the emission
characteristics are govemned by the diameter of the particles
or the thickness of the films, and (2) the optimum character-
istic dimension is approximately 8-20 um, for an emitter tem-
perature of 1500-2000 K. The approach divided the radia-
tion into three bands, corresponding to the in-band, high-
energy, and low-energy, components. The efficiency was
defined as the ratio of the in-band component of radiated
energy to the total radiated energy. This was expressed as
a function of particle size, particle concentration, emitter thick-
ness, and various other material parameters. The emissiv-
ity increases to near unity at some upper wavelength limit,
due to lattice vibrations. The long-wave radiation must be
reflected back to the radiator to maximize system efficiency,
a requirement that is common to both selective and broad-
band radiators. Chubb et al. {8] showed that the efficiency
of the in-band process could exceed 0.6, with radiated power
densities exceeding 10 watts cm™=.

Nelson [7] was one of the pioneers of this technology
and was originally responsible for producting the first practi-
cal selective emitter system. This used a “rug” of fibers of
Yb203, produced by a replication process. Rayon fibers were
impregnated with ytterbium nitrate and dried. They were
then tufted into a porous ceramic support structure and sub-
jected to a controlled heat-treatment. This converted the
nitrate into oxide and, with further heat-treatment, the or-
ganic fiber was burned off, leaving behind a ceramic skel-
etal structure. The diameter of the ceramic fibers was about
10 um, and they were strong and resistant to mechanical

vibration, but their production is labor-intensive. Aschematic
of the structure is shown in Figure 2. The fuel passes through
the body of the plenum and then through the porous ce-
ramic substrate. It is burned above the substrate surface,
but below the tips of the fiber loops. Only the fibers are
heated, and there is insignificant broad-band radiation from
the substrate.

The silicon-convertible radiation was measured as a
function of the fuel/air mixture, the pre-heating temperature
of the fuel, and the fuel load. Figure 3 shows the silicon-
convertible exitance (or emittance), without pre-heating, as
a function of the fuel load. This shows that at least 4 watts
cm2 are available for conversion. In a private communica-
tion, Nelson reported a radiator yielding approximately 6 watts
cm-2 of silicon-convertible energy which, if converted by the
high-quality silicon solar cells, would give greater than 2 watts
cm2, it was claimed that NOy emissions were low, although
the fuel-to-photon conversion efficiency appears to be poor

0.052" DIA.

FIBER BUNDLE LOOP

Figure 2; Selective emitter based on fibers of Yb2O3
(Courtesy of the Tecogen Division of the Thermo Power
Corporation)

at present. The design has been used in conjunction with
self-powered gas fumaces, which eliminates safety concerns
caused by electric power supply failure.

Holmquist [10] discussed a selective emitter based on
Yb2Os3, fabricated using a replication process. A rayon-felt
mat of fibers was first coated with ytterbium nitrate. This
was reacted with ammonia to form the hydroxide, which
coated the rayon fibers. Finally, the mat was heated in oxy-
gen to form the oxide. The heating schedule was crucial,
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because there was substantial shrinkage. At this stage, the
oxide was amorphous but was made crystalline (and stron-
ger) by heating to a much higher temperature in an inert
atmosphere. The diameter of the fibers was about 10 um,
consistent with the theoretical considerations discussed
above. It was claimed that a temperature of 2000 K was
achieved with an oxygen/methane mixture, although there
was apparently some localized melting of the emitter. It was
also claimed that high-efficiency silicon converter cells gave
an output of 2.4 kilo watts, although the efficiency of the
system is uncertain.

Lowe et al. [11] developed selective emitters based on
erbium and holmium-doped yttrium aluminum garnet (YAG).
The erbium emission matches an Ing 5aGag 47As converter
grown lattice-matched on an InP substrate, whereas holmium
matches Ing gGag 2As, grown lattice-mismatched on an InP
substrate. The YAG substrates were cut from Czochralski-
grown crystals, polished on both sides; measurements were
made of the spectral emittance and the emitter efficiency of
samples placed at the window of a furnace. Their tempera-
ture was approximately 1472 K. At the time of publication,
no attempt had been made to optimize the doping or the
thickness of the samples; they were commercially available
and typically used for solid-state lasers. It was mentioned
that two dopants may be used for use in tandem TPV de-
vices and to increase the overall efficiency of emission. The
measured efficiencies were approximately 60% within the
emission band, for YAG doped with 40% Er/1.5% Ho. It was
stressed that there was a significant temperature gradient
across the films, and this must have modified the emission
characteristics. The spectral emittance of an Er-25%/Ho-
40% doped YAG is shown in Figure 4, from which it is seen
that the emittance reaches almost 60%. However, the off-
band emission was between 20-30%, which is too large.
There may be additional probiems of fragility,
manufacturability, and excessive vapor pressures with fibrous
emitter systems, although their proponents do not regard
these as insurmountable. There are also very few estimates
of the conversion efficiency of fuel to photons. Doped YAG
emitters appear to have significant potential although they
may be economically unacceptable.

Broad-Band Emitters

Black and grey-bodies emit across a wide range of wave-
lengths according to Planck’s equation. Many photons have
energies less than the bandgap of typical converters and
must be returned to the radiator to conserve energy. Many
absorbed photons have more energy than needed to excite
band-to-band transitions of electrons, implying that thermal-
jzation of excited charge causes the cells to heat and ne-
cessitate cooling. Modelling of converter peformance shows
the optimum bandgap does not depend very sensitively on
the radiator temperature in the range 1300-1700 K, but must
be aproximately 0.4-0.7 eV [6], as illustrated in Figure 1.

Pemisz et al. [12] developed a novel silicon carbide (SiC)
radiator using a precursor chemistry that provided consider-
able flexibility in manufacture. The precursors were organic
siloxanes based on methyl, phenyl, and vinyl groups. Prior
to pyrolization, the precursor was formed into the desired

shape using pressing or extruding techniques, and then
machined to achieve the desired dimensions and surface
finish. After this, the “green body” was pyrolized at 1600-
2200°C to form SiC. The density and porosity of the fin-
ished radiator could be controlled with additives and by the
temperature of pyrolysis. The spectral emissivity was mea-
sured and found to be at least 0.84 over most of the wave-
length range from 1.2-3 um. The ability to control the poros
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Figure 4: Spectral emittance of Er-40%:Ho-25% doped YAG

ity implies that the SiC could be used as the bumer element.
This may be, for example, in the form of a tube with fuel
burning in the center and the outer surface radiating to the
converter cells.

A variant of this was used by Fraas et al. [13] in a con-
figuration known as a “spine disc burner/emitter”. A sche-
matic of the system is shown in Figure 5. Fuel is passed
through holes machined in a set of SiC discs to an ignitor
chamber, where it is burned. After combustion in the ignitor
chamber, the hot exhaust gases pass through central holes
in a second set of discs; the spine discs. Successive spine-
discs are rotated with respect to each other, resulting in tur-
bulence of the hot gas and efficient heating of the discs.
The infrared radiation is incident on the TPV cells, which are
positioned a small distance from the outer surface of the
spine discs. After passing through the spine discs, the hot
exhaust gases are passed back to the first set of discs and
pre-heat the incoming fuel. All components of a full system
are shown here, including the TPV cells and a silica heat
shield. This absorbs all radiation of wavelength greater than
4 um, causing it to heat and re-emit half the radiation back
to the radiator.

The broad-band approach is simpler than using a se-
lective emitter, it is easier to manufacture, may be more du-
rable, and is less labor-intensive.

PHOTOVOLTAIC CONVERTERS

It was originally envisaged that selective emitters would
be used at as high a temperature as practicable (2000 K
being the objective), in conjunction with silicon photovoltaic
converter cells. if systems using Yb2O3 in conjunction with
silicon cells can be reduced to practicality, they should give
high power densities at low cost per watt. This is still the
basis of the work being done by Neison et al. [7] and by
Holmquist [10]. There are, however, significant engineering
problems in working at such a high temperature, and other

15




Figure 5: Vertical cross-section through spine-disc burner
(Courtesy of JX Crystals, Inc.)

interesting approaches are being investigated.

Lower radiator temperatures may increase system dura-
bility, lessen heat-loss problems, and would cause less NOy
emission. They also necessitate lower bandgap convert-
ers, used with broad-band, erbia or holmia radiators. The
issue then becomes the fabrication of the optimum converter,
which has not been fully resolved at this point. In this sec-
tion, we shall review ongoing research into the development
of low-bandgap converters, based on the Hi-V family of semi-
conductors.

Figure 6 shows the variation of bandgap with lattice con-
stant for the some compounds and alloys from the [H-V fam-
ily of semiconductors. By drawing an abscissa at approxi-
mately 0.5 eV, we can establish the materials of relevance
for TPV converters. Fraas et al. [13] successfully used GaSh
(with Eg = 0.73 eV}, using a simple diffusion process. They
argued that this approach offers significant economic ad-
vantages, compared with fabrication of devices using epi-
taxial processes. Nevertheless, the cost of GaSb substrates
is high and this, rather than the specific device fabrication
process, may dominate the cost.

Modelling studies [6] showed that, in principle, the
bandgap of GaSb is slightly too large; the ideal being ap-
proximately 0.5 eV. This, however, remains to be resolved
practically because there may be additional issues (for ex-
ample, elevated operating temperature, additional recombi-
nation processes, parasitic series-resistance losses, and oth-
ers) that complicate the choice. There is, at present, no
recognizably near-ideal semiconductor converter and sev-
eral options are being investigated.

Woijtczuk [14] performed an empirical investigation to
determine the ideal bandgap. Cells were grown using at-
mospheric pressure organometallic vapor phase epitaxy
(APOMVPE) using InP substrates. Gag 47ing.53As has the
same lattice-constant as InP, but its bandgap of 0.73 eV is
larger than ideal. By increasing the atomic proportion of

7 Wavelength

Figure 6: Bandgap and lattice constant data for some
Ill-V compounds and alloys

indium, the bandgap may be reduced but the epitaxial lay-
ers are then in biaxial compression. The device performance
is impaired by disiocations that form to relieve the strain.
The devices made by Woijtczuk [14] had bandgaps in the
range 0.73-0.5 eV; compressive stresses increased with de-
creasing bandgap, and the concentration of defects in-
creased accordingly. It was established that the optimum
bandgap was 0.64 eV, because the increasing concentra-
tion of defects at lower bandgaps caused performance to
deteriorate much quicker than the simple modelling predicted.

In an effort to reduce the concentration of dislocations in
the epitaxial layers, Wanlass et al. [6] and Wilt et al. [15]
used both continuous- and step-grading, whereby the com-
position of the Gai.xInyAs was gradually made increasingly
indium-rich from the InP substrate upwards to the final de-
vice layers. In both cases, growth was performed using
APOMVPE, and grading reduced the strain in the active lay-
ers of the converter, enabled the Ga1.xInxAs bandgap to be
reduced to 0.5 eV (for x~0.75}) and allowed good device per-
formance to be obtained. Figure 7 illustrates deterioration
in carrier collection with increasing indium and decreasing
bandgap, indicating that recombination at dislocations was
probably dominating over the near-to-optimum bandgap. At
a bandgap of 0.49 eV, the performance was no longer ad-
equate, presumably because there was a severe increase
in the concentration of defects. In addition, even if disloca-
tion-free material could be grown, it is possible that Auger
recombination may become important at lower bandgaps,
as reported by Kurtz et al. [16]. Figure 8 shows the J/V
characteristic for a mismatched device with a bandgap of
0.55 eV and with excellent performance.

Referring again to Figure 5, we see that it is possible to
grow materials in the family Ga,In, As Sb,  that are lattice-
matched to either InAs or GaSb, and with bandgaps of 0.36-
0.73 eV. These are being developed for long-wavelength
and intermediate wavelength lasers. Efforts are being made
to use it to eliminate the dislocation problems in GalnAs de-
scribed above to grow epitaxial layers with bandgaps of 0.5-
0.55 eV.
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Wong et al. [17], for example, grew layers of
Gag.g2lng 18As0.16Sbo 84, Which is lattice-matched to GaSb
and has a bandgap of 0.6 eV, using molecular-beam epitaxy
(MBE). The aim was to fabricate a tandem cell with the
junctions responding to the selective emissions from EroO3
and Hoz03, respectively. The bottom cell of the tandem was
formed from the quaternary alloy, and the top cell was made
of GaSb. Measurable output was obtained from both sub-
cells, and this must stand as the first tandem TPV device. It
shouid also be noted that this approach could also be used
with a broad-band spectrum. Calculations indicate that the
above bandgaps are too large: values of 0.55 eV and 0.4 eV
are more suitable. This is based on modelling of tandem
cells by Horner et al. [18], who suggested an advanced con-
cept using the alloy Ga,AsSb.
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OPTICAL CONTROL

In the modelling mentioned above, it was assumed that
the sub-bandgap photons are returned to the radiating sur-
face and re-absorbed with high efficiency. Several ap-
proaches are being investigated to achieve this, as briefly
reviewed below.

Plasmal/Interference Filters

A thin-film with a carrier concentration of about 102° cm3
exhibits a transition from high transmittance to high reflec-
tance at a wavelength of around 3 pm, the plasma wave-
length. This approach has been used by various workers,
including: Ehsani et al. [19], who attempted to used degen-
erately doped silicon; Wu et al. [20], who developed filters
based on cadmium stannate; and by Murthy et al. [21], who
used indium tin oxide. In each case, free-carrier absorption
was excessive. A plasma filter may be combined with a
multi-layer dielectric edge-filter. The edge filter (on one side
of a transmissive substrate) may be used to reflect photons
in the range between the plasma wavelength and the
bandgap of the converter, and also to transmit shorter wave-
lengths. Edge filters always exhibit side-bands, and the
plasma filter (on the opposite side of the transmissive sub-
strate) reflects the radiation before reaching the dielectric
filter. Nevertheless, absorption is still problematic.

Back-Surface Reflector

If a transmissive substrate is used, sub-bandgap radia-
tion is transmitted to the back surface and is reflected back
to the radiator. Charache et al. [22] suggested that this could
be achieved by growing a quaternary alloy grown on GaSb.
The substrate must be conductive {i.e., relatively heavily
doped) to minimize contact resistance, but free carriers ab-
sorb some of the sub-bandgap radiation, which heats the
substrate. A low contact resistance is required, but not at
the expense of optical absorption. The back contact must
be highly reflective, and various approaches were tried.
These included the use of a non-alloyed contact to an InAs
substrate, a heavily doped back-surface layer on a GaSb or
InP substrate, and an alloyed grid contact used in conjunc-
tion with a planar metal reflector. Modelling work showed
that a specific contact resistance less than 5x10°% Q cm2
and as high a reflectance as possible were required. Each
of the approaches investigated was promising and gave a
specific contact less than the target value, with sub-bandgap
reflectances of greater than 80%. Hence, the use of a back-
surface reflector appears more promising than the plasma/
interference filter approach.

Resonant Filter Array

Home et al. [23] discussed the use of a high-density array
of antenna elements. Two concepts were investigated, and
both required high-resolution lithography using electrons or
ions. Slots etched into a metal film cause inductive reso-
nance, and the film acts as a band-pass fiiter. Metal ele-




ments deposited onto a dielectric substrate, produce a ca-
pacitive resonance (a rejection filter). In both cases, the
dimensions must be of the same order as the wavelength of
the radiation. The band-pass filter had reflectances near
100% for wavelengths greater than about 2 um. Although
the performance was excellent, production costs may be
excessively high.

CONCLUSIONS

Intensive research is being conducted on all aspects of
TPV components and systems. In this short review, we have
attempted to describe a representative cross-section. Well-
developed systems are being assembled for space applica-
tion, and systems are being developed for use with solar
heating and storage. Many options are open for burners/
emitters, converters, photon recirculation, and heat recov-
ery. An embryonic industry is beginning to form, although
most funding at present is military in origin. There are po-
tentially, however, many non-military applications that'could
command a very large market. At present, the main eco-
nomic issue is the cost of the converters, which mainly use
expensive substrates. If cells on low-cost substrates could
be made, then business prospects would be excelient.
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DENSITY OF STATES MEASUREMENTS IN A P-I-N SOLAR CELL

Richard S. Crandalfl and Qi Wang
National Renewable Energy Laboratory,
1617 Cole Bivd., Golden, CO 80401

ABSTRACT

We describe results of density of states (DOS)
profiling in p-i-n solar-ceil devices using drive-level
capacitance (DLC) techniques. Near the p-i interface the
defect density is high, decreasing rapidly into the interior,
reaching low values in the central region of the cell, and
rising rapidly again at the n-i interface. We show that the
states in the central region are neutral dangling-bond
defects, whereas those near the interfaces with the doped
layers are charged dangling bonds.

INTRODUCTION

Knowledge of the defects and their distribution in
space and energy is a fundamental ingredient in solar-cell
modeling. To date this information is lacking, as the
information about defects is obtained from measurements
on homogeneous fiims. In a device, the structure is far
from homogeneous. Charged dangling bonds, distributed
from the interfaces with the doped layers into the bulk, are
produced by defect thermodynamics [1] . However, their
spatial and energy distributions are postulated
theoretically, but yet unmeasured in actual cells. Defects
at interfaces are not necessarily present in the bulk.

Therefore, it is important to develop new techniques
to determine the defects in a cell. Among the most useful
techniques developed to profile defects in crystalline
semiconductors is capacitance-voltage (C-V) profiling.
Unfortunately, this technique is difficult to interpret in
amorphous silicon because the depletion charge is not
fixed, but depends on applied bias. In addition, the large
spread in deep-state emission energies makes results
dependent on measurement time scales. To overcome
this difficulty, Michelson et al. [2] developed the drive-
level capacitance (DLC) technique and applied it to n-type
Schottky bamier structures. They obtained a picture of
the density of states (DOS) throughout the doped layer.
In this paper we describe how this technique is used to
measure the spatial profile of defects in the i layer of solar
cells. We combine the analytic form of DLC with
simulations of the solar-cell devices using the AMPS solar
cell modeling program [2] .

EXPERIMENTAL DETAILS

The a-SiH solar cells are fabricated using radio-
frequency glow discharge of silane and doping gases.

Details of the deposition conditions are published
elsewhere [3] . Trimethylboron (TMB) and phosphine,
respectively, are used for the p- and n-type doping. The H
content of the samples is about 10%. The films are grown
on 1in. x 1in. 7059 glass substrates coated with SnO,,
which serves as a back contact to the p layer. The i layer
thickness varies between 500 and 4000 nm.

The capacitance is measured by a standard lock-in
technique using frequencies between 100 and 10 kHz.
The devices are mounted in an evacuated fiquid nitrogen
Dewar capable of maintaining a stable temperature.
Measurements are performed at different temperatures
between 299 K and 470 K. The DLC theory gives the
defect density (Np) in terms of an expansion of the
measured capacitance (C). The theory was developed for
an n-type junction, device and the quantities defined
below apply to the n layer.

C =Co +C1dV + C2(dV)2 (1)
The terms in the expansion of C are obtained by measuring
C at a variety of ac drive voltages (dV). The defect
density is obtained from

o

NoL =- 2qu§C1 2

where g is the magnitude of the elemental charge, ¢, the
dielectric constant, and A the sample area. To obtain the
defect profile, measurements are made as a function of
bias, and Ny is plotted versus the depletion width (W).
The depletion width is measured from the junction.

®
The defect density corresponds most closely to the
density at the edge of the depletion width.

W =eA/Co

EXPERIMENTAL RESULTS

Figure 1 shows typical C-V data for a thick p-i-n
device. Measurements at lower frequency or higher
temperature would show correspondingly higher values of
capacitance as more states would be able to respond to
the ac voltage. To obtain the DOS, we typically measure
at seven peak-to-peak ac voltages between 0.02 and 0.14
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V. The data are then fit to obtain C, and C, at each dc bias
value.
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Fig. 1. Capacitance vs. dc bias for a plasma-enhanced
chemical vapor deposited p-i-n solar cell. The i layeris 1.3
um thick. The measuring frequency is 10 kHz and the
temperature is 297 K. The peak-to-peak ac voltage is 0.03
V.
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Fig. 2. DOS vs. depletion width in the solar cell depicted in

Fig. 1. The attempt-to-escape frequency is taken to be 1 x
101257,

In general, we find the DOS is of the form shown in

Fig. 2. The distance from the p layer is taken equal to W
as derived in Eq. 3. Near the p-i interface there is a
gradual fall off in the DOS, reaching low values in the
central region of the cell, and rising rapidly at the n-i
interface. The DOS in Fig. 2 contains only those states
lying within 0.7 eV of the conduction band edge. Deeper
states would not be able to respond to the 10-kHz
measuring frequency at this temperature. To determine
the nature of the defects that are in the different regions
of the i layer requires the use of solar-cell simulation. To
do this we use the AMPS solar-cell model [2] .

SOLAR CELL SIMULATION

The AMPS solar cell model has been under
development at Pennsylvania State University to model
single- and multi-junction amorphous silicon cells. Here,
we use it to gain insight into what we measure by DLC.
This model calculates the field profiles, energy bands, and
defect occupancies throughout the cell. We use it to find
W as a function of bias and the nature of the defects at the
point in the i layer corresponding to W. Unfortunately,
AMPS does not treat the dangling bond as an amphoteric
defect, but rather, uses neutral acceptor or donor states
to denote the possible transitions. Furthermore, AMPS is
a steady-state, rather than a transient simulation. To
calculate the ac capacitance, one must use a transient
simulation. However, we can still use AMP to obtain
qualitative insight rather than quantitative agreement with
experiment.

Figure 3 depicts such a simulation for a 1.3-um-
thick i layer at 0.5 V bias. In the figure, W, and W,
represent the electron and hole depletion widths,
respectively. These widths are determined by the
condition that the charge involved in the transition can

respond at the ac measuring frequency. For electrons this
condition is that

Eeq = E¢ - Ef = kgT In( voff) (4a)

and for holes,
Epg = Ef - Ey = kgT In{ vp/f) ' (4b)

T is the absolute temperature, f the measuring frequency,
v the attempt-to-escape frequency, and k; is the
Boltzmann constant. The subscripts e and h refer to holes
and electrons, respectively. E; is the Fermi level and Eqq4
and Eny are electron and hole demarcation levels
respectively. Because E; - E, >0.5 eV throughout the i
layer, we do not expect the holes to be able to respond at

the temperature and frequency used for measurements. If
the frequency were much lower and/or the temperature




higher, the holes might be able to respond. However, E, -
E¢ > 0.15 eV throughout the i layer so that electrons can
respond. This approximation greatly simplifies the
analysis and permits an unambiguous determination of the
DOS. In what follows then, we take W=W, in all the
analysis.

In the DLC measurement, W, denotes the point at
which the DOS is measured. With increasing negative
bias, W, moves further toward the n-i interface; with
increasing positive bias, W, moves toward the p-i
interface. To see what states are occupied and can take
part in transitions, we again use AMPS to find the defect
occupancy. The occupied states are shown in Fig. 4.
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Fig. 3 Potential energy vs. distance in a 1.3 pum thick p-i-n
solar cell at 0.5 V bias. The p layer is 10 nm thick and
begins at 0. The n layer is 25 nm thick. The i layer
contains 5 x 10' cm3eV-! dangling bonds. The electron
and hole quasi-Fermi levels are shown by dashed lines,
and the electron and hole depletion widths are marked by
arrows.

Figure 4 shows the both the occupied bandtail
states and the dangling bonds. Bandtail states near the p-
i interface are occupied with holes; those near the n-i
interface are occupied with electrons. The dangling bonds
" (D) can be neutral or charged. The charge state is
denoted by the superscript on D. Because AMPS does
not treat the dangling bond as amphoteric, but AMPS
rather uses neutral acceptor or donor states to denote the
possible transitions, we determine the charge state by the
Fermi-level position. Figure 4 shows that a significant
fraction of the of the i layer contains neutral dangling
bonds, with only a small fraction containing charged
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dangling bonds. The latter are situated near the doped
layers where the quasi-Fermi levels are close to the band
edges.

If we compare Figs. 3 and 4, we see that W, is
located in a region where there is a high density of D-.
From Fig. 3 we conclude that W=W, = 1.1 um.  Fig. 4
indicates that at W,=1.1 um, the occupied bandtail states
are insignificant compared to the D. However, for larger
W,, the bandtail states dominate the W,
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Fig. 4. DOS derived from AMPS simulation, using
conditions as in Fig. 3, showing the occupied tail states
and dangling bonds. The superscript on the D represents
the charge state of the dangling bond.

At larger forward bias, W, moves rapidly to smaller
values and probes the D and D*. For example, at W, =
0.2 um the D* and bandtail states occupied with holes are
about equal. For smaller W,, the density of D° and D*
remain constant and the bandtail states occupied with
holes increases. However, holes in bandtail states are not
observed in DLC because they are too deep (>1.3 eV) in
the gap to respond at the conditions of measurement.
One might argue that we are observing a transitions
between the valence band and an occupied bandtail state.
However, two facts exclude this possibility. The first is
that if the holes could respond, the W,, would lie near the n-
i interface rather than the p-i interface. In this region, any
states occupied by holes are too few in number to account
the data. The second reason is that the measured DOS
observed for small W are independent of temperature and
frequency. This indicates that they are transitions
involving shallow states. The only shallow states that can
respond are D*. The O/+ transition of these defects is




located within about 0.5 eV from the conduction band [4].
However, Fig. 4 indicates that the density of D* is too low
to account for the measured DOS in Fig. 2 close to the p-i
interface.

To reconcile the DOS measured by DLC profiling
with those from a standard AMPS simulation, it is
necessary to include charged dangling bonds produced by
thermodynamic equilibrium during growth [1] . Our
previous calculation [1] indicates that there are high
densities of negatively charged dangling-bond defects
near the n-i interface and somewhat lower densities of
positively charged dangling bonds near the p-i interface.
Near the n-i interface these defects would be much larger
than those produced by tail state occupancy. However,
near the p-i interface they would be on the order of the
occupied tail state density.

Figure 5 shows the result of including these
charged dangling-bonds in an AMP simulation. The shape
of the DOS for these charged dangling bonds mirrors that
of the bandtails [1]. By including the D* and D" near the p-i
and n-i interfaces, one is better able to reconcile modeling
an experiment.
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Fig. 5. DOS derived from AMPS simulation, using
conditions as in Fig. 3, showing the charged dangiing
bonds determined from defect thermodynamics[1].

DISCUSSION AND SUMMARY

Although Figs. 2 and 5 are similar, it remains to
argue that the defects shown in Fig. 5 are the ones
detected in the DLC measurements. Figure 6 shows the
transitions of the D defect in its three configurations [4].
Because the 0/+ transition of the D is located at E.-E<

0.6 eV, this state is responsible for transitions that
determine W, in this part of the layer. The transitions that
are measured when W, is in the central portion of the i
layer, are 0/- transitions of the D% when W, is in near the
n-i interface, transitions are the 0/- of the D". Comparing
Figs. 2 and 5 shows that DLC measures two orders of
magnitude fewer D than indicated by the simulation. the
reasons for this are not yet clear.

0.0

_(./0)—.“-:

[(O/+)—wemmn
| T T N S !
90 @ 100 @° 110 Q* 120

Bond Angle (degrees)

Fig. 6 Dangling bonds transitions in amorphous silicon as
function of bond angle corresponding to the three charge
states [4].
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CONTROL OF BACK SURFACE REFLECTANCE FROM
ALUMINUM ALLOYED CONTACTS ON SILICON SOLAR CELLS
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ABSTRACT

A process for forming highly reflective aluminum back
contacts with low contact resistance to silicon solar cells
is described. By controlling the process conditions, it is
possible to vary the silicon/aluminum interface from a
specular to a diffuse reflector while maintaining a high
interface reflectance. The specular interface is found to
. be a uniform silicon/aluminum alloy layer a few
angstroms thick that has epitaxially regrown on the
silicon. The diffuse interface consists of randomly
distributed (111) pyramids produced by crystallographic
out-diffusion of the bulk silicon. The light trapping ability
of the diffuse contact is found to be close to the
theoretical limit. Both types of contacts are found to have
specific contact resistivities of 105 Q-cm?. The process
for forming the contacts involves illuminating the devices
with tungsten halogen lamps. The process is rapid (under
100 s) and low temperature (peak temperature < 580°C),

making it favorable for commercial solar cell fabrication.

INTRODUCTION

The ability to control the back surface reflectance to
facilitate light trapping in silicon solar cells becomes
increasingly important as cell thickness is decreased. To
achieve the full benefits of light trapping and avoid
parasitic losses, the back surface must have a high
reflectance [1]. In most cell designs, a full backside
aluminum metallization is used for the back contact. This
serves as an electrical contact, so it must be sufficiently
sintered to reduce the contact resistance. Because
sintering roughens and spreads out the silicon/aluminum
interface, lowering the interface reflectance, one is faced
with balancing the optical and electrical properties of the
contact. Several studies [2-4] discuss the decrease in
total reflectance from aluminum back contacts on silicon
as the processing temperature and/or time are increased.
However, they do not differentiate between decreases in
reflectance caused by light trapping (due to increased
roughness of the silicon/aluminum interface) and
interfacial absorption (due to silicon/aluminum alloying).
In this paper we show that good reflecting properties
and ohmic characteristics can be attained simuitaneously
by producing a thin alloyed region at the interface. We
describe a process that can be controlled to vary the
silicon/aluminum interface from a specular to a diffuse

reflector, while maintaining a high interface reflectance
and low contact resistance. The optical and electrical
properties of such contacts are given.

Single crystal, (100) silicon wafers were used to
evaluate the effects of processing on reflectance. The
wafers were polished on both sides, and a 3800 A
aluminum film was evaporated onto one side of each
wafer, completely covering that side. The wafers were
then processed in an Optical Processing Furnace [5].
The furnace consists of a bank of tungsten-halogen
lamps that illuminate the sample from the top. The lamp
power density is controlled during the process, and the
sample temperature is monitored by placing the samples
on another silicon wafer that has a thermocouple
attached. An additional 2000 A aluminum film was
deposited on the samples after processing. The total
integrated reflectance of the processed samples was

~ measured using a Cary 2300 spectrophotometer.
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FORMATION OF A SPECULAR BACK CONTACT

An unprocessed silicon/aluminum interface gives the
highest possible total reflectance; however, it makes a
poor electrical contact. Some heat treatment is required
to reduce the contact resistance. To maintain a specular
contact, the silicon/aluminum interface must remain
abrupt and smooth. This requires a fast, low temperature
process to limit the diffusion of silicon into the aluminum.
Figure 1 shows the lamp power and sample temperature
as a function of time for a specular back contact process.
The maximum sample temperature is only 372°C and the

lamp process takes less than 100 seconds.
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Fig. 1: Lamp power density and sample
temperature profiles for formation of a specular
back contact. Note the lamp process is under 100
seconds and the sample only reaches 372°C.




This process results in an atomically smooth interface,
where the silicon/aluminum alloy has epitaxially regrown
on the silicon. This is shown in the cross-sectional
transmission electron microscope (TEM) picture in Figure
2.

Figure 3 compares the total integrated reflectance
from a sample with this contact to an unprocessed
sample. Note that for wavelengths greater than 1.2 pm
{where the silicon absorption is low and the reflectance is
dominated by the back surface), the reflectance of the
specular back contact remains close to the unprocessed
silicon/aluminum interface value. By assuming specular
reflections from the silicon/aluminum interface, low
absorption in the silicon, and accounting for multiple
reflections, one can calculate the reflectance of the
interface for the unprocessed and processed samples.
Using the measured total reflectance at 1.3 pm and a
reflectance of 0.32 from the front silicon surface, one
finds there is only a 5% drop in interface reflectance for
the sample processed for specular reflectance as
compared to that of the unprocessed sample.

Fig. 2: Cross-sectional TEM picture of sili-
con/aluminum interface on a specular back
contact. The alloyed layer is only a few hundred
angstroms thick and has epitaxially regrown on the
silicon.
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Fig. 3: Comparison of total integrated reflectance
from unprocessed aluminum on polished silicon
and specular processed aluminum. The specular
processed contact reflectance has only decreased
by 5% from the unprocessed case.

FORMATION OF A DIFFUSE BACK CONTACT

Increasing the process time and/or temperature will
increase the diffusion of silicon into the aluminum. The

diffusion rate across the interface will be non-uniform
because of variations in the thickness of the native silicon
oxide, resulting in a roughening of the interface. The
roughness increases the light trapping ability of the
contact, but the diffusion spreads out the interface,
increasing the parasitic absorption. To obtain a diffuse
reflector with a high reflectance, one needs an abrupt
rough interface. An unprocessed interface of aluminum
on rough silicon would be the limiting case.

Figure 4 compares the total integrated reflectance
from two unprocessed samples: one sample was
polished on both sides with aluminum on one side; the
second was polished on only one side and had aluminum
on the unpolished (rough) side. The unprocessed
aluminum on rough silicon sample is a completely diffuse
refiector because the only specular component of the
total reflectance is from the front surface (this is easily
determined by comparing the total measured reflectance
and the reflectance measured with the specular
component excluded). The silicon aluminum interface for
this sample has a high reflectance of 92%. The much
jower total reflectance for wavelengths greater than 1.2
um for this sample is a resuit of light trapping.
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Fig. 4: Comparison of total integrated reflectance
from unprocessed aluminum on polished silicon,
unprocessed aluminum on rough silicon, diffuse
processed aluminum, and alioyed aluminum
(800°C, 60 minutes).

While the unprocessed aluminum on rough silicon
sample has good optical properties - it is a diffuse
reflector with high reflectance - it does not have good
electrical properties. It will behave as a diode. The
aluminum must be heat treated in order to achieve an
ohmic contact with reasonable contact resistance.

Figure 5 shows the lamp power and sample
temperature as a function of time for a diffuse back
contact process. The maximum sample temperature is
580°C and the sample is above 500°C for only 30
seconds. This process results in randomly distributed
(111) pyramids at the interface, produced by
crystallographic out-diffusion of the silicon. These
pyramids can be seen after removing the
silicon/aluminum alloy, as shown in Figure 6.

The total integrated reflectance from a sample with
this contact is shown in Figure 4. For wavelengths
greater than 1.2 um, the reflectance is below that for an
unprocessed rough interface, indicating that there is
some parasitic absorption occurring at the interface.
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Fig. 5: Lamp power density and sample tempera-
ture profiles for formation of a diffuse back contact.
Note the sample reaches 580°C and is above
500°C for only 30 seconds.

Assuming the interface is a perfectly diffuse reflector
(which is easily checked by comparing the total
reflectance and the reflectance measured with the
specular component excluded), one can calculate the
interface reflectance [1]. Using the measured total
reflectance at 1.3 um and a value of 0.32 for the
reflectance from the front silicon surface, one finds there
is only a 7% decrease in the interface refiectance for the
diffuse processed sample as compared to that of the
unprocessed sample.
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Fig. 6: SEM picture of silicon surface of diffuse
processed sample after aluminum has been
removed. The pits are randomly distributed (111)
pyramids produced by crystallographic out-
diffusion of the silicon.

If one continues to increase the temperature and
time of the process, the interface absorption increases.
This is also illustrated in Figure 4, in which the
reflectance of a sample processed at 800°C for 60
minutes is shown to be even lower than the diffuse
contact, and far below the limit for aluminum on rough
silicon. The calculated interface reflectance for this
contact drops by 12% from the unprocessed interface
limit.

DETERMINATION OF THE SPECIFIC
CONTACT RESISTIVITY

The specific contact resistivity was measured using the
transmission line method [6]. The contacts were
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fabricated on boron diffused channels with a sheet
resistivity of 45 Q/square and a surface concentration
greater than 10'® cm™3. The contacts were processed
using the procedures described above. Both the specular
back contact process and the diffuse back contact
process achieved ohmic contacts with specific contact
resistivities of 105 Q-cm?. These values are sufficiently
low to reduce the resistive power losses at the contacts
in a solar cell to a negligible level [6].

CONCLUSION

We have described processes for forming specular and
diffuse aluminum back contacts on silicon that maintain a
high interface reflectance and low contact resistance.
These processes result in only a 7% decrease in the
reflectance from the silicon/aluminum interface, limiting
the parasitic losses of light. The optical properties of
these contacts make them ideally suited for light trapping
schemes. The processes for forming these contacts are
rapid and low temperature, making them favorable for
commercial solar cell manufacturing. We are currently
applying these processes to our solar cell fabrication.

ACKNOWLEDGMENTS

The authors would like to thank K. Jones for Figure 1, R.
Matson for Figure 2, and L. Roybal for fabricating the
structures for contact resistivity determination. This work
was supported under U.S. Department of Energy contract
No. DE-AC36-83CH10093.

REFERENCES

[11J. M. Gee, “The Effects of Parasitic Absorption Losses
on Light Trapping in Thin Silicon Solar Cells,” 20th
IEEE PVSC (1988), p. 549.

[2] K. D. Rasch, K. Roy, R. Schilling, H. Fischer,
“Compatibility of BSR and BSF Solar Cell
Technology,” 74th JEEE PVSC (1980), p. 141.

[3] K. D. Rasch, K. Roy, K. H. Tentscher, “Advanced Thin
Silicon Solar Cell With Controlled Optical
Absorptance,” E.C. PVSEC (1980), p. 205.

[4] P. A. lles and C. L. Chu, “TPV Cells With High BSR,”
2nd NREL Conference on Thermophotovoltaic
Generation of Electricity (1995), p. 361.

[5] B. Sopori et al.,, “Optical Processing: A Novel
Technology for Fabricating Solar Cell Contacts,”
23rd IEEE PVSC (1993), p. 97.

[6] D. K. Schroder and D. L. Meier, “Contact Resistance:
Its Measurement and Relative importance to Power
Loss in a Solar Cell,” IEEE Trans. Elec. Dev., ED-31,
No. 5, May 1984.







ESTIMATING SERVICE LIFETIMES OF A POLYMER.EN.CAPSULANT FOR
PHOTOVOLTAIC MODULES FROM ACCELERATED TESTING

A. W. Czanderna and F. J. Pern
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ABSTRACT

' In this paper, most of the emphasis is on A9918
~ethylene vinyl acetate (EVA) used commercially as the
pottant for encapsulating photovoltaic (PV) modules, in
which the efficiencies in field-deployed modules have
been reduced by 10-70% in 4-12 years. Yet, projections
were made by several different research groups in the
1980s that the EVA lifetime could range from 2-100 years.
We (1) elucidate the complexity of the encapsulation
problem, (2} indicate the performance losses reported for
PV systems deployed since 1981, (3) critically assess the
service lifetime predictions for EVA as a PV pottant based
on studies by others for which we review the inherent
errors in their assumptions about the Arrhenius relation,
(4) show how degradation of minimodules in laboratory
experiments that simulate reality can produce efficiency
losses comparable to those in field-degraded PV modules
reported in the literature, and (5) outline an acceptable
methodology for making a service lifetime prediction of the
polymer encapsulant, including the essential need for
relating accelerated lifetime testing to real-time testing
with a sufficient number of samples.

INTRODUCTION

The major purposes of this paper are given by (1)
through (5) in the Abstract, which are all related to a goal
for a 30-year service lifetime for PV systems [1]. The
major literature resources have been reported by us in a
recent critical review chapter [1]. Man-made solar-energy
conversion systems such as PV modules are subjected to
a unique set of stresses that may alter their stability and,
hence, their performance and life-cycle costs, in
addition to the initial costs of the systems. We focus on
the stresses relevant to EVA. The stability of EVA is (or
potentially is) affected by the following: ultraviolet (UV)
insolation including wavelengths and intensity;
temperature and its cycling (T and delta T); stabilizing
‘additives and their concentrations [A]; gases present
(e.g., humidity and oxygen) and their concentrations [G];
impurity ions present and their sources [M+]; degradation
products and concentrations [D]; contact with interfaces
including adhesives and primers (l); electric fields (E);
electron transport (e); processing during manufacture,
extrusion, lamination, and curing, including the influence
on the resultant structure and bulk properties [P1;
/interphase thickness; and the synergism of all of these
variables [2]. The photo-oxidation of Eivax 150TM (Du
Pont)in either A9918 or 15295 EVA may result in changes
in the optical, mechanical, dielectric, permeability, and
chemical properties, all of which may compromise the

designed function of the encapsulant. The stability of the
polymer depends on chemical kinetic reactions, and each
of the many possible reaction paths is governed by an
activation energy, which may range from zero kJ/mol (non-
activated) to more than100 kJ/mol. Although one reaction
usually dominates at a particular temperature, the rate-
controlling reactions may be different, even over relatively
narrow temperature ranges [2]. A critical component of a
PV module is the polymeric pottant that provides
structural support, optical coupling, electrical isolation,
physical isolation/protection, and thermal conduction for
the solar-cell assembly [3]. A list of specifications and
requirements for pottants is available [3]. To be
economically and practically useful, the pottant has to
meet the requirements of low cost, good processability,
high optical transmission, high dielectric constant, low
water absorptivity and permeability, high resistance to UV
degradation and thermal oxidation, good adhesion,
mechanical strength, and chemical inertness.

PV CELL AND MODULE ENCAPSULATION AND
LOCATION OF POTENTIAL DEGRADATION

The four basic functions of the materials in a PV
module encapsulation system have been summarized
[1,3], in which the encapsulation provides all necessary
functions except for the cell materials and the balance of
system (BOS) for conducting the generated electricity
from the module outlet terminals. A cross-section of a
contemporary multilayered configuration of an EVA-
encapsulated PV cell is shown in Fig. 1. Materials
degradation and/or performance losses can occur by
weathering and/or soiling of the cover glass;
photothermal, oxidative, or other degradation of the pot-
tant (more below); interdiffusion of ions into the pottant;
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Fig. 1. Cross-section of a typical encapsulated Si PV cell
and potential or actual causes of loss in performance.




metalization corrosion; electric-field-induced ion migration
or degradation and polymer/metal-oxide surface reactions
or delaminations. Many of these processes may depend
on initial impurity concentrations and trapped gases
(vapors), concentration changes during use, and

the introduction of reaction preducts during use [1].
Module durability of 30 years is obviously
much more complex than a pottant stability
issue. We emphasize the complexity of the entire
module because most of this article is concerned with the
yellowing or discoloration of EVA. Thus, for the desired
service fifetime to be reached, we must not only use a
suitable polymer, but we also must establish that other
degradative reactions are too slow to impact the
performance adversely over 30 years. After the requisite
stability of the “bulk® materials is achieved, interface
reactions are known to be thermodynamically driven
because of the higher free-energy state of atoms at
interfaces [4]. A further need may then be to choose the
different materials carefully to permit achieving a 30-year
“stability” or to modify the interfaces for attaining the same
goal.

PERFORMANCE LOSSES OF PV SYSTEMS

The effects of the discoloring EVA reactions on its
properties, color changes in field-deployed modules,
simulated degradation in the laboratory, and
characterization methods have been summarized
previously [5,6]. The known degradation mechanisms
(e.g., photothermal, thermochemical, and Cyasorb
photodecomposition) were also summarized along with
those not studied {1,5]. In our initial evaluation of
observed degradation in deployed PV systems, we
reported that EVA discoloration had only been reported for
moduies in hot-and-dry or hot-and-humid climates (i.e.,
site locations and maximum operating temperatures are
important) [5]. The discoloration ranged from light yellow
(least) to dark brown (greatest), in which the greatest
percentage performance losses are qualitatively
correlated with the greatest discoloration (dark brown). A
recent survey and site visits confirmed our qualitative
observations [7], but detailed analysis shows the
variances are large, i.e., the same class of modules with
the same visual discoloration can have widely varying
power outputs [1]. The qualitative and quantitative
performance losses in large-scale PV systems have been
summarized [1,8].

EVA STABILITY AS AN ENCAPSULANT

From a technological perspective, knowing the
rate of degradative reactions is crucial to predicting the
service lifetime of a device. The reactivity of some
polymeric materials in an environment of solar irradiation,
thermal and humidity cycles, and mechanical stresses are
clear limitations. For considering the established
degradation mechanisms of EVA, which is a random
copolymer of ethylene and vinyl acetate, the copolymer is
33% (by weight) vinyl acetate and has an average
molecular composition of —(CHa—CH2)g.14—(CHo-
CHAc)— in which Ac is the acetate pendant group,
—OCOCH3. The major sequences of the photothermal
degradation of EVA have been summarized [1] and are a
composite of several published reports on the thermal and
photothermal stability of polyvinyl acetate and EVA [1}

The principal reactions are Norrish Type Il to produce
acetic acid and polyenes (the discoloring chromophore) or
Norrish Type | to produce acetaldehyde followed by other
gases, e.g., CO, COp, CHy. Pern and Czanderna [5,6]
investigated the general degradation mechanisms of
stabilized, cured EVA through a series of simulated
degradation experiments. Their results indicate that the
EVA discoloration results primarily from the formation of
polyconjugated C=C bonds (polyenes) by multistep
deacetylations and a, B-unsaturated carbony! groups [6).
Furthermore, acetic acid that is produced by thermal and
photothermal decomposition exhibits an autocatalytic
effect on the EVA yellowing [5]. Detailed absorption
spectra [6] illustrate the effects of structural changes of
the absorbing (and fluorescent) chromophores in EVA on
various thermal and photothermal treatments. During the
EVA discoloration, a competing photableaching reaction
also plays an important role in the presence of air (O2) [1].
Degradation mechanisms are induced from photo-,
thermal-, photothermal, HAc-catalyzed, and metal and
metal-ion catalyzed effects. We reviewed all of these in
detail [1], as well as aspects of photobieaching of
discolored EVA and photothermal degradation of additives
in EVA, especially Cyasorb UV 531™ and Lupersol 101.T™M

ACCELERATED LIFETIME TESTING AND
SERVICE LIFETIME ESTIMATES

No studies have been carried out to date that can
be used to predict a service lifetime of the EVAs or any
other potential replacement as an encapsulant in a PV
module. During our literature reviews [1,8] and through our
interactions with the PV industry since 1990, we have
encountered serious oversimplifications and
misconceptions about correctly interpreting the meaning
of accelerated lifetime testing and predicting the service
lifetime for PV cells, modules, arrays, and systems. The
most discouraging assumption is that “reactior rates
double for each 10°C increase in temperature.” This “rule
of thumb” is based on generalizations about all
chemical reactions collectively and does not consider the
specifics of applying k=A exp (-EA/RT), the Arrhenius
equation, to the dominating degradative reaction. In
applying this equation, it is essential to know, at least,
that (a) the value of EA is for the dominant reaction, (b)
the mechanism invoived in the dominant reaction does not
change with temperature, and {(c) Ep is independent of
temperature over the range of any extrapolation. It is also
implicit that the reactions occurring under accelerated
conditions are the same as the reactions under the reality
of normal operating conditions; e.g., the reactions of a
tree-standing polymer exposed in air cannot simulate
those of a polymer in an encapsulated PV device (Fig.1).

Specific examples of projected lifetimes have been
reviewed [8] for the variables actually used in the prior
studies, and the lifetime projections are typically in error
because variables have been selected incompletely in the
test matrix, reality has not been properly simulated, or the
Arrhenius relationship has been improperly applied. None
of the investigators we cite [8] could claim (a), (b), and (c)
for their projections. The examples ranged from using a
highly accelerating thermal oxidative environment in the
absence of UV to incorrect statements about the
concentration of degradation products.




The greatest error made by those using the “rule of
thumb” is in prescribing a value for Ep for an unknown
reaction mechanism. For example, the plot in Fig. 2
shows the rate of reaction k for a series of activation
energies in which k has been arbitrarily assigned a value
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Fig. 2. Influence of hypothetical change(s) in degradation
mechanism to several lower values of Ep at a reaction rate
k = 1 (arbitrary units) at 90°C. - Note the AT 1o double
changes from 3.33 K at 3 EA t0 40 K at Ep/4.

of 1 at 363 K (90°C). The slope for 3EA (188 kJ/mol)
corresponds closely to the measured rate of (only)
thermally induced deacetylation for EVA (Ep = 186
kJ/mol). The slopes branching from k = 1 at 363 K (90°C)
are at an arbitrarily chosen temperature and reaction rate
for discussion only. They show how the value of k
(relative to extrapolating k values from 3Ep) is
dramatically increased for 2EA, EA, EA/2, and Ea/4, in
which the ATs to double the rate are 5, 10, 20, and 40 K,
respectively, compared with a AT of only 3.33 K for 3EA.
The lowering of EA might result from any one or a
combination of the 10 catalytic factors cited in the section
‘on thermally induced degradation in our review [1], but
again it shows that serious errors from accelerated testing
will be made unless rate projections are based.on known
values for Ep rather than on assumed values.
Finally, other errors result from the “rule of thumb"
because EA must have a precise value at a particular
temperature to yield the doubling factor; so those using
the generalization are assigning a value to EaA without
determining it experimentally [1,8]. Finally, reaction rates
may also depend cn synergistic influences; in the case of
polymers, photothermal degradation is typically 5 to 10
times that for thermal degradation alone. This is the most
serious error made in the work in the 1980s. Their
accelerated test conditions did not simulate the reality of
UV, T, RH, confinement of EVA in a multilayer stack in
which the degradation products are restricted from
outward diffusion, and where the device is actually
operating to produce a current.

The complexity of making a service lifetime
prediction is easily illustrated from two known and
competing reactions, ie., the formation of polyenes (that
result in chromophores) that cause the discoloration and
photobleaching reactions that will eventually eliminate the
discoloration. The criteria necessary for making success-
ful service lifetime predictions from accelerated testing
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include that (a) the accelerated test must not alter the
degradation mechanism(s); (b) the mechanisms and
activation energies of the dominant reaction(s) at normal
operating conditions and accelerated test conditions must
be the same; (c) both the specimens (including materials
and components only) and accelerating parameters (uv,
T, RH, product entrapment, etc.) must simulate reality; (d)
full-sized cells and/or modules must be used in both the
accelerated and real-time tests; (e) the time-dependent
performance loss (e.g., power loss for PV modules) must
be correlated with the degradative reactions; and f) a
sufficient number of samples must be used so the
distribution of degraded devices can be accurately
modeled. Obviously, predicting a service lifetime requires
a definition of “failure,” i.e., what loss in efficiency is
acceptable after how many years; failure has not been
defined for PV modules, even though power losses of 1%
to 2.5% per year are typically being observed and reached
10% per year at Carrisa Plains.

PV CELL EFFICIENCY LOSSES

Only two crucial matters are ultimately of concern
when considering the EVA discoloration phenomenon, i.e.,
do the degradative reactions limit the lifetime of the PV
module, and does the discoloration cause direct efficiency
losses. Incredibly, measurements of the latter for
individual cells and/or modules have received almost no
attention. Performance (efficiency) measurements on
individual modules have only been reported on individual
modules on a post-mortem basis for Carrisa Plains
modules and on 189 modules in Israel that were retrofitted

'for I-V measurements after 5 years [1].

For individual cells, we reported on one post-
mortem attempt on a retrofitted cell from Carrisa Plains [5].
Pern has carried out one detailed study on single-cell
minimodules as a precursor to future studies in which we
plan to correlate performance changes with encapsulant
and other degradation in the cells [9]. Although
degradation processes in cells are complex (Fig. 1), a
number of complications from individual modules are
eliminated, e.g., interconnect degradation, cell/module
mismatch, and differences in degradation in each cell that
are averaged for the entire module.

In his study comparing the effects of thermal,
photothermal, accelerated, and simulated, degradation
on the EVA-encapsulated solar cells, Pern [9] showed that
the losses in short-circuited current {Igc) and efficiency
because of net reduction ‘in light transmission by EVA
browning are more than 13% and 19%, respectively.
Figures 3a and 3b give an example showing the
continuously decreasing spectral response (absolute
quantum efficiency) as the EVA film discolored
increasingly to a light yellow color in the solar cell heated
in an 85°C oven for 198 days (Fig. 3a) or.to a brown color
when exposed to an RS4 UV light source at 85°C for 198
days. All solar cells showed little change in open-circuit
voltage (Voc) or fill factor (an important quantitative
relationship for describing the performance of PV cells and
modules), except for the noticeable decreases in lse
caused by EVA discoloration. Electrically, except for one
solar cell, no significant change in the series resistance
was measured (by dark I-V) for the solar cells studied over
the 198-day period [8].
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efficiency of 2” x 4” polycrystalline-Si cells encapsulated
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TEST PROTOCOL FOR FUTURE WORK

Our protocol for future work will be based on
preparing minimodules as active devices consisting of the
multilayer stack: glass or polymer superstrate with or
without a UV screen/pottant polymer/active PV device

with an antireflective coating and base contact/poly-

mer/substrate.

The active devices will be of the same construction
as those in contemporary modules and be a minimum of 5
cm x5 em {2” x 27) and a maximum of 12.5 cm x 12.5 cm
(5” x §7), with output leads suitable for obtaining I-V and
efficiency measurements. Identical test specimens will be
subjected to accelerated testing in controlled T and RH
chambers and (a) a xenon light source of 1, 2, or 3 suns,
{b) a condensed xenon light source (solar simulator) of 3
to 12 suns from 290 nm to 400 nm in which the test
variables simulate reality. We also would like to be able to
subject specimens to UV accelerated testing in an outdoor
environment in which the minimodule T will be maintained
at normal operating temperatures, but natural sunlight will
be concentrated from 5 to 10 times. Finally, we would also
like to deploy minimodules to at least six sites in the
United States with representative and carefully recorded
natural environmental exposure conditions. Specimens at
these “real-time testing” sites would be periodically
monitored for their efficiency. Degradation mechanisms
will be deduced from specimen “failures” from accelerated
lifetime testing (ALT) and real-time testing (RTT). When
they are the same, models will be developed to relate the
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complexity or simplicity of the multiplying factor from ALT
to those for RTT, and the service lifetime will be estimated
based on the interpretation of all the data acquired.
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DOE/OER-SPONSORED BASIC RESEARCH IN HIGH-EFFICIENCY PHOTOVOLTAICS
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ABSTRACT

A high-efficiency photovoltaic project involving
many of the national laboratories and several universities
has been initiated under the umbrella of the U.S.
Department of Energy (DOE) Center of Excellence for the
Synthesis and Processing of Advanced Materials. The
objectives of this project are to generate advances in
fundamental scientific understanding that will impact the
efficiency, cost, and refiability of thin-film photovoltaic cells.
The project is focused on two areas; (1) Silicon-Based
Thin Films, in which key scientific and technological
problems involving amorphous and polycrystalline silicon
thin films will be addressed, and (2) Next-Generation Thin-
Film Photovoitaics, which will be concerned with the
possibilities of new advances and breakthroughs in the
materials and physics of photovoltaics using non-silicon-
based materials.

INTRODUCTION

Continued advances in the technology of solar
photovoltaic (PV) energy conversion are critically
dependent on the fundamental understanding of the
synthesis and properties of the materials that compose
solar cells. Reduced cost, improved conversion efficiency,
and long-term reliability are the major objectives of the
DOE PV Five-Year Program Plan [1].  Thin-film
semiconductor materials and device technologies are key
to achieving these objectives. Currently, there are several
important classes of thin-film PV materials at various
stages of research and development; but, in all cases,
there is a lack of understanding of the fundamental
scientific issues associated with each of these
technologies. Therefore, this program is motivated by the
scientific-exploration of new solid-state physics as it relates
to photon absorption and carrier transport, novel materiais
synthesis techniques, the characterization and control of
defect structures, and, ultimately, designs of new material
architectures.

The project is sponsored by the Division of
Materials Science (DMS) of the DOE Office of Energy
Research (OER) and Office of Basic Energy Sciences
(BES) in fiscal year 1996 through its Center of Excellence
for Synthesis and Processing of Advanced Materials
(CSP).

CSP—A NEW KIND OF PARTNERSHIP

Recognizing the importance of materials synthesis
and processing (S&P) and responding to a national need to
strengthen this area of materials science and engineering, the
Division of Materials Sciences (DMS) of DOE's Office of Basic
Energy Sciences in the Office of Energy Research established
the DOE Center of Excellence for the Synthesis and
Processing of Advanced Materials (CSP). The Center, which
is a distributed center concept, is a coordinated, cooperative
partnership among twelve DOE laboratories and includes
appropriate university grant research funded by DMS, as well
as collaborations with both small and large companies. Its
overall objective is: v

“To enhance the science and engineering of materials
synthesis and processing in order to meet the programmatic

" needs of the Department of Energy and fo facilitate the

technological exploitation of materials.”

Synthesis and processing are those essential
elements of materials science and engineering (MS&E) that
deal with (1) the assembly of atoms or molecules to form
materials, (2) the manipulation and control of structure at all
leveis from the atomic to the macroscopic scale, and (3) the
development of processes to produce materials for specific
applications. ' Clearly, S&P represents a large area of MS&E
that spans the range from fundamental research to technology.
The goal of basic research in this area (which is the primary
focus of the Center) ranges from the creation of new materials
and the improvement of the properties of known materials, to
the understanding of such phenomena as diffusion, crystal
growth, sintering, and phase transitions in relation to S&P. On
the applied side, the goal of S&P is to translate scientific results
into useful materials by developing processes capable of
producing high-quality, cost-effective products in an
environmentally conscious manner.

The Center's emphasis is on elucidating and applying
fundamental S&P principles directed toward the rapid
improvement or development and ultimate use of advanced
materials. By bringing together synergistic activities and
capabilities at the participating institutions in selected focus
areas, the Center's goal is to provide added value and impact
beyond what can be achieved by the participants working
separately. A technology Steering Group—with members from
industry and DOE technology program offices—provides the
Center with an energy technology and industrial perspective.

The current emphasis of the Center is on seven
focused multilaboratory projects that draw on the
compliementary strengths of the participants in their ongoing
research programs. These projects include: (1) Metals
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Forming, (2) Materials Joining, (3) Tailored Microstructures
in Hard Magnets, (4) Microstructural Engineering with
Polymers, (5) Processing for Surface Hardness, (6)
Mechanically Reliable Surface Oxides for High-
Temperature. Corrosion Resistance, and (7) High-
Efficiency Photovoltaics. These projects, which represent
arelatively small fraction of DMS’ programs, were selected
from among many potential choices on the basis of the
following criteria:
- Scientific excellence
- Clear relationship to energy technologies
- Involvement of several laboratories
- Strong existing or potential partnerships with
programs funded by DOE Technologies Offices.
The projects address the scientific underpinnings
of critical technological issues with a near- to intermediate-
term perspective. Each project is coordinated by an
appropriate representative from one of the participating
laboratories.
The overall coordination of the Center's projects
is done by Dr. George A. Samara of Sandia National
Laboratories in Albuquerque, NM.

HIGH-EFFICIENCY PHOTOVOLTAICS
PROJECT AT CSP

The high-efficiency photovoltaics project, which
is the latest addition to the Center projects, was structured
as a result of two planning workshops held in San Jose,
CA, and Golden, CO, in fiscal year 1995.

Obijectives

‘The objectives of this project are to generate
advances in scientific understanding that will impact the
efficiency, cost and reliability of their film photovoltaic celis
by addressing the short- and long-term basic research
issues. The overall approach of the project is to effectively
couple existing programs in photovoltaics technology to
relevant scientific research efforts in the DOE Basic
Energy Science mission.

Project Scope

Initially, the project includes 20 collaborative
research projects involving the national laboratories and a
number of universities currently funded by OER/BES/DMS,
the DOE Office of Energy Efficiency and Renewable
Energy (EERE), and the Electric Power Research Institute
(EPRI). The project focuses on two areas: (1) Silicon-
Based Thin Films, which will address key scientific and
technological problems involving amorphous and
polycrystalline silicon thin fims, and (2) the Next-
Generation Thin-Film Photovoltaics, which will be
concerned with the possibilities of new advances and
breakthroughs in the materials and physics of PV using
non-silicon-based materials. It is intended to complement
the more extensive appiied PV research program funded
by EERE. A strong participation in the project by the
National Renewable Energy Laboratory (NREL) serves as

the natural point of contact between OER/BES and EERE
photovoltaic research efforts and the PV industry.

Silicon-Based Thin Films

The major emphasis in this area will involve
amorphous and polycrystalline silicon thin-film materials and
devices. The key scientific and technological problem that
hydrogenated amorphous-silicon materiais have faced during
the last 20 years is a light-induced metastability (the Staebler-
Wronski effect) that leads to a degradation in cell efficiency
during operation. This problem can be traced directly to a lack
of detailed understanding of the physical and electronic
structure and homogeneity of hydrogenated amorphous silicon
and how that structure evolves under solar irradiation. New
characterization techniques are needed to study atomic
coordination, hydrogen content, and microvoid structure. Also,
new synthesis techniques based on hot-filament-assisted
growth of hydrogenated amorphous silicon appear to be
promising altematives to glow-discharge deposition for growing
materials with a high degree of stability; but the reasons for this
improved stability are not known at present.

Polycrystalline-silicon thin films have strong potential
as future PV materials because of the low cost and wide
availability of silicon. Importantly, thin films of polycrystaliine
silicon have very different synthesis, microstructure, and defect
characterization issues than do thick films or polycrystalline
substrates. Indeed, new solar-cell device designs that have
been developed in the last 3 years are motivating
fundamentally different approaches to synthesis and
processing of polycrystalline silicon on low-cost substrates.
These new cell designs, which use much thinner active
absorber regions, also motivate fundamentally different optical
design and defect characterization problems, as the ratio of
physical thickness to absorption length is much smaller than for
conventional silicon PV cells. The individual project title and
the participating organizations are given in Table 1.

Next-Generation Thin-Film Photovoltaics

The projects in this area concern the possibilities of
new advances and breakthroughs in the materials and physics
development of PV using non-silicon-based materials. The
tasks in this area are broken into several categories, starting
with novel PV device and physics concepts, and new materials
systems, with the concurrent requirement of substrates. After
defining the new concepts, the second theme is thus
concerned with synthesis, materials growth, and material
properties issues that may arise from the first phase. An
integral part of the research program for Next-Generation Thin-
Film Photovoltaics are interface, defects, and impurity issues,

- which constitute the third part of this program. Finaliy,

advanced characterization techniques will be required to
substantiate the material and physics concepts being proposed
for Next-Generation Thin-Film Photovoltaics. The specific
projects in this area are identified in Table 2.

Project implementation

Because no new funding was available, the individual
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projects identified in Table 1 and 2 will be implemented by
restructuring closely related projects that currently are
funded mainly by DOE/OER/BES DMS and the PV
division of DOE/EERE and, to a limited extent, by other
sources of funding like EPRI. The Division of Materials
Sciences of OER/BES provides some “glue funding” that
is used to encourage collaboration through the exchange
visits and workshops. A teaming structure is being
developed to ensure closer interaction between closely
related projects and to organize team meetings and
workshops at some regular intervals.
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Table 1. Silicon-Based Thin Films

Project Coordinators: Harry Atwater {Ca! Tech) and Bhushan Sopori (NREL)

Project Title

1.

2.

3.

Defect relaxation and metastable defect formation in a-Si:H
Hydrogen diffusion in a-Si:H and related alloys
Measurement of void structure in a-Si:H with positron anninilation

Atomic-scale understanding and control of H-incorporation in thin-film
PV materials

Grain-boundary effects in polysilicon PV devices

Low-temperature epitaxial approaches to large-grained polycrystaliine silicon
Control of microstructure evolution in polycrystaliine-silicon thin film

Structure and properties of amorphous and polycrystaliine-Si films

by molecular dynamic simulation

Defect characterization in Si-based PV semiconductors

10. Silicon-based thin-film point defects and impurities

Participating Labs
NREL & Ames

lowa State Univ., Ames,NREL, & CSM
BNL & NREL

Univ. Illinois, Ames, & NREL

U. of Calif. (Santa Barbara), Ames,
NREL, & lowa State Univ.

Cal. Tech. & ORNL

Cal. Tech. & LLNL
ANL
LBL

MIT

Ames = Ames Laboratory (lowa State Univ.), ANL = Argonne National Laboratory, BNL = Brookhaven National Laboratory,
LBL = Lawrence Berkeley Laboratory, LLNL = Lawrence Livermore National Laboratory, ORNL = Oak Ridge National
Laboratory, NREL = Nationa! Renewable Energy Laboratory, CSM = Colorado School of Mines, Cal. Tech. = California
Institute of Technology), MIT = (Massachuseitts institute of Technology).

Table 2. Next-Generation of Thin-Film Photovoltaics
Coordinators: Eric Jones (SNL) and Richard Ahrenkiel (NREL)

Project Title

1.

2.

3.

Hot-carrier solar cells
Chalcopyrite semiconductors for PV

Theory of crystal-lattice defects and electrical properties of transparent
conducting oxides

Optimal I-lI-VI materials for solar-energy conversion
Microstructure of defects in PV materials

ldentification of ordered/disordered phases of I-1II-VI chaicopyrites

. Synthesis and use of low-toxicity precursors for growth of 11-Vi and Ili-VI

compounds by MOCVD

Study of CIS surface layer and CDS/CIS interface

Participating Labs
NREL, SNL, & LBL

NREL

BNL & NREL

ONRL & NREL
BNL, NREL, LBL, & Univ. of lll.
SNL & Univ. of Florida

LBL

PNL & Wash. St. Univ.

" Projects 9 and 10 at the University of Utah and SUNY Buffalo currently under design.

SNL = Sandia National Laboratories, PNL = Pacific Northwest Laboratory.
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ABSTRACT

Photovoltaic (PV) cells and modules are often rated in
terms of a set of standard reporting conditions defined by a
temperature, spectral irradiance, and total irradiance.
Because PV devices operates over a wide range of
temperatures and irradiances, the temperature and
irradiance related behavior must be known. This paper
surveys the temperature dependence of crystalline and
thin-film, state-of-the-art, research-size cells, modules,
and systems measured by a variety of methods. The

various error sources and measurement methods that

contribute to cause differences in the temperature
coefficient for a given cell or module measured with various
methods .are discussed.

INTRODUCTION

This paper investigates temperature-dependent
current versus voltage (I-V) measurements performed on
several continuous light sources and the SPIRE 240A
pulsed solar simulator. Simulator-based temperature
coefficients (TC) are also compared with temperature
coefficients for a wide variety of PV technologies derived
from regression analysis of data taken under natural
sunlight at the module and sysiem level.

The temperature coefficient TC for a given parameter Z
can be written as: :

TC(part/°C) = % &z (1

oT Th=25°C

where the normalization temperature T,was chosen to be
25°C because it corresponds to the standard reference
temperature for terrestrial and most space PV. |t is
important for comparison purposes that the normalization
temperature be standardized or at least explicitly stated.
Once TC is measured for a parameter Z, it can be translated
from a given temperature T to another temperature T using:

TC.Z-(T'-T)

7=z :
1mTem,-n

@

For multijunction devices and any device where
different current conduction mechanisms occur at different
temperatures, Z is nonlinear. The value of TC can also
change with the spectral content of the light source that Z
is measured under because the quantum efficiency TC
varies with wavelength. The value of TC also varies with
irradiance because in Eq. 1 the value of P changes with
irradiance. Equation 2 assumes that Z is a linear function
of temperature. Commercial data-acquisition systems often
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require the temperature coefficient to be expressed in units
of amps/°C and volts/°C at a given irradiance. Expressing
the temperature coefficient in' absolute units allows the
entire current versus voltage (I-V) curve to be translated
for temperature. Corrections for temperature using -
absolute temperature coefficients also require the number
of cells in series and the number of paralle! strings.

MEASUREMENT METHODS

The temperature coefficient can be measured under
simulated or natural light. Determining system temperature
dependence requires measurement under actual operating
conditions. Typically, the irradiance level is restricted to
minimize variations in the temperature dependence with
total or spectral irradiance.

Temperature-dependent |-V measurements can be
grouped into the categories of pulsed-light or continuous-
light solar simulators. In pulsed light solar simulators, the
light-induced temperature gradient across the PV sample is
negligible except at very high concentrations. This results
in & very low error in the temperature of the PV device. The
uncertainty in temperature coefficient determined by
pulsed-light measurements can be affected by bias-rate-
related artifacts and noise in the measured data.

Continuous-light sources allow for a very low random
error in the measured I-V characteristics when long-
integration-time, high-accuracy voltmeters are used to
simultaneously measure the voltage, current, and
iradiance. Bias-rate-related errors that occur in many thin-
film material systems, high-lifetime silicon, and any high-
capacitance PV design can be minimized or eliminated with
a data-acquisition system using a continuous-light source
[1]. Under continuous illumination, a temperature gradient
will exist between the PV junction and the measured front-
or back-surface temperature. A procedure employed at the
National Renewable Energy Laboratory and elsewhere is to
place the sample at the desired temperature in the dark at
open-circuit conditions after “light soaking,” if any has been
performed. The open-circuit voltage (V) is then monitored
as the shutter is opened. The highest V,,. observed is the
Voc at the desired temperature. The sample is then cooled,
if possible, until this maximum V. is reached. The
uncertainty associated with this method is limited by the
shutter speed, voltage sampling rate, response time of the
Voc to the shutter being opened, and the amplitude stability
of the light source. -

A variety of methods have been employed to vary the
temperature for simulator based temperature dependent
measurements including:




* Control the cell temperature with a temperature-
controlled vacuum plate. This method minimizes
temperature gradients.

* Heat a module in an environmental chamber and then
place the heated module in an insulated box and
measure the sample’s |-V characteristics as it slowly
cools down. This method results in the back of the
module being warmer than the front because heat is
radiated off the front surface, while the back surface is
insulated. _

* Heat the cell or module in a temperature controlled
chamber with a window. This method minimizes
temperature variations.

¢ Heat the module with a blanket from below and
measure the |-V characteristics after the temperature
has reached equilibrium. This procedure also has a
typical temperature gradient between the back and
front surface of 2°C.

* Adjust the room temperature to obtain the I-V
characteristics at different temperatures. This method
has a minimal temperature gradient and temperature
range. The TC of the equipment may add to the error.
ldeally the temperature, spatial uniformity, and

contacting should not be changed as the I-V

characteristics are measured at different temperatures.

This is because differences in spatial uniformity, irradiance

level, or contacting can exceed the variation with

temperature. Hysteresis in the I-V characteristics as a

function of temperature can also occur because of different

temperature gradients between the sample and senser in
the heating and cooling modes, sample degradation, or
transient behavior. Hysteresis loops are especially evident
in CdS/CdTe cells and modules because of light-soaking

effects [1].

Careful placement of the temperature sensor on the
back surface or front surface is essential to minimize errors
introduced because the measured temperature is different
than the junction temperature.

EXPERIMENTAL RESULTS

The measured temperature coefficients for a variety of
cell and module PV technologies under “1-sun” illumination
are summarized in Fig. 1. Table 1 illustrates the range of
temperature coefficients for silicon cells and modules that
have been measured.

Fig. 3 illustrates how the temperature coefficient
changes with irradiance for a muiticrystaliine silicon
module. The temperature coefficient for the CdS/CuinSe,
module shown in Fig.2 was representative of the modules in
the Siemens Solar array deployed at the NREL Outdoor
Test Facility. This module was also measured outdoors
over the restricted irradiance range of 950-1050 W/m?2,
giving a normalized maximum-power temperature
coefficient of -6720 ppm/°C [8]. The maximum-power
temperature coefficient for the CIS system, determined by
measuring the array performance with a portable I-V tracer
over the restricted irradiance range of 900—1100 W/m? is
-7690 ppm/°C with a correlation coefficient of 0.87.

For many outdoor temperature coefficient
measurements, the random’ error in the maximum power
(Pmax) and efficiency is correlated with the random error in
Isc. By looking at the P,,;, or efficiency temperature
coefticient as Pppay /lse. instead of Pp,a/Eror, the random

(Fig.4)

error can be substantially reduced. This method assumes
that /s is linear with irradiance over the irradiance range
being corrected and that /. is corrected for temperature.
An additional negligible source of error in this normalization
procedure for P, is the assumption that the TC of Isc is
constant over the irradiance range being corrected for. For
the portable |-V tracer data above the Pp,,, 7C was -7410
ppm/°C with a correlation coefficient of 0.94.

The temperature coefficient versus current density
is most appropriate for characterizing
thermophotovoltaic devices because the spectral and total
irradiance of the thermal emitter is application specific and
not standardized. The temperature coefficients were
measured with a continuous light source and the Voc
method to obtain the I-V at a known temperature.

The nonlinear temperature dependence of a
multijunction a-Si/a-Si:Ge module is illustrated in Figure 5.
The nonlinear behavior occurs because the voltage
temperature coefficient for each junction is different. The
temperature dependence will vary greatly, depending on
the spectrum of the light source that the temperature
dependence was measured under [9, 10].

The hysteresis in Fig. 6 is not temperature-related
because there was no measurable hysteresis in Voc
versus temperature. This module is typical of the modules
in the CdTe system described elsewhere [11]. The Prax TC
for the system was 1100 ppm/°C for the positive subarray
and 1600 ppm/°C for the negative subarray [10]. One of the
modules of the same type as the system was evaluated
outdoors and a Pp,,, TC of -800 ppm/°C was obtained. This
Pmax TC for this module measured under a pulsed solar
simulator was -3600 ppm/°C.

The measured ;. temperature coefficient varies,
depending on the light source, because the quantum
efficiency does not vary with temperature in a multiplicative
manner (Figs. 7,8). This changing quantum efficiency with
temperature gives. rise to a changing spectral mismatch
error with temperature, the magnitude of which depends on
how well the light source and reference spectrum are
matched. An unexpectedly large variation (>50%) in the Isc
temperature coefficients for the same samples with
temperature sensors attached circulated between various
laboratories have been observed [11,12]. Table 2 shows
temperature coefficients measured for a monocrystalline Si
reference cell with an attached temperature sensor under
the spectra shown in Fig. 9.

SUMMARY

The temperature coefficients for a variety of PV
technologies have been presented. The various strategies
and precautions for measuring the temperature coefficients
under simulated and natural sunlight have been presented.
The temperature coefficient varies within given
technologies with irradiance level and spectrum.
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Table 1. Single-crystal and multicrystalline silicon
temperature coefficients in units of ppm/°C [2-5].
Type Voo Isc FF Pmax
Space Si cell [3] -3490-  380- -1000- -4070-
-4510 710  -1600 -1600
PESC Si cell [4] -2690 650 -940 -3200
¢-Si module -2817 411 -1265 -3619
¢-Si module -3413 130  -1642 -5035
p-Si module -2632 435  -1172 -3318
p-Si module -3675 675 -1732 -4690
p-Si module -2925 407  -1556 -3996
p-Si cell production -4330- 738- -84- -3067-
-679 1230 -2159 -5569
Thin film Si -2429 493 -993 -2929
Si Cone.1/ -2584/ 488/ -1079/ -2916/
250 suns [5] 1724 168 -680 -2282
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Figure 1. Range of Py, TC of cells and modules evaluated
at NREL [2,6,7].
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Figure 2. CdS/CulnSe, module temperature coefficient as
a function of light level measured under the SPIRE 240A
pulsed solar simulator (closed symbols) and Atias Climatic
SC1600 environmental chamber with metal halide lamps
(open symbols).
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Figure 3. Multicrystalline Si module temperature coefficient
as a function of light level.
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Figure 4. Variation in the temperature coefficient for a
thermophotovoltaic cell with an energy gap of 0.626 eV.
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Figure 5. Variation in the temperature coefficient for a
multijunction amorphous silicon module.
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Figure 6. Change in the fill factor for a CdS/CdTe module
showing significant hysteresis. This same module showed
no significant hysteresis in Ve or Ige.
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Table 2. The TC (ppm/°C) for a monocrystalline solar cell
depends on the spectral nature of the light source used.
The first three sources were set to generate the current
equivalent to 1/7-sun illumination.

Source Isc. Voc FF
X25 736 -2968 -1106
EKE Lamp 980 -3018 -1138
X25w/ 950 LWP 5608 -2467 -1172
X25 (1 sun) 829 -3335 -
400 Filtered X25%0.2
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Figure 9. Spectra for the sources used to measure the
temperature coefficients reported in Table 2. X25 indicates
the Spectrolab X25 solar simulator. The EKE projector bulb
(21V, 150W with dichroic reflector) operated at 11V.




MODELLING OF TANDEM CELL TEMPERATURE COEFFICIENTS

D. J. Friedman
National Renewable Energy Laboratory, 1617 Cole Blvd., Golden, CO 80401

ABSTRACT

This paper discusses the temperature dependence of
the basic solar-cell operating parameters for 3
GalnP/GaAs series-connected two-terminal tandem cell.
The effects of series resistance and of different incident
solar spectra are also discussed.

INTRODUCTION

For both terrestrial and space applications, a detailed
understanding of device temperature coefficients is vital if
the results of simulator testing are to be used for
Quantitative prediction of performance in the field. This
paper analyzes the temperature dependence of open-
circuit voltage (Vp¢), short-circuit current (Jsc), and fill
factor (FF) for a two-terminal series connected tandem
cell, extending the work of Fan on single-junction cells [1].
For the purpose of quantitative discussion, the
GalnP/GaAs system is considered for detailed
examination. This particular system is of specific practical
interest due to its demonstrated high efficiencies in one-
Sun, concentrator, and space applications [2-4].

MODEL

The model used for the Current-voltage (V)
calculations has been described elsewhere [5]. For
convenience, the essentials are reproduced very briefly
here.

An idealized spectral response determined only by the
cell absorption coefficients is assumed. All photons
absorbed by the top cell, as determined by the top-cell
thickness t and absorption coefficient a(A), are assumed
to contribute to the top-cell short-circuit current Jgey:

-]

Jscr= [ 1oM1-expl-a g o, ®
0

where Iyis the incident spectral intensity. The bottom cell
is idealized to be infinitely thick, so that all photons
transmitted through the top cell and above the band gap
Egp, of the bottom cell are assumed to contribute to the
bottom-cell short-circuit current Jsop

hc/Egb

_f & IofA) expl-a{A)f di. @)
d

Jsep =

The absorption coefficient o)) depends on the bandgap
Eg of the top cell; the form of Kurtz et al. [5] is used:

dE) = 4.55 (E-Ep)'2 + 2.05 (E-E,-0.1)"2.  (3)

in the present work, the temperature dependence of
the short-circuit currents is accounted for by assuming a
linear temperature dependence of Eg and Egp in the
above equations; any other temperature effects on the
spectral response are neglected. For the GalnP top cell,
we take dE,/d T = —0.46 meV/K, valid around 300 K [6]. For
the GaAs bottom cell, we take dE/d T = -0.45 meV/K, valid
around 300 K [7]. The general conclusions drawn later do
not depend on these precise numbers,

The voltage Viangem for the tandem device is the sum
of the top and bottom cell voltages:

Viandem = Vi + Vp . 4)

For the top and bottom cells, an ideal resistanceless solar
cell has been assumed (except in the section discussing
series resistance effects), with the top (bottom) cell voltage
depending on the top-cell short-circuit current Jgeyy, and
dark current Jonw) by the relationship .

Vt(b) = kT/ein [(J+ JSCI(b))/JOt(b) + 1] (5)

where w have set the junction ideality factor n=1. Jo
depends strongly on the temperature T through its
proportionality to the square of the intrinsic carrier
concentration n;:

Jo = e (Le/Td(NP/Ny) tanh(x,/L,)
+ e (Lyn)(nPIN tanh(x/Ly) , with (6

Nf = AMMU2RKTIRS (mg* my)2 exp(-E/KT),  (7)

and more weakly through temperature dependencies of
materials parameters such as mobilities and minority-
carrier lifetimes. Here L is the minority-carrier diffusion
length

Loty = (eqry Dgr)'2, 8
and D s the diffusion constant
Ddh) = kTp.e(,,)/e. (9)

Any temperature dependence of mobilities K, minority-
carrier lifetimes T, effective masses m*, is ignored.
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However, the temperature dependence of the bandgap E,
is taken into account as described above.

Voc TEMPERATURE COEFFICIENT

Because the tandem voltage is the sum of the top-
and bottom-cell voltages, the tandem V¢ temperature
coefficient dVpc/dT is simply the sum of the top- and
bottom-cell temperature coefficients. Numerically
calculating the GailnP top- and GaAs bottom-cell
temperature coefficients dVpo/dT and dVocy/dT at 300 K,
including the temperature dependence of minority-carrier
diffusion constants and lifetimes as described above, gives
dVoc/dT = -2.20 mV/°C, dVpoy/dT =-1.99 mV/°C. The
resuiting tandem dVpo/dT = —4.2 mV/°C. Neither top- nor
bottom-cell temperature coefficient varies significantly with
temperature. A simple analytic expression for a single-
junction (e.g., either a top or bottom subcell) dVo/dT may
be obtained from Vg = kT/e In[(Jsc)/Jgl by neglecting the
temperature dependence of J; on materials parameters
such as diffusion lengths and minority-carrier lifetimes, so
that Jo(T) = const x exp(—E/kT). Setting n=1, we get

SkT TdE; Ey
[VOC- e tedl " e

kT 1 dJsc

doc 1 Gsc
N +9Jsch

ar T (10)
which is Fan’s eq. 6 [1]. This last term must be computed

. numerically; Fig. 1 shows that for GainP/GaAs it is on the
order of (10=3kT/e)/K. This is roughly 0.02 mV/K at 300 K,
which is negligible. It should be noted that the spectrum
affects only this last term. With this last term neglected,
Eq. (10) gives dVpo/dT = —2.25 mV/°C, dVpe/dT = -2.02
mV/°C, very close to the more precise calculation.

For real devices, the single-junction ideality factor nis
generally somewhat greater than 1, resulting in an greater
magnitude of dVoc/dT compared to its magnitude for n=1.

For comparison with the calculated —4.2 mV/°C value,
a recent on-sun measurement [8] of dVpoo/dT for a
GainP/GaAs tandem under an approximately AM1.5 direct
spectrum gave —-3.9 mV/°C, close to the calculated value,
implying that n=1 for both subcells of this specific device.

Jsc TEMPERATURE COEFFICIENT

The dependence of the tandem Jg. temperature
coefficient on the top and bottom cells and on temperature
is more complex than the Vo dependence. Figure 1
shows the top and bottom subcell currents Jgqy and Jscp
as a function of temperature for a tandem cell with a 1.15-
pm-thick top cell, calculated for the standard AM1.5 direct
spectrum. (The effect of varying the spectrum will be
discussed later.) For this spectrum and top-cell thickness,
Jscy is slightly less than Jgcp, at 300 K. Because the top
and bottom cells are in series, the tandem Jg is limited to
be the lessert of Jgoy and Jgep For the tandem illustrated
in the figure, at 300 K the tandem is slightly top-cell
current-limited. This is illustrated in the figure, which
shows the tandem Jgc resuiting from Jgg; and Jgcp.

Also shown is Jgc for a cell equivalent to a bottom
cell but without a top cell filtering the incident light. The
temperature variation dugcy/dT of Jgc for the bottom cell
as filtered by the top cell in the tandem structure is much
smaller than for the unfiltered bottom cell. This difference

i | | { (@)
7 unfiltered -]
N'g bottomecell _ .-
S bottom cell ; .-~ top cell
E 16 - - - _—=
£
15 tandem
i } } } b)
3
1 l xi0 |- ( =
“E 10l -
<
£ 9 7
= 8} 1
K=}
E 7 ] | |
© 300 320 340 360 380

Temperature (K)

Figure 1. (a) Top and bottom subcell Jgo's as a function
of temperature for a tandem cell with a 1.15-um-thick top
cell, calculated for the standard AM1.5 direct spectrum.
Also shown is Jg¢ for an bottom cell unfiltered by a top
cell. This unfiltered Jgc has been shifted down on the
graph for easy comparison with the standard bottom-cell
Jsc. (b) The resulting temperature coefficient ddso/dT for
the tandem cell.

is because the lowering of the tandem cell's bottom-cell
bandgap with increasing temperature, which increases the
amount of light the bottom cell absorbs, is partially
compensated by the simultaneous lowering of the top-cell
bandgap, which decreases the amount of light that is
transmitted to the bottom cell. The temperature
dependence of the top cell, in contrast, is determined only

by the temperature dependence.of the top-cell band gap.

As illustrated in Fig. 1, a tandem cell that is slightly top-cell
current-limited at some starting temperature To will
eventually become bottom-cell-limited at a crossover
temperature T, > To. As a result, as the temperature is
raised through T, the tandem J g temperature coefficient
dJsc/dT will abruptly change from dsg/dT = dJse/dT to
@Jso/dT = dJscy/dT. This crossover occurs at T, = 350 K
for the tandem cell illustrated in the figure.

FF TEMPERATURE COEFFICIENT

The temperature coefficient dFF/dT of the tandem fill
factor FF depends strongly on how close the top and
bottom subcells are to current matching. Figure 2(a)
shows FF calculated for GalnP/GaAs tandem cells with
top-cell thicknesses of 1.05 um, 1.15 um, and 1.25 pm.
The tandem with the 1.05-um top cell is current-limited by
the top cell in the temperature region shown in the figure,
while the tandem with the 1.25-um top cell is current-
limited by the bottom cell in this temperature region.
However, as discussed in the preceding section, the
tandem cell with the intermediate top-cell thickness of 1.15
pm is top-cell-limited below the crossover temperature Ty=
350 K, and becomes bottom-cell-limited above 7,.

40




T l ' '
0.91 - 7]
FF
0.90 P K ‘ 7]
" 0.89 | “Zts,._bottom-limited ]
0.88 |-top-limited Sw -
0.87- @ top cell thick:
0.86 |- T 1.05 um) 4 —
| — 1.15 um|™ -
3.0 —--1.25pum dFF/dT |-
<
—
T
[y
w
©
5.5 — -
(b) 1 ] i Ml T
300 320 340 "~ 360 380
Temperature (K)

Figure 2. (a) FF as a function of temperature for tandem
cells with top cells of various thicknesses, calculated for
the standard AM1.5 direct spectrum. (b) d(FF)/dT for the
FF’s of panel (a). '

For the tandems that are current-mismatched (either
top-cefl-limited or bottom-cell-limited), FF depends
smoothly on temperature. However, for a device which
passes through current-matching at a crossover
temperature T, (350 K for the tandem with the 1.15-um top
cell in Fig. 2). dFF/JT changes in the region of T,. This is
because, for top and bottom cells with given fill factors, the
tandem FF will be determined by the current-limiting
subcell. Therefore, as the temperature is raised through
the current-matching temperatureT,, the device transitions
from top-cell-limited to bottom-celil-limited, and dFF/dT
changes accordingly. Therefore, dFF/dT becomes less
negative as the temperature is raised through T,. This
behavior is illustrated in Fig. 2(b), which shows the
derivatives dFF/dT of the FF’s of Fig 2(a).

EFFICIENCY

The efficiency is proportional to VpoJgcFF. Figure 3
shows FF, Voc, Jgeo, and the resulting efficiency (solid
lines, Ieft axis) and their temperature derivatives (dashed
lines, right axis) for a tandem with a 1.15-um-thick top cell.
The increase in Jgc with increasing temperature is less
than the decrease of VpoFF with temperature, so the
efficiency decreases with temperature. Both Jgc and FF
show a small but perceptibie change in their temperature
dependencies as the temperature is raised through the
point at which top and bottom cells are current-matched,
as illustrated in Figs. 1 and 2 above. These changes are in
opposite directions: dJgo/dT decreases, while dFF/dT
increases, as the temperature is raised through the
current-matching temperature. As a result the JgoFF
product, and hence the efficiency, do not show a
significant change at the current-matching temperature.
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Figure 3. FF, Voc, Jsc, and the resulting efficiency (solid
lines, left axis) and their temperature derivatives (dashed
lines, right axis) for a tandem with a 1.15-um-thick top
cell, calculated for the standard AM1.5 direct spectrum.

EFFECT OF SERIES RESISTANCE

In this section we consider the effect of a finite series
resistance Rg, which in all the other sections is neglected.
This effect is modelled by adding a JRg term to the ideal
V(J) relation: V(J) = Vg.o(J) + JR. This Rg has no effect on
Voc. Furthermore, for high-fill-factor devices such as the
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Figure 4. The effect of series resistance Rg on the
temperature-dependent fill factor FF,
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GaAs and GalnP cells, series resistance has a very small
effect on Jgc as long as the series resistance does not
dominate the J-V curve. Thus, the main effect of series
resistance is on the fill tactor FF. Figure 4 compares the
temperature dependence of FF for Rg=0 (as shown in Fig.
2) with FF calculated for Rg=10 Q cm?2. The behavior of
FF(T) is not qualitatively changed by the series resistance.
The main difference is that the magnitude of the relative
temperature coefficient (1/FF) d(FF)/dT is increased by the
introduction of Rg. '

EFFECT OF SPECTRUM

As has been discussed above, the temperature
dependence of Jgc, Jgo(T) depends on the incident solar
spectrum. This dependence in tum affects FF(T). Figure 5
shows Jgc(T) and FF(T) calculated for the AM1.5 direct
spectrum compared with a calculation for the AMO
spectrum; Voc(T) has been omitted because, as
discussed above, its Jg¢ dependence and hence spectrum
dependence is very weak. To make the spectrum
comparison meaningful, the thicknesses of the top cells
have been chosen so that in both cases, the devices are
current-maiched at approximately the same temperature
of around 330 K. These thicknesses are 1.15 pm for
AM1.5 direct (as elsewhere in this paper) and 0.5 pm for
AMO. The figure shows that the qualitative behavior of the
temperature coefficients is the same for the different solar

spectra.
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Figure 5. Jso(T) and FF(T) calculated for the AM1.5 direct
and AMO spectra. Top cell thicknesses are 1.15 um for
AM1.5 direct and 0.5 um for AMO. To facilitate comparison
of the Jg¢ curves, the AM1.5-direct Jgc has been shifted
upwards by 5.45 mA/cm? to overlay it with the AMO Jgc.

CONCLUSIONS

The bottom-cell Jgc of the GalnP/GaAs series-
connected tandem has a much smaller temperature
variation than does an unfiltered GaAs cell. For this
reason, the rate of increase of the full tandem Jgc with
temperature becomes smaller as the temperature is raised
through the crossover temperature at which the top and

bottom cells are current-matched. The transition from top-
cell to bottom-cell-limited operation as the temperature is
raised through the crossover temperature also resuits in a
change in dFF/dT at the crossover temperature. Voe, in
contrast, remains essentially linear through the crossover
temperature. The variations in dFF/dT and dJgc/dT at the
crossover temperature cancel each other out when
multiplied together, so that dEfficiency/dT is a smooth,
fairly linear function of T, even through the crossover
temperature.
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ABSTRACT

The GalnP/GaAs concentrator device has been
adapted for and tested in a prototype “real-world”
concentrator power system. The device achieved an on-
sun efficiency of 28% * 1% in the range of approximately
200-260 suns with device operating temperatures of 38°C
to 42°C. We discuss ways of further improving this
performance for future devices.

INTRODUCTION

The monolithic two-terminal GainP/GaAs solar cell [1]
is a promising candidate for application in terrestrial
concentrator power systems, due to its demonstrated
efficiency in excess of 30% for concentrations in the range
of 100-300 suns [2]. This device has been adapted for
evaluation on-sun in a parabolic-reflector concentrator
system [3], the first measurement of this device under real-
world concentrator conditions. This paper describes the
necessary adaptations, presents the on-sun measurement
results, and compares these results with the modeled
behavior to aid in predicting the performance of future
generations of the device.

DEVICE REQUIREMENTS AND GRID DESIGN

The requirements for a device usable in the
concentrator system are more stringent than for devices
measured on a simulator. To obtain acceptable signal to
noise in the concentrator system, a device with an
effective size of 1.0 cm? is used. This device, a top view of
which is pictured in Fig. 1, consists of four 0.25-cm?2
“subdevices” on a single wafer, processed and mesa-
etched for electrical isolation so that the subdevices can
be tested individually if desired. Each subdevice has a bus
bar on only one side of the device. For the on-sun testing,
the bus bars of the four subdevices are connected
electrically to give a device that is thus actually a 1.0-cm2-
iluminated-area device with bus bars on opposite sides of
the device. In contrast, the original GalnP/GaAs
concentrator device [2] was 0.1 cm?. For ease of soldering
contacts to the bus bars, the bus bars are 0.75 mm wide.

The ultimate concentration goal for this application is
500 suns. However, the requirement of the large device
size as described above puts heavy demands on the grid
fingers of the front metallization. A highly conductive,
narrow, thick (and thus, high-aspect-ratio) finger with good
contact resistivity is called for. For the first iteration of the

device, a Au-plated front-contact metallization is used for
convenience. This metallization is limited in the
conductivity, narrowness, and height of the grid fingers it
can provide — a significant limitation for high-
concentration devices, especially for the grid-finger lengths
of the device shown in Fig. 1. Typical resistivity for the Au-
plated metallization is 5x10~% Q-cm, more than twice the
tabulated bulk Au resistivity of 2.2x10-¢ Q-cm. The
difference is due to the relatively grainy character of the
metal deposited in the electroplating process. In principle,
limitations in the grid finger resistivity can be compensated
for by increasing the thickness of the finger. However, for
the plated metallization, the thickness is limited by the
photoresist thickness to about 2.5 pm. Increasing the
finger conductance by increasing the finger width must be
balanced against the grid-coverage shadow loss; for this
reason, narrow high-aspect-ratio grid fingers are preferred.
The plated-metallization process, however, cannot reliably
produce grid finger widths significantly below 10 um, and
the limitations of the finger thickness and conductivity for
this metallization diminish the importance of narrower
grids. Finally, IR losses due to the emitter sheet
resistance (about 200 Q/sq for the top cell of the device

m

Fig. 1. Schematic top view of the device. The
subdevices are electrically isolated with a mesa etch, so
the area between them is not photoactive. All four bus
bars were connected electrically for testing, resulting in
an effectively 1-cm? device. Grid fingers are 10 pm wide
and are spaced 150 um apart.
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described here) demand that grid fingers be spaced close
together. This emitter sheet resistance loss combined with
the grid-finger resistivity loss (plus several other loss terms
[2] of less importance for the device described here) must
be balanced against the grid-coverage shadow loss to
arrive at a final grid design.

The initial iteration of the device has grids optimized
for a lower concentration of 200 suns; the optimal grid
spacing at this concentration for the plated metallization is
150 um. Even at this lower concentration, the deficiency of
the plated metallization limits the device efficiency. Future
iterations of the device will use an evaporated
metallization that should overcome the grid-finger
limitations of the plated grids, permitting fingers 3 pum wide
and 5 um thick, or better. The evaporated metallization
also provides grid-finger resistivities much closer to the
book values (i.e., much lower than the plated metallization
provides), due to the superior density and grain structure
provided by the evaporation process.

DESIGN OF TOP CELL

The on-sun spectrum is, of course, not precisely the
ASTM E891 standard AM1.5 direct spectrum, and indeed
it varies during the day. For the series-connected tandem
device described here, the ideal top-cell thickness
depends on the spectrum. This dependence arises
because the top-cell thickness determines the relative
photocurrents of the top and bottom celis; the tandem celt
photocurrent is maximized when the top and bottom cell
photocurrents are matched, because the tandem current is
limited by the series connection to the lesser of the two
subcell photocurrents [4].

For the first iteration of the device, we have chosen to
design for the standard AM1.5 direct spectrum, with a top-
cell thickness of 1.0 um. Future iterations of the device
may be tuned to some time-average of the actual incident
spectrum. A detailed discussion of the performance of
multijunction devices as a function of variations in the
incident spectrum is given elsewhere [5,6]. The overall
conclusion of these works is that spectrum fluctuations
affect the performance of series-connected tandems more
than the performance of 1-junction devices, but that the
overall performance advantage of the tandem is not
changed by this efficiency fluctuation.

DEVICE MEASUREMENT AND PERFORMANCE

The wafer was mounted on a receiver substrate with
good thermal contact to cooling water. The light flux onto
the receiver region was apertured so that only a well-
defined area on the wafer is illuminated. The flow and
temperature of the receiver cooling water were precisely
measured, permitting a direct calorimetric measurement of
the incident flux given the reflectance of the device. Thus
no assumptions about the linearity of the short-circuit
current (Jqc) with concentration rieed be made, in contrast
to typical simulator measurements. This is not a trivial
issue, because nonlinear resporse has been reported for
GaAs solar cells [7]. Nor are spectral corrections needed,
because the actual solar spectrum is being used.

The temperature of the device was not held at 25°C,
the conventional simulator-measurement reporting
temperature, but rather was allowed to reach the

temperature it would operate at if the concentrator system
were being used to generate power. Therefore, no
temperature correction need be applied to the device
performanice parameters to predict the device
performance under actual operating conditions. However,
the device temperature must be taken into account in the
modeiing of the device behavior.

Figure 2 shows the measured concentration-
dependent open-circuit voltage (V,.), fill factor, and
efficiency. For Vg, the open symbols show what Vo Would
be at 25°C, using a temperature coefficient of -3.9 mV/°C
as measured for this device. For comparison with the data,
the dashed lines show the modeled behavior. Voe is
modeled by assuming an effective ideality factor of n=2,
appropriate for a series-connected tandem with ideal (n=1)
top and bottom cells. The calculated V. describes the
temperature-corrected measurements very well. The fill
factor (FF) is modeled by calculating I-V curves (8], with
the addition of an effective series resistance [2,9]. The
measured fill-tactor data points appear to be consistent
with the modeled curve, to the degree to which the two
can be compared given the scatter in the measurements.

The linearity of Jg, at concentration C is given by the
ratio of the one-sun-normalized Jg, to the concentration,
(1/C) Jee(CWse(1). The concentration C is given by the
ratio of the calorimetrically-measured photon energy flux
®(C} to its one-sun value: C=®(C)/®(1). The measured Jse
linearity is shown in Fig. 3. The difference between the
measurements and the ideal-linearity case is presumably
due almost entirely to noise in the measurement of ®,
because the linearity would not be expected to vary as
nonmonotonically with C as the data of Fig. 3 does. Thus a
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Fig. 2. On-sun performance of the device, “MA215". The
data are shown as the filled symbols. The open squares
show V. corrected to 25°C operating temperature. The
dashed lines show the modeied behavior, including
temperature correction for Ve (but not for FF).
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determination of the device nonlinearity awaits data with
better signal to noise in ®. Working with larger device
areas should help with this measurement.

Finally, the measured efficiency shown in Fig. 2 is
given by Js:VocFF/®. The modeled efficiency, which uses
the temperature-corrected V,,, is shown for comparison.
The efficiency data appear to have a maximum with
concentration that is much sharper than the modeled
curve. However, this is most likely an artifact of the noise
in the FF and ¢ data. From the scatter in the data, we
estimate a relative uncertainty of about 2% in the FF and
® measurements, giving a relative uncertainty (not
including systematic errors, which are hard to quantify) of
about 3% (i.e., about 1% absolute) in the efficiency
numbers. With these error bars, we can summarize the
peak performance of the device as 27% + 1% in the range
of approximately 80-400 suns. The modeling suggests that
the efficiencies are in the lower end of this range. it should
be emphasized that the efficiencies in this concentration
range are achieved with device operating temperatures of
as high as 50°C.

FUTURE WORK

The most important direction for improving the
performance of future devices will be the adoption of an
evaporated-metal/iiftoff front grid metallization. Modeling a
device with this improved metallization, at 500 suns a gain
on the order of 6% in the relative cell performance (about
2% in absolute efficiency) can be expected. Better current-
matching of the top and bottom cells to the solar spectrum
being used may also lead to a further improvement in the
device efficiency. Fabricating 1-cm?2 devices without the
mesa-etch division into four subdevices will reduce
perimeter recombination by a factor of two.

To optimize total module efficiency, a single bus bar
running down the center of the cell would reduce the total
cell area compared to the two side bus bars used in the
device shown in Fig. 1. The single-central-bus-bar
configuration does not change the effective lengths of the
grid fingers, and so the performance of such a device
shouid not suffer compared to that of the present two-bus-
bar design. Future work will include the examination of this
bus bar design.
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ABSTRACT

Customer preference (CP), or green pricing, may be
the financial hedge for electric supply industry integration
of photovoltaics. CP is currently defined as a voluntary
contribution for energy generated with renewable
resources. Several utilites have examined the CP
financing of renewables through experimental or
implemented programs and market research. This paper
first expands the concept of customer preference to
include both voluntary and involuntary customer
contributions. It then categorizes the features of existing
and proposed CP programs. The connections between
these features and market research and marketing
strategies for new product development from a
competitive industry are analyzed.

INTRODUCTION

As utilities transition into the competitive arena, many
are examining customer preferences to define
mechanisms and attributes to differentiate products. As
with most competitive businesses, it will be the customer
who will decide which attributes define good, better, or
best. The obvious areas to differentiate are price and
reliability. However, the market has proven that
customers are willing to pay for service attributes beyond
these basics. Progressive technology and environmental
compatibility top the preferences as demonstrated by
high-technology stock activity, the electronics industry,
and consumer goods plugging or environmental
friendliness.  Environmental stewardship is a popular
public relations mechanism for all businesses running the
gambit of retail to chemical processing. With this
awareness, the electric industry is exploring renewables
as a customer preference. Would customers prefer to buy
clean, green, environmentally friendly power? More
importantly, are they willing to pay more? Americans have
become increasingly aware of environmental impacts and
increasingly supportive of environmental mitigation [1].
Even putting aside any association with nuclear
generation, electric utilities have not been viewed as good
environmental stewards [2].

Though customer preference seems to advocate
green-product differentiation, most utilities that have either
researched and/or - implemented green marketing
programs have realized minimal success. On average,
only 10% of funds predicted by the market research have
been obtained when a program was implemented [3].

Many reasons have been given for this minimal success,
such as faulty market research, time lags, and poor
response to customer requests. However, these are
small pieces of the larger puzzle. To define the larger
puzzle, we must examine the product development
process in the competitive marketing arena.

THE PRODUCT DEVELOPMENT PROCESS

Preliminary results from the recently completed
annual Product Development Practices Survey [4]
indicate that the best (based on market share, sales, and
qualitative success criteria) product development teams
were twice as likely to know that they were working with
well-defined products, and they understood:

Total organizational support
Strategic alignment

User needs

Product positioning
Competitive analysis.

Examining the green marketing efforts to date, and
applying the above-noted product development process
elements, indicates the need to look at the broader
picture. The more successful programs have taken a
strategic approach to renewable product deployment.
The success of product deployment requires a utility to
identify the deployment of the (in this case, renewables)
as an element of the company’s overall strategic plan; this
is especially true as the utility transitions from a
monopolistic to a competitive marketing arena. With
continual down-sizing and re-alignment, accountabilities
within the utility are confusing. A top-down approach to
product development is required to achieve total
organizational support.

The best teams also identified supplier partnering and
consistent management planning tools as product
development success factors. The management planning
tools “often” or “always” used include:

e  Market share estimate

*  Technology forecast

¢ Product portfolio analysis
¢ Line or division strategy.

These are all new management planning areas for
electric utilities. The protected monopolistic environment
required conservative, low-risk decisions based on
established, proven technologies. As technical,
regulatory, and economic pressures force utilities into a
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more competitive market, the approach to decision criteria
will change. However, the changes required  for
successful product development are not unique to the
utility industry. The five challenge-to-change areas
identified for the 1995 American Product Excellence
(APEX) award winners were: technical; cultural; partnering
with customers, distributors, and other stakeholders;
process; and product. All the APEX winners underwent
change in more than one of the areas, but none took on
all five. Other attributes noted among the APEX winners
were that all were risk takers, mistakes were made, and
none were slaves to perfection. The message noted by
the chairperson’s summary was to move forward boldly,
but don't try to change everything at once: be strategic.
Bold approaches, changes, and risk may be alien to
utilities initially [4]. The opportunity for strategic product
development during the transition to a more competitive
market is enormous. While the customer base is still
captive, the utility can economically identify customer
preferences, analyze product portfolios, and implement
strategic alignment; the partnering opportunities in the
renewables industry are boundless.

MARKET RESEARCH

Market research, either through surveys or focus
groups, is the basis for identifying user needs, product
positioning, and competitive or market share analysis.
Market research mechanisms also identify partnering
opportunities for successful new-product development.
Though many survey instruments have been implemented
and focus groups conducted, only the utilities that have
incorporated the customer preference into their product
development strategic plan have achieved and even
surpassed the results predicted by the market research.

Thus far, 24 utilities have conducted or are planning
to conduct market research related to customer
preference for  renewable-energy electric generation.
These utilities include Sacramento Municipal Utility District
(SMUD), Southemn California Edison, Public Service of
Colorado, Platte River Power Authority, Florida Power
Corporation (FPC), Gainesville Regional Utilities, Hawaii
Eiectric Light Company, New England Electric System
(NEES), New England Power Corporation (NEPC),
Niagara Mohawk, New York State Electric and Gas,
Portland General Electric, Green Mountain Power, Puget
Power and Light, Wisconsin Public Service, Central and
Southwest, Northern States Power, Arizona Public
Service, City of Tallahassee, City of Austin Electric Utility,
Detroit Edison, City of Anaheim, Ontario Hydro, and
Florida Power and Light.

The market research performed to date shows that
there is strong interest in contributing to the development
of renewable electric generation. The majority of those
surveyed express a preference for renewables, and a
significant portion would be willing to pay more for it.

Market Surveys

Due to the statistical nature of survey instruments,
the results are often the numerica! basis for market share
analysis. However, unless the survey is crafted to
address existing perception and cognizance, the results
may be misleading. Prior to impiementing a measurement
survey, the consumer level of understanding related to the
product atiributes must be known, which typically requires
another survey or focus group.

Twenty-two utilities have conducted surveys, most of
which were targeted at measurement. Figure 1
represents a sample of comparable willingness-to-pay
survey results.

Market Research

% Willing to Pay
60%

50% asmuD

20% 15 10 s 2% 1

Fig. 1 Utility Willingness-to-Pay Customer Survey Results.

Applied Energy Group (AEG) conducted market
surveys for several utilities and represents the largest
survey sample. Preference for renewables is evidenced
by the survey results, but the product reference was
different between surveys, and most utilities implemented
only one survey. Therefore, without product descriptions
targeted at consumer awareness, the results of the
measurements questions may be erroneous. The SMUD
results noted above have been proven valid. SMUD has
implemented market research in several areas, such that
the measurement is targeted to the awareness level.

Focus Groups

Focus groups are another very useful too! that can be
used to gauge interest and aiso receive important
customer feedback on barriers, needs, and attributes
preferred in a product. Focus groups allow customers to
voice concemns and shed light on issues related to the
product, often identifying innovative applications and
parinering opportunities. Focus groups have been
conducted or are planned by Public Service of Colorado,
Hawaiian Electric Light Corporation, New England Electric
Service, Niagara Mohawk, Portland General Electric, and
Ontario Hydro.

Many of the focus groups were segmented by
customer class and energy consumption. Additionally,
some of the residential focus groups were segmented by
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income level. All the focus groups revealed that
customers want a diversified resource mix and are willing
to pay a premium to ensure that renewables are part of
the mix. The groups further revealed that there is
confusion about higher rates for customers interested in
funding the acquisition of renewables. This suggests that
education and communication would need to be an
integral part of any green pricing program. Niagra Mohawk
customers preferred solar energy because it was
perceived to be low maintenance and abundant.
Residential customers were more receptive to the idea of
green-pricing than commercial customers, but both
groups agreed that the higher rates for green resources
should apply to all customers, not just the group that is
willing to pay. All focus groups identified the need for
broad public education as well as specific information on
the utilities planned projects, position on environmental
issues, and strategies for offering the product. Most
utilities have concluded from the focus groups that the
specific projects must be identified, and community-based
projects or systems supplying direct benefits to the green
payer are preferred. The benefits do not have to be
energy related. SMUD customers pay a premium for
rooftop systems that do not supply energy to the building.
The customers’ benefit is identification of environmental
stewardship by allowing SMUD to use the roof area.

EXISTING PROGRAM OVERVIEW

Customer preference programs can be implemented
in two forms: (1) voluntary programs where only
customers that choose to participate fund the
development of renewables and (2) programs where all
customers pay equally through a legislative mechanism
like an infrastructure reserve account. Infrastructure
reserves are commonly used for water, sewer,
transportation, parks/recreation, and even environmental
protection. Energy-related infrastructure reserves have
not been implemented in the United States, but are
gaining strong public support in Germany and
Switzerland. However, of all the customer preference
programs currently in place, all but one are voluntary
programs, even though market research indicates the
need for direct relational benefits.

Reserve Account

Arizona Public Service Company is the only utility
thus far that has implemented a program where
customers are funding renewables deployment through a
millage rate based on energy use. The Energy Efficiency
and Solar Energy (EEASE) fund is described as a
demand-side management cost-recovery mechanism, as
well as a development and implementation cost-recovery
fund for renewables projects. However, it is a surcharge
that accumulates and is then administered through
approval of the Arizona Commerce Commission staff.

in Germany and Switzerland, the reserve accounts
are administered by the utilities through a one mill per
kWh surcharge. Renewable-energy generation is then
paid for at a kWh rate for a specified period of time, which
allows for the developer's reasonable economic benefit,
but only if the project generates. The utilities are only
administrators of the reserve and are not allowed to
participate in renewable generation development.

A similar program in the United States would have
incredible results. According to the Energy Information
Agency (EIA), the residential sector uses 998 tera-Wh per
year, the commercial uses 886 tera-Wh, and the industrial
sector uses 940 tera-Wh. A one mill surcharge would
result in a $2.8 billion dollar per year.

Voluntary

The vast majority of customer preference programs
are voluntary programs where only those customers that
choose to participate fund the development of
renewables. There are several types of customer
preference programs within the voluntary realm. These
types include programs where there is direct customer
consumption either on- or off-grid, programs where the
monetary contributions are pooled in -a general fund for
the development of renewables, community-based
programs, and programs that involve customer
aggregation and targeting.

Direct customer consumption programs are those in
which the customer realizes direct benefit from the
system. The renewable generating unit is located at the
residence or place of business. The unit can either be off-
grid or grid-connected, in which case the benefit may not
be energy-related.

SMUD’s PV Pioneers program is probably the most
widely known and successful direct customer
consumption program. .SMUD’s customers, both
residential and commercial, pay a 15% premium on their
monthly utility bill for 10 years for a 4-kW, grid-connected,
rooftop PV panel that does not supply energy to the
building. There are currently 300 participants, with 100
new customers being added to the program each year
and a growing waiting list.

Utilities involved in the Utility Photovoltaic Group
(UPVG) Technology Experience to Accelerate Markets in
Utility Photovoltaics (TEAM-UP), PV-friendly pricing effort
include the City of Anaheim, the City of Austin, Arizona
Public Service, Central and Southwest, Detroit Edison,
New York State Electric and Gas, Northern States Power,
and Wisconsin Public Service. Detroit Edison is the
farthest along in developing its program. The 2-year
SolarCurrents program will enable customers to pay a
$6.95 monthly premium for each 100 watts of power
consumed from a 28.4-kW grid-connected PV instaliation.

General fund programs have been implemented by
several utilities, but are the least successtful green-pricing
program. Under this type of program, customer
contributions are collected in a fund that is used to
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develop renewable-energy projects. The program does
not specify the development of any particular technologies
or projects at the outset, but ensures that there will be an
increase in the amount of renewable energy in general.
Utilities involved with this type of program are Public
Service of Colorado, Niagara Mohawk, Portland General
Electric, New England Electric Service, and initially,
Ontario Hydro. information from the focus groups predict
this result due to a lack of specific project information and
directly related benefits. Due to focus group results,
Ontario Hydro is examining ways to address these
problems or is considering an altemative pricing
mechanism.

Community-based programs are those in which
customers contribute funds for the utility to develop a
project that has community benefits. Traverse City
Power and Light's green-pricing program is the best
example. Under this program, both residential and
commercial customers pay a 1.58 cent/kWh premium to
subsidize the development and operation of a 600-kW
wind turbine in the community. Residential customers
are asked to make a 3-year commitment, where as
commercial customers are asked to make a 10-year
commitment (and an incentive of no fuel-related rate
increases is  guaranteed). The program is
oversubscribed. and has a waiting list.

The Solar for Schools program, being implemented
by Gulf Power, is another example of a community-based
program. The program seeks not only to offset
conventionally generated electricity, but also to increase
the community’s awareness of renewables energy and
energy-efficiency technologies through the educational
system.

Customer aggregation and targeting programs allow
environmental stewardship benefits to be shared and
municipalities to implement policy related to constituency
choice. Portland General is marketing to large and
wholesale customers a blend of conventional power and
renewable power from two wind projects. PGE has
signed one contract thus far with the City of Portland to
purchase (over a 5-year period) 11.2 million kWh, or 5%
of its total power consumption, from the wind projects.

Bonneville Power Administration is marketing a green
power product to the public utility districts it serves. The
program was set up to fund two wind and two geothermal
projects that would have been abandoned otherwise.
Salem Electric Cooperative has implemented a 20-year
fixed contract that allows the choice of the resource mix
from the four BPA renewable projects. The board of
directors of Salem Electric Cooperative set a goal to have
17% of the utility's load served by renewable-energy
projects, prompting the deal with BPA.

Ontario Hydro is considering similar programs such
as the two mentioned above.

CONCLUSIONS

It is evident through market research and
successfully implemented programs that customer
preference exists for clean renewable power. The
willingness to pay depends on the product, direct relation
of the benefits, and understanding the utility strategy.

The successful programs are based on an overall
strategy to deploy renewables, with a green-pricing
mechanism as an element of the new product
development. SMUD was directed by its customers to
replace the decommissioned nuclear power generation
with renewables and energy efficiency. New products,
such as the PV Pioneer, were developed to implement
this strategy. They are currently experiencing
participation from customers definitively not green.
Traverse City also developed a green-pricing mechanism
from the original strategy of renewables deployment.
Additionally, the market research reinforces this, by
revealing the customer’s need to understand the overall
utility strategy as related to a green marketing
mechanism.
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PHOTOVOLTAIC MODULE ENERGY RATING
METHODOLOGY DEVELOPMENT
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ABSTRACT

A consensus-based methodology to calcuiate the
energy output of a PV module will be described in
this paper. The methodology develops a simple
measure of PV module performance that provides
for a realistic estimate of how a module will perform
in specific applications. The approach makes use
of the weather data profiles that describe
conditions throughout the United States and
emphasizes performance differences between
various module types. An industry-representative
Technical Review Committee- has been assembled
to provide feedback and guidance on the strawman
and final approach used in developing the
methodology.

INTRODUCTION

Based on the results of previous energy ratings
research [1], the National Renewable Energy
Laboratory (NREL) has initiated an effort to develop
a consensus-based approach to rating photovoltaic
modules. This new approach was intended to
address the limitations of the de facto standard
module power rating at Standard Test Conditions

(STC1). Using technical input from a number of
sources and under the guidance of an industry-
based Technical Review Committee, the approach
described in this paper was developed.

This paper describes testing and
computation procedures required to generate a
Module Energy Rating (MER) for a particular
module type and presents results from some initial
validation. The MER consists of 10 estimates of
how much energy a single typical module of a
particular type will produce in one day, one for each
of five different weather/location combinations and
two load-types. Because reproduction of these
exact testing conditions in the field or laboratory is
not feasible, testing was limited and modeling
procedures were based on a predefined data set.

The five weather/location combinations
provide the basic range of environmental
conditions anticipated for typical uses of PV
modules in the United States. .

Two load types are assumed,
corresponding to the two most common loads
connected to PV modules: maximum power
tracking for grid-tied applications and fixed voltage

1 8TC: 1000 W/m? irradiance with an Air Mass 1.5
spectrum and 25°C cell temperature.
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for battery charging. For purposes of rating
comparison, a 14.4-volt operating voltage per
battery is assumed. The  14.4 V value may be
divided by the recommended number of modules
and multiplied by the recommended number of
batteries to obtain a fixed voltage for purposes of
rating. If the manufacturer does not recommend
this module for battery application, then the
modules need not be rated for fixed voltage. It is
assumed that no charge regulation occurs; that is,
the module operates at 14.4 volts whenever there
is sufficient sun, and that there is no voltage drop
between the PV module and battery.

MODULE ENERGY RATING COMPUTATION

The Module Energy Rating Methodology consists of
measuring module characteristics, defining sets of
weather and load conditions, and estimating
module performance under those conditions using
a combination of models. A detailed description of
the ratings methodology and module
characteristics is given in [2).

Figure 1 shows conceptually the flow of
data and the relationships between the various
models. The description will start at the right side
of the diagram and work our way to the left. First,
the algorithms used in each of the computational
process (the circles in Figure 1) are described.
Next, the input variables (the rectangles in the
figure) required for each process are presented.

Model Algorithms

Energy Model: Energy is computed from the daily
power production curves by numerical integration
of dc power over time.

DC Power Model: The power output of the module
(P) is computed from the plane-of-array irradiance
(adjusted for spectral and incidence-angle effects),
the module temperature, and appropriate
coefficients. Ultimately this methodology - will
specify only one power model. For validation
purposes, five models were investigated: linear
interpolation, Anderson [3], Blaesser [4], and the
lumped four-parameter (L4P) [5] model. Each
model is required to estimate power output for
maximum power and fixed-voltage conditions. The
linear model depends only on irradiance. The
interpolation model uses raw data from a module
characterization process. The Anderson and
Blaesser models use translation methods. The
L4P model is an analytical model that describes a
module in terms of an equivalent circuit.
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Figure 1. Model flow diagram.

Spectral Model: The spectral model adjusts both
the diffuse and beam irradiance incident on the
plane-of-array surface as necessary to account for
variations in the incident spectrum under the
assumed weather conditons. The resulting
adjusted irradiances must be referenced to the
flash testing spectrum and must account for the
module spectral response. The general approach
used is to compute the ratio of the actual effective
irradiance to the reference effective irradiance,
where an effective irradiance is the combined effect
of a spectrum and a spectral response. This
approach has been discussed Emery [6]. In order
to make adjustments based on field and test
spectra, these spectra need to be available. Since
these data are very rare, a model is used to
estimate the spectrum comesponding to the
weather data set. To accomplish this, the model
uses the perceptible water vapor, solar geometry,
diffuse horizontal and plane-of-array (broadband)
irradiances, and the beam (broadband) irradiance.
In addition, two fixed data sets are required: one
representing the exoatmospheric spectrum and
clear-sky spectral characteristics, and the other
representing a set of empirically derived spectral
cloud-cover model coefficients. This model was
developed by Nann and Riordan [7].

Module Thermal Model: Another explicit input to
several of the PV performance models is module
temperature (Tmod). Module output varies by
roughly 0.5%/°C change in temperature. This
module temperature coefficient is less for most
thin-film devices and for higher-efficiency devices.
The temperature of a PV module depends on
module construction, module mounting, ambient
conditions and conversion efficiency.

Reflectivity Model: The reflectivity mode! uses the

plane-of-array incident irradiance angle(@) to
obtain an incidence angle modifier (IAM) that
accounts for reflection effects. This IAM can be
multiplied by the total plane-of-array irradiance
{Hpon) to estimate the total absorbed plane-of-array
irradiance for the thermal model, or included in the
spectral model normalization computation.

Irradiance Model: The irradiance mode}
transforms commonly availabie time-correlated
global horizontal and direct irradiance and other
weather measurements and  plane-of-array
orientation into incidence angle and full-spectrum
incident beam and diffuse irradiance estimates
using astronomical solar-position equations and the
Perez diffuse radiation model [8]. The steps in
these computations are: determine the true local
solar time, compute the local solar position,
compute the plane-of-array beam irradiance and
incidence angle, and the evaluate the Perez diffuse
radiation model.

Model Inputs

Module Load Type: The power output of any
module depends on the voltage or current at which
it is operated. Two load types representative of
typical installations are specified, maximum power
tracking (i.e. grid-connected) and ideal voltage
source (fixed voltage).

Location: The location is specified using the
latitude, longitude, and time zone.

Environmental Data: The environmental
conditions include time, date, global. horizontal
irradiance, direct normal irradiance, ambient
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temperature, dew point, relative humidity,
barometric pressure, wind speed, cloud cover
modifiers, and atmospheric absorption coefficients.

Module Characteristics: The module
characteristic input parameters include tilt angle,
azimuth angle, incident angle modifier coefficients,
spectral response function, nominal operating cell
temperature (NOCT), efficiency at NOCT, and
temperature and irradiance power coefficients.

REFERENCE DAY DEVELOPMENT

Five reference days were selected from the
National Solar Radiation Database as being
representative of extreme conditions within the
United States. The five reference days were
selected based on the criteria listed in Table 1.
The table describes four extreme days and one
average day, with the set of conditions representing
the various types of weather extremes found in the
United States.

Table 1. Reference Day Criteria

__OAnderson _CBiaesser M interpolation MLinear |

R

% from Measured

Figure 2. % from measured value of 4 power
models for 5 types of modules using max-power
module energy output.

Figure 3 shows the % from the measured current
that each module produced for a fixed-voltage load
on a clear sunny day as predicted by each of the
three tested for five different types of modules. The
linear model was not used because it does not

Profile irrad. |} Daytime Wind Relative Cioud H
Peak | Temp°C | Speed | Humidty | Gover apply to the fixed voltage condition.
Watts
CAnderson O Elaesser Rinterpolation |
Sunny- >1000 | >35 Low Low 0%
Hot . —
Sunny- | >800 | <0 Avg. High <30% b
Cold 15
Cloudy- | <400 | >30 Avg. High >50% -
Hot © 10
Cloudy- | 200 to | <0 High High >90% H
Cold 400 3 ¢
Avg- 800 to | 20 Avg. | Avg. 30% T ,
Nice | 900 s Jﬂ L,];. [ 4 3
- 5
=
PRELIMINARY VALIDATION 10
This paper presents preliminary results of module *
-20

energy output for five typical modules representing
single-crystal  silicon, polycrystalline silicon,
amorphous silicon, copper indium diselenide (CIS),
and cadmium telluride (CdTe). The paper
compares actual energy output measured on
various days at NREL with projected energy output
from the same modules using the methodology
described in this paper. Energy ratings based on
five selected reference days will also be compared.

Figure 2 shows the % from measured energy that
each module produced for a maximum-power
tracking load as predicted by each of the four
tested models and for five different module types.
This data is based on a sunny, hot day in July in
Colorado. This graph shows that although no
single model was ideal in predicting energy, most
predictions were within 10%. The linear mode! did
considerably better than the rest in this specific
case because it was developed from the same data
that it was predicting. This linear model would not
have worked as well if it was predicting energy for
different types of days.

Figure 3. % from measured value of 4 power'
models for 5 types of modules using fixed-voltage
current output.

For the most part, the models predicted energy and
total current within 10%. There are some modeling
probiems with modules CdTe and CIS because
they are research-prototype polycrystalline thin-film
modules which were difficult to characterize
accurately.

With appropriate models, this approach
will provide a set of numbers that an end-user or a
system designer can use to compare modules from
different manufacturers under conditions that are
similar to what the installed array will experience.
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MODULE ENERGY RATING

Using the procedure outlined in Figure 1, for the
reference days defined in Table 1, a module energy
rating can be determined. The module energy
rating wili be a set of 10 numbers based on five
different weather conditions and two different load
conditions. An example of how this may be
displayed on the back of a module is shown in
Figure 4. This layout gives fictitious numbers that
shows how much energy and current a module
produces under the different reference conditions.
The peak power energy will be given in watt-hours
{(Wh), while the fixed voltage current will be
described in amp-hours (Ah). This terminology
should be useful to the system designer. The MER
approach as well as the selected reference days
were approved by the TRC.

Sunny-Hot Day Sunny-Cold Day

334 Wh

Avg-Nice Day

400 Wh
15 Ah

Cloudy-Hot Day

Cloudy-Cold Day

Figure 4. Sample layout for module energy rating

[0l
FUTURE WORK

Continuing work is needed in several areas: model
development, input data standardization, and
validation of the rating methodology. Work is
currently being conducted in all of these areas.
Since the power models do not sufficiently address
high and low irradiance conditions, power model
development is necessary. Input parameters
conceming fixed voltages and changing voltages
as related to battery charging are still being
discussed. A better thermal model needs to be
defined. Aiso standard procedures for developing
module performance characteristics (i.e.
temperature and irradiance coefficients) are being
developed. Selection of the standard extreme and
average days is being researched. The validation
of this rating methodology will take place once all
parameters have been defined.
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TECHNICAL EVALUATION OF SOLAR CELLS, INC.
CdTe MODULE AND ARRAY AT NREL

B. Kroposki, T. Strand, and R. Hansen
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Golden, CO

ABSTRACT

The Engineering and Technology Validation Team at the
National Renewable Energy Laboratory (NREL) conducts
in-situ technical evaluations of polycrystalline thin-film
photovoltaic (PV) modules and arrays. This paper
focuses on the technical evaluation of Solar Cells, Inc.,
(SCl) cadmium telluride (CdTe) module and array
performance by attempting to correlate individual module
and array performance. This is done by examining the
performance and stability of the modules and array over a
period of more than one year. Temperature coefficients
for module and array parameters (Pmax, Voc, Vimax, lsc, lmax)
are also calculated.

INTRODUCTION

The Engineering and Technology Validation Team at
NREL conducts in-situ technical evaluations of
polycrystalline thin-film PV modules and arrays. The
focus of this research is on the performance of CdTe PV
modules from SCl. The research team is attempting a
“first effort” attempt to correlate individual module
perfformance with array performance for this
polycrystalline thin-film technology. This is done by
looking at module and array performance over time. Also,
temperature coefficients for different PV parameters (Pmax,
Voe, Vmaxs Isc, Imax) are determined on the module and
array level. These evaluations on module/array

performance and stability are conducted at the NREL
Photovoltaic Outdoor Test Facility (OTF) in Golden, CO.
The modules and arrays are located at 39.7 °N Iatntude
105.2° W longitude and at 1782 meters elevation.

Figure 1. SCi 400-Wq. photovoltaic array
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EXPERIMENTAL PROCEDURE
Module and Array Description

The SCI CdTe module is a glass-on-glass construction with
CdS/CdTe as the active semiconductor. The modules used
in this experiment were early production modules. These
modules incorporate the old junction box and framing
structure, which has been converted to a pigtail lead and
frameless mount in new SCI designs. The modules used in
this experiment had an aperture area of 0.68 m? (67.7 cm
by 117.7 cm). Figure 1 shows a picture of the SCI array.

The individual module was installed at a 40° tilt
and is loaded at maximum power during the day, except
when |-V curves are taken. Data collection for this
module started April 1994 and ended December 1995.
The module had the following electrical characteristics
prior to deployment: Prax=49.3 W, Voc =89V, I = 0.89 A,

=64V, and lmax=0.77 A.

The array consists of eight modules mounted at
a 30° tilt and comprises two monopoles; each monopole
uses four series-connected modules. The summation of
module max-powers (as measured by NREL) was
approximately 400 Wq.. The array is operated at its max-
power point by an Omnion series 2200 inverter. The output
of the Omnion inverter was fed to the local utility's power
distribution grid. The modules in the array were deployed at
intervals beginning February 1994 and ending May 1994.
Data collection on the array began on July 1994 and ended
July 1985. The average module from this group had the
following electrical characteristics prior to deployment:
Pmax=51W, Voc =89 V, Isc= 0.93 A, Vnax =65 V, and Inax=
0.79 A.

Individual Module Data Acquisition

individual module performance is monitored with a
multipie |-V curve-tracing unit. The unit is capable of
testing up to 15 individual modules. For this experiment,
the module is loaded at its maximum power point except
when |-V curves are taken. These data are acqunred
every half hour between irradiances of 975-1025 wW/m?.

Array/System Data Acquisition

In monitoring and evaluating system performance, two sets
of data are collected: instantaneous and long-term data
measurements. The instantaneous array performance is
monitored via a portable I-V curve tracer. These I-V traces
are acquired once a month (weather permitting) at plane—of-
array (POA) irradiances between 900 and 1100 Wim?.

Long-term array/system performance is monitored via a
datalogger. Data coliected include current, voltage, back-
of-module and ambient temperatures, and POA




irradiance. Data are sampled every 5 s and are stored as
15-min averages.

RESULTS AND DISCUSSION
Solar Cells, Inc., CdTe Module Performance

Figure 2 shows the normalized Pmax { to 1000 W/m?) and
back-of-module temperature versus time for the module.
This graph shows that the CdTe module has a weak
inverse correlation between Prax and the back-of-module
temperature. This effect can be attributed to the wider
bandgap of the CdTe material as compared to other
polycrystalline thin-film modules. Gaps in the data occur
where the data acquisition system was down, but the
module remained exposed.
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Figure 2. Normalized power and module
temperature vs. time

To correct the performance data to 25°C, a temperature
coefficient for the module was calculated. Usnng a linear
regression of power (normalized to 1000 W/m? ) vs. back-
of-module temperature, a temperature coefficient was
calculated (Figure 3). The coefficient was obtained through
a first-order regression analysis and was calculated to be
-0.08 %I"C This temperature coefficient had an R? of 0.2.
The R? values are provided as a means by whlch to
evaluate the quality or fit of the model. Given the R® value
obtained for the Pma coefficient above, the coefficient will
only describe 20% the variation in Pmax due to temperature.
For this module, the Pmax and back-of-module temperature
data are noisy, but the trend of the data appears valid. This
module was calculated to have a Pmex rating of 44.4 W at
25°C.

4 iy 2.0334x + 45.556] 2 3
R’ » 02071 > - O

* N_Power
~=Linear (N_Power,

10 20 30 40
Back of Module Temperature (°C)

Figure 3. Normalized power vs. module temperature

Figure 4 shows the Pnax data corrected to 25°C using the
Pmax temperature coefficient of -0.08%/C°. Because the
temperature coefficient is very small, there is little change
from figure 2. The figure shows that this module had
good stability over the test period and that temperature
has little effect on the module output.
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Figure 4. Normalized and temperature
corrected power vs. time

To examine why the Pna temperature coefficient was so
low, the same procedure was used to obtain temperature
coefficients for current and voltage. Figure 5 shows
normahzed currents lsc and Imax versus temperature. The
low R? values and low line slope indicate that there is little
correlation between temperature and current, although the
Imax values show a slight increase with increasing
temperatures. The temperature coefficients for lsc and Imax
were 0.06%/°C and 0.07%/°C respectively. -
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Figure 5. Normalized 1sc and imax vs. temperature
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Figure 6 shows that the voltage decreases as temperature
increases for the module. This figure shows less scatter
in the data compared with current and a relatively good
correlation between voltage and temperature.

The temperature coefficients for Vo and Vmax
were -0.24%/°C and -0.25%/°C respectively. The R?
values were reasonably high with the data showing good
correlation.  Because there is a slightly negative
temperature coefficient for Vmax and a slightly positive
temperature coefficient for Imax, this causes the
temperature coefficient for Pnax to become close to zero
for this module.
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Solar Cells, Inc., CdTe System/Array Performance

Figure 7 shows dc power, ac power, back-of-module
temperature, and ambient temperature versus time for the
400 W array. - The data are fit with moving-average trend
lines to aid visually in establishing any trends. The dc
power before October 1994 is not shown because of
problems with the data acquisition system. The data used
in the figure were restncted to POA irradiance between 900
Wim? and 1000 W/m?. Dc and ac power were normalized
to 1000 W/m? for the figure. The back-of-module
temperature ran at an average of 26°C above the ambient.
This figure shows that temperature had little effect on ac
power output at or near one-sun. However, dc power
shows a weak inverse comrelation with temperature. This
discrepancy is possibly due to the low input level at which
the 400 Wy array operated the 2- kWa. Omnion inverter.
The figure further shows that amay/system performance
was relatively stable over this test period.
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Figure 7. Normalized ac and dc power vs time

Figure 8 shows the performance of the positive and
negative monopoles of the system. The temperature
coefficient data are based on the performance of the two
monopoles of the system.
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Figure 8. Normalized dc power for both monopoies

Figure 9 shows normalized power versus back of module
temperature for the two monopoies. . Based on these data
a . preliminary temperature coefficient for Pnex was
calculated. The coefficient obtained was calculated to be -
0.11%/°C and -0.16 %/°C for the positive and negative
monopoles, respectively. The comesponding R? values for
these coefficients are 0.14 and 0.33. Even though the Pmax
temperature coefficient has a low R’ the trend appears
valid.
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Figure 10 shows the two monopoles dc power corrected for
temperature and normalized to 1000 W/m? versus time.
Note that the temperature coefficient used slightly reduces
the variation in Pmax due to temperature. Even though the
Pmax temperature coefficient has a low R? the trend
appears valid.
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Figure 10. Normalized and temperature-corrected
dc power for both sub-arrays
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Again a similar approach was taken to obtain the
temperature coefficients for Imex and Vmax. For Imax the
temperature coefficients were calculated to be 0.011%/°C
and -0.06%/°C for the positive and negative monopoles
respectively. For Vmax. the temperature coefficients were
calculated to be -0.1%/°C and -0.1%/°C for both the
positive and negative monopoles. A summary of the array
temperature coefficients is given in Table 1. The same
type of module was examined under a pulsed-simulator
indoors and was found to have a temperature coefficient
for Pmax of -0.36%/°C[1]. The difference in these resiits
show there are some artifacts when measuring CdTe
under different light sources. :

Table 1. Temperature Coefficients
Pos. Neg.
mono- | R? mono
pole -pole
-0.11 -0.16

Module | R?

-0.08
0.06
0.07

-0.24

-0.25

o data taken

0.21
0.05
0.28
0.94
0.72

0.14

0.01 0.0

-

-0.06

0.06 | -0.10

-0.10

CONCLUSIONS

Temperature coefficients for Pmax lsc, Imax Voc, @nd Vima for
CdTe at the module and amay level were calculated.
Opposite signs in Imax and Vimex with temperature resuits in a
weak. negative temperature dependence of -0.08%/°C for
the modules power. Table 1 summarizes these results.
The data were not corrected for spectrum. Therefore, these
preliminary temperature coefficients could change due to
spectral influences.

Temperature was shown to have little effect on Prnax lsc, and
Imax at both the module and array level. Temperature did
show a slight effect on voltage. Both module and
array/system performance were relatively stable over the
test period. One note is that because these modules were
made in early production runs, these coefficients may not
be applicable to SCl's current CdTe module technology.

The values for temperature coefficients for Pmax show good
correlation between the module and array data. Given the
low R? values obtained for the Pmax temperature coefficient,
these values should be examined more ciosely, but may be
considered to be marginally acceptable because their basic
trends appear valid.

The current coefficients for the module and array data are
extremely small. This shows that the current is not affected
very much by temperature.

The voltage coefficients for both the module and array are
slightly negative. Even though the coefficients for voitage

are negative, they are relatively small and this keeps the

power temperature coefficient small.

There are two facts about CdTe module and array
performance that show excellent promise for
commercialization. Our observations show that the Solar
Cells, Inc. CdTe modules have a very small temperature
coefficient as compared to crystalline silicon. The CdTe
modules aiso appear to be very stabie over the time period

tested. These facts show that CdTe module and array
output stays very constant over periods of time. This can
be very helpful when designing a system because the amay
output appears to be constant throughout the year.
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ABSTRACT

Although previous studies have measured and
calculated chromatic aberration losses and proposed
methods for reducing these by modifying the optics,
significant work remains to be done toward understanding
how to quantify the losses and how various parameters
affect this loss. This paper presents an analytical
definition and calculation method for chromatic aberration
losses. The effects of sheet resistance of the midiayers of
the cell, total irradiance, incident spectrum, cell width, and
diode quality factor are studied. A method for measuring
the midlayer resistance in finished cells is described.

INTRODUCTION

Although commercial concentrator systems based on
two-junction Gag 5IngsP/GaAs cells are not yet a reality,
several companies are interested in their development.
Both Applied Solar Energy Corporation (ASEC) and
Spectrolab have developed production capabilities of
these cells for space applications and could quickly
produce adequate supplies for concentrator systems. The
New Millennium space flight is planned to use a
photovoitaic system [1] based on GagglngsP/GaAs cells
made by ASEC and linear Fresnel lenses developed by
ENTECH [2]. The success of this system coukd lead to
widespread use of this concentrator technology in space.
‘For terrestrial applications the cells are still quite
expensive, implying the need for very high concentration
ratios (1000X). Companies such as Solar Research
Corporation {3], ENTECH, and EDTEK could incorporate
the two-junction cells into their concentrator systems.
Outdoor efficiencies of 27% have been measured 8l
However, two-junction, two-terminal devices present a
special problem in that they must be current-matched to
attain their best efficiencies. This implies that variations in
the spectrum caused by the focusing optics are a potential
problem. Development of concentrator systems using the
two-junction technology depends on an ability to mitigate
the chromatic aberration (CA) losses. Previously, we
showed [4] that the CA losses in the ENTECH terrestrial
system were significant, but could be controlled to 4% if
the alignment of the system was optimal. We suggested
that small amounts of CA could be controlied by lateral
current flow in the layers connecting the two junctions.
James proposed [5] that the CA losses could be minimized
by Fresnel elements that alternately focus red and blue

light or that use an optical secondary. Concentrator
systems based solely on reflective optics are immune to
CA losses. If any refractive element is used there will be
some small CA loss that should be quantified and
controlied. The purpose of this paper is to provide tools
and a working knowledge of how to quantify the losses
both analytically during the design phase and
experimentally.  Although the calculations are 1-
dimensional, simulating a linear focusing element, the
methods and conclusions should help to understand CA
losses in point-focus systems as well.

CALCULATION METHODS

Accurate calculation of the CA loss must include the
effects of various cell parameters. Fig. 1 shows a
schematic of the diodes and resistors in the simplest
situation, assuming a linear concentrating element. This
simple model can be solved for each tandem cell voitage
by adjusting the voltage at point 1. Starting with an
estimate of the voltage at point 1, currents T1 and B1 are
caiculated and their difference defines both the current
and the voltage drop for R1. Working across the network,
the solution is obtained when the adjusted voltage at point
1 results in equal currents through T20 and B20.

1+ TT2 -
Point 1
R2 R19
B1 B2 B20

Fig. 1. Schematic indicating network of top- and bottom-
cell diodes and connecting resistors. The resistors
represent the combined sheet resistances of the bottom-
cell emitter, the tunnel junction, and the top-cell base and
are referred to in the text as the midlayer resistances or
simply as sheet resistance.

Difficulties arise with this calculation in two cases:
First, for tandem-cell voltages causing one or both celis to
go strongly into forward bias, the voltage at point 1 must
be adjusted to a very high precision, sometimes a higher
precision than double-precision data storage allows. In
the present study, for high sheet resistances, this problem
sometimes prevented convergence at the maximum power
point. Convergence is much easier in reverse bias, since
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relatively large changes in voitage may cause only small
changes in current. The second limitation of this method
of calculation occurs when the complexity of the network is
increased, i.e., when a 2-dimensional network is used. In
either case an alternative calculation method involves
adjusting lateral currents. This approach is much more
challenging since the number of variabies to be adjusted is
greatly increased and the step sizes needed to adjust
each current element may differ and vary exponentiaily as
the tandem -V curve is scanned.

Using the solution of the circuit shown in Fig. 1 for
enough voltages to define the maximum power point, we
propose to define the CA loss as the difference in the
maximum power output from a network with all of the
lateral resistances set to zero compared with the
maximum power from the network of interest. It is also
possible to define the loss relative to uniform flux profiles
with the same average irradiance, but then losses
associated with the non-uniform flux profile will also be
iumped into the CA loss. A more complicated definition
could be used that has the average shape of the top- and
bottom-cell flux profiles, but gives equal currents to both
the top and bottom celis at all locations. We choose to
use the zero resistance definition both because it is
convenient and because it is the one method that
quantifies the CA loss and no other loss factors. This
definition is very precise and convenient when calculating
CA losses, but is impractical for experimental
measurements. Direct measurement of the CA loss by
itself is very difficult. Experimental measurement methods
are discussed below.

The lateral resistances represent the combined sheet
resistances of the bottom-cell emitter, the tunne! junction
layers, and the top-cell base. For GalnP/GaAs cells the
combined sheet resistance is usually in the range 50 -
1000 C/sq. Lower values should be achievable. The
shapes of the bottom- and top-cell |-V curves were
calculated assuming one-sun J g values of 15 mA/em?2 and
Ve values of 0.95 and 1.35 V for the bottom and top cells,
respectively. These values are suitable for GainP/GaAs
tandem cells. Similar results may be obtained for other
materials systems, but the losses are expected to be lower
for lower-band-gap materials because these have higher
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Fig. 2. Cosine-shaped fiux profiles for irradiance relevant
to top and bottom cells. The parameters Average, Delta,
and Mismatch were varied for the calculations.

dark currents (lower fill factors). For the same reason, the
diode quality factor has a significant effect on the CA loss.
Unless otherwise noted, its value was set to unity. The
sffects of shunt and series resistances are discussed
briefly.

We previously [4] defined the CA loss as the
difference between the powers expected for a device
connected in a 2-terminal configuration compared with the
4-terminal configuration. In practice, this definition will
also incorporate losses from not only CA current
mismatch, but also any current mismatch that exists on
average. Thus, if a cell has been optimized for operation
under the AM1.5 direct spectrum and the test spectrum
deviates from this standard spectrum, the cell will become
current mismatched even under uniform irradiance,
causing a difference between the 2- and . 4-terminal
powers.. Thus, it is convenient to quantify the CA loss by
comparison with the zero sheet resistance case, as
described above.

CALCULATED RESULTS

As shown in Fig. 2, flux profiles for the 20 diodes were
defined by

Flux = Average + Mismatch/2 + Deita cos[2n(x-1)/19],
where x is the diode number (location) and values for
Average, Delta, and Mismatch are in units of suns and are
shown schematically in Fig. 2.

The shape of the I-V curve was found to depend on
the midlayer's sheet resistance as shown in Fig. 3. The
voltage at the maximum power point first decreased since
small CA losses result in |-V curves similar to what is
expected for any small series resistance loss. For higher
sheet resistances, the CA loss increases and the shape of
the |-V curve shows an apparent shunt (see Fig. 3),
causing the maximum power point to move to greater
voltages. This dramatic change is caused when the
subcell with the (locally) larger photocurrent is forced
locally into forward bias. Bringing the tandem cell into
reverse bias far enough will eventually move the forward-
biased regions closer to their maximum power points,
allowing for greater current collection.

For curves similar to those shown in Fig. 3, the power
loss was calculated and is plotted in Fig. 4 along with data
for other average irradiance values. Delta was aiways
chosen to be 20% of average for this set of curves. In
general, under close examination, a slow increase in
power loss is observed for small sheet resistances. This is
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Fig. 3. Change in |-V curve shape as a function of sheet
resistance, R, .in units of Q/sq for Average = 20 suns,
Delta = 8 suns, Mismatch = 0 suns, and Cell width = 1 cm.
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Values for other parameters were Delta = 20% of Average,
Mismatch = 0, and Cell width = 1 cm.
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Fig..5. Effect of size of CA on the power loss. Average =
20 suns, Mismatch = 0 suns, and Cell width = 1 cm.

the region for which the I-V curve shows an apparent small
series resistance loss and a decreased voitage at the
maximum power point. As local regions begin to be driven
into forward bias the ioss increases more steeply,
eventually leveling off toward the maximum loss, about
half of Delta in this case. In general, the maximum loss is
obtained for infinite sheet resistance and can be estimated
by adding the lower of the top- and bottom-cell currents for
the 20 diodes and comparing this with the sum of all of the
bottom-cell currents (or with the sum of all of the top-cell
currents if that number is lower). This simple method of
estimating the maximum loss from the current loss will
overestimate the loss since the voltage at the maximum
power point will increase slightly. The midlayer
conductance needed to mitigate the power loss strongly
depends on the size of the CA (see Figs. 4 and 5).

Using a mismatched spectrum, i.e., one that produces
different photocurrents in the top and bottom cells on
average, reduces the CA power loss, as shown in Fig. 6.
Whether extra light was generated in the top or bottom cell
created negligible difference when the two cells had the
- same diode quality factor. The smaller CA loss is a direct
result of the mismatch loss, as shown in Fig. 7. The
highest mismatch case has the lowest power even though
it shows the smallest CA loss. When a system is limited
by top-cell current everywhers, the extra bottom-csll flux
distribution is unimportant.

The cell width has a large effect on the sheet
resistance needed to mitigate iosses (see Fig. 8). The
farther the current needs to travel, the lower the sheet
resistance needed to avoid significant voltage variations
and forward biasing. ‘
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Fig. 6. Effect of current mismatch on the CA power loss;
Average = 20 suns, Delta = 4 suns, and Cell width = 1 cm.
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Fig. 7. Power output for mismatch values between 0 and
8 suns. Data are the same as plotted in Fig. 6.
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Fig. 8. Effect of cell width: Average = 20 suns, Delta = 4
suns, and Mismatch = 0. The curve labeled 1 cm with n=2
used a diode quality factor of 2.

The shape of the top- and bottom-cel! -V curves can
affect the CA losses. The most important parameter is the
diode quality factor. Also shown in Fig. 8 is a curve
showing that the power loss is less when the diode quality
factor is 2 rather than 1. This is because current changes
less with voltage drops when the dark current is less steep
(n=2 is less steep than n=1). Similarly, changes in
temperature will affect the slope of the dark current,
although less than the diode quality factor. Shunt and
series resistances were included in the calculation for
completeness (these are not shown in Fig. 1). However,
resistors introducing power losses on the order of 1%
typically changed the CA losses by 0.1% orless. Thus, it
was practical to omit them in the rest of the calculations.
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EXPERIMENTAL DETAILS

Measurement of the midlayer sheet resistance is
demonstrated for a 1-cm-wide tandem cell. Two filters
were used, one passing primarily top-cell light while the
other passed primarily bottom-cell light. The fill factor and
Jgc of the cell were measured as the filters were moved
from one side to the other. Fig. 9 shows how the cell Jg,
went through a maximum when the filter location was such
that the photocurrents from the top and bottom junctions
were equal. At this point, the photocurrent flowed laterally
across the cell, causing the fill factor to drop by 20%. Fig.
10 shows -V curves measured for three filter positions,
including placement of only one filter over the entire cell.
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Fig. 9. Short-circuit current and fill factor as a function of
the position of two filters (a long-wave pass, LWP, and a
short-wave pass, SWP).

The first step in fitting the data in Fig. 10, was to
determine the tandem-cell |-V curve parameters (diode
quality factor, shunt resistances, etc.) by fitting dark I-V
and uniform-light I1-V measurements. The second step
was to obtain the illumination levels of both the top and
bottom cells for each of the filters. The measured Jg
reflects the smaller of the two photocurrents. The larger
of the two currents can be obtained graphically from Fig. 9
by using the linear fits for the top- and bottom-cell Jg.
values. The top-cell current generated under the short-
wave pass filter is about 17 mA, since the 0 location
corresponds to placement of the short-wave pass filter
across the entire cell. In practice, the squareness of the
edges of the filters (and whether the dielectric coating
reaches the edge of the filter) limits the accuracy with
which the currents can be measured. The parallel sheet
-resistance of the bottom-ceil emitter and tunnel junction
was measured to be 235 - 260 Q/sq using a transmission
line plated on a sister sample from which the top cell had
been removed. This measurement did not include any
contribution from the base of the top cell, but this
contribution is believed to be fairly small for this n-on-p
device. Fitting the dashed |-V curve (the curve with the
lowest fill factor) and selecting the value of midlayer
resistance which best fit the measured fill factor, the two-
filter method gives a midlayer sheet resistance of 260
Q/sq. This is consistent with the measured values,
demonstrating the validity of the model.
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Fig. 10. |-V curves measured and calculated for the x=0,
3.5, and 9.5 data of Fig. 9. The thick lines were calculated
and the thinner lines were measured. The fit for the
dashed curve gives better prediction of fill factor than of .
current.

SUMMARY

Careful design of the focusing optics is essential to
keep the size of the CA small. However, residual power
loss from CA can be mitigated by lateral conduction when
the sheet resistance of the midlayers is low, the size of the
cell is small, and the amount of current that needs to be
moved because of the aberration is small. The midlayer
sheet resistance can be measured on a finished cell by
shining top-cell light on one half and bottom-cell light on
the other half, then modeling the resutting I-V data.
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HIDDEN BUT IMPORTANT PARAMETERS IN GagslinosP CELL GROWTH

Sarah R. Kurtz, J. M. Olson,
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ABSTRACT

Despite their best intentions, authors often omit from
publications many important technical details. These
omissions can lead to contradictions in the literature and
inhibit researchers’ abilities to duplicate published results.
Here, we explore “hidden” parameters that are usually not
reported, either because they are unknown (e.g., impurity
levels) or because they are considered to be of little
importance. Specifically we focus on the effects — and
how to reduce the effects — of growth parameters in
nearpby layers (diffusion), impurities (oxygen), and the cool-
down atmosphere (hydrogen passivation).

INTRODUCTION

Gag sing sP/GaAs two-terminal, two-junction solar
cells have achieved world-record efficiencies and have
been put into production at both Tecstar (Applied Solar
Energy Corporation) and Spectrolab. The immediate
market for these devices is in space, but terrestrial
concentrator companies also have intorest. Although
these devices have achieved near-theoretical efficiencies,
_ and have been studied by a significant number of groups
[1-7] much remains to be understcod about the
Gag sing 5P top cell. in general, uniform results have
been obtained, but some reports are contradictory. For
example, growth of p-on-n cells with Algsing sP windows
has yielded a range of results. Wojtczuk et al. [7] reported
that the Algsing sP caused a poor contact, resulting in a

Table 1. Growth steps used for n-on-p cells. The first 4 steps simulate steps used i
the requested growth temperature; the time to equilibrate within a couple of degrees of a new temperature is < 1 min.
Growth

K. A. Bertness, K. Sinha, B. McMahon, and S. Asher

Golden, CO 80401

low (34%} fill factor for the device, whereas Sharps et al.

[2] and van
and 85%, respectively.
Alg sing sP windows were necessary
but most groups [2, 7]

Goelen et al. [6] reported fill factors of 87%
van Geelen found that thick
[6] for passivation,
report successfully using very thin

(30-nm) layers. Careful reading of these studies fails to

clarity why sometimes the problem

is with fil factor and

sometimes with blue response (poor passivation of the

front surface.) Our early studies of

Al-containing back-

surface-fields in n-on-p cells were unsuccessful, but later

studies [4] showed that Al-containing

back-surface fields

can improve the cell. This study attempts to explain some
of these contradictions and gives examples of how device
results depend on factors that are unknown, uncontrolied,

or unreported. Specifically, we focus

on effects related to

diffusion, oxygen contamination, and hydrogen

passivation.

EXPERIMENTAL METHOD

The samples were grown by atmospheric-pressure
(620-torr) organometallic chemical vapor deposition in a
vertical-flow, quartz reactor using trimethylgallium,
trimethylindium, trimethylaluminum, arsine, and phosphine

in 6 sim palladium-purified hydrogen

carrier gas. In-line

arsine and phosphine purifiers were used. Diethylzincin a
bubbler at -33°C, 700 ppm hydrogen selenide in Hp, 100

ppm disilane in N,
used as dopants.

and carbon tetrachloride at -13°C were
The cell growth conditions are

described in Tables 1 and 2. We used GaAs substrates

n the tandem cell. The Set Temp. is

Layer Description Thickness( | Growth Rate Group V Flow Doping Set Temp.
pm) (wmvh) {sccm) (sccm) (°C)
set-up GaAs 02 2.3 22 As 20 Zn 700
set-up As 0.5 min 22 As 10 Zn 620
set-up GaAs 0.011 23 0.6 As 10Zn 620
set-up As 0.25 min 4.4 As 600
tunnel junction GaAs 0.011 2.3 4.4 As 20C 600
back-surtace field Gag sing sP 0.05 44 15 P 20 Zn 600
base Gag sing.sP 0.84 44 44 P 6Zn 700
i-layer GagsingsP 0.007 4.4 44 P 700
emitter GagsinosP 0.1 44 9P 0.8 Se 700
window Alp sing sP 0.025 44 90 P 35e 700
cap GaAs 0.48 6.3 4.5 As 60Se | 700
cap GaAs 0.016 6.3 4.5 As 60 Se + 10 Si 700
delta-doped layer As 0.5 min. 4.5 As 10 Si 700
cap GaAs 0.01 6.3 4.5 As 60 Se + 10 Si 700

cool down As 4.5 As to 450
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Tabie 2. Growth steps used for p-on-n cells. The first steps provide a way to make a back contact and were used only for
samples shown in the cool-down experiment. The dopant is tumned off during growth of the base because the Se flow
could not be controlled in the desired range, resulting in base electron concentrations of 3-6 X 105 em 3,

Layer Description Growth Thickness | Growth Rate | Group V Flow Doping Set Temp.
(um) {(umh) (scem) {sccm) (°C)
back contact GaAs 0.15 1.1 3 As 8Se 700
back contact GaAs 0.017 6.6 4.5 As 60 Se __700
delta-doped iayer As 0.5 min. 4.5 As 10 Si 700
back contact GaAs 0.01 6.6 4.5 As 60 Se + 10 Si 650
set-up As 0.5 min. . 45As 0.8 Se 650
back-surface field | Alg.osGag 2singsP 0.044 44 91 P 0.8 Se 650
set-up P___ 0.1 min. 4P 650
base GagsingsP 0.85 44 4P . 650
emitter Gagsing 5P 0.17,0.1° 44 91P 807,40 Zn 650
window Ao 5ino.5P 0.025 4.4 91 P 220*,55,0 Zn 650
cap GaAs 0.5 6.6 9 As 220*,80™ Zn 650

cool down 0,100 As

TThickness for high-Zn data; = Flow for low- and no-Zn data; * Flow for high-Zn and cool-down data.

misoriented by 2° to the (110) from (100), doped with Si or
Zn, and prepared by etching in 2:1:10 aqueous ammonia:
hydrogen peroxide: water. The contact resistances
through the Alg sing sP window and the emitter sheet
resistances were measured using a transmission line and
a current-crowding model. The quantum-efficiency (QE)
curves were measured at 0 V bias using a
monochromator-based system. The samples had no anti-
reflection coatings. The grids and back contacts were
electroplated gold.

EFFECTS OF NEARBY LAYERS ( DIFFUSION)

Diffusion during growth and cool down can have
significant effects on a device. Here, we show (see Table
3) how the emitter sheet resistance (and, sometimes, the
blue response) may depend on the doping or group V
fiows used for the window and cap layers for Gag s5ingsP
cells. If no diffusion occurs, the emitter sheet resistance
should be independent of the window and cap growth; but
Table 3 shows that the emitter sheet resistance does vary.
When Si doping or no doping was used in the window, the
emitter sheet resistance was 230-270 Q/sq. However,
when the window was doped with Se, the emitter sheet
resistance was reduced. It is unclear from the data
presented here why the emiiter sheet resistance first

Table 3. Emitter sheet resistance measured for a 0.1-pm
thick Gag 5inp 5P emitter doped using 0.8 sccm 700 ppm
hydrogen selenide and 1.5% phosphine at 700°C. The
last line gives the electron con. for a thick calibration layer.

Window/Cap | Cap Arsine | Electron | Emitter Sheet
Doping Flow Flow oconcen. Resistance
{sccm) (sccm) em3) (Ssq)

10 Si/60 Se 45 271
0.5 Si/60 Se 4.5 264
none/60 Se 4.5 1.7¢18 260
0.5 Se/60 Se 4.5 146
3 Se/60 Se 4.5 206
3 Se/20 Se 1.3 3.5e18 122
3 Se/6 Se 4.7 1.8e18 231
calibration layer 1.75018

decreased, then increased as the window doping (Se flow)
was increased. Reduced arsine flow during cap growth
reduced the emitter sheet resistance even more, implying
increased diffusion, consistent with secondary-ion mass
spectrometry (SIMS) data for other samples indicating that
the group V flow had a significant effect on diffusion. The
SIMS data have shown that the Se diffuses from the cap
down into the emitter and base of the cell, piling up in the
same region as zinc that diffuses in from the back [8]. Fig.
1 shows a case where the Zn and Se diffusion is obvious
even though the pile-up is not seen.

Dopant diffusion in GaAs and InP is enhanced by the
presence of point-defects [9-13]. (We assume that
Gag 5ing 5P and Alg 5ing 5P behave similarly.) The most
mobile of the point defects are group il and group V
interstitials and vacancies. The equifibrium concentrations
[14] of point defects depend on the charge states of the
point defects and increase with the local dopant
concentration or Fermi level. Diffusion of a single carrier
type in a semi-infinite material, e.g. Zn in InP, is
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Fig. 1. SIMS scans of Zn (dashed line) and Se (solid line)
for atop cell. The relative conconcentrations of Zn and Se
cannot be deduced from this graph.




reasonably well understood [9,11]. Positively charged
point defects like Ga interstitials form more readily in p-
type material, and negatively charged group Ili vacancies
dominate in n-type material. Diffusion of Ga interstitials
causes movement -of Zn atoms by the kick-out
mechanism: a Ga interstitial near a Zn atom moves onto
the group il iattice site, “kicking out” the Zn into an
interstitial position. The Zn can then move quickly through
the lattice.

In contrast, our understanding of the diffusion of
muitiple dopant types and point defects in multi-layered
heterostructures is not complete. Several recent studies
[12,13] shed some light on the problem, but do not
necessarily explain all of the diffusion anomalies that we
and others have observed. In general, studies of diffusion
in complex systems strongly suggest that intemal electric
fields have a significant effect on the rate and direction of
dopant diffusion. There is growing evidence that Fermi-
level pinning during growth causes non-equilibrium point
defect concentrations [10,12,13]} when subsequent growth
covers the surface layer. Specifically, during growth of the
n-type cap, bulk data show that the dominate point defects
are Ga vacancies. ‘However, when the Fermi level is
pinned at the surface during growth, more Ga is
incorporated, giving the lower Ga vacancy concentration
appropriate for the pinned Fermi level. When this surface
layer is covered, the Fermi level relaxes back to its n-type
position, causing a deficiency of Ga vacancies and excess
of Ga interstitials. The excess interstitials move out of the
n-type region and are trapped in near-by p-type regions
where they are stable in their positively charged state.
The excess interstitials in the p-type layer cause Zn
diffusion. The Se diffusion is more directly related to
group V point defect movement. Both of these are
dependent on group V overpressure and we observe that
increasing the group V flow in the n-type layers reduces
the diffusion of both Zn and Se.

Thus, dopant diffusion can be reduced by increasing
the group V flows during the cap growth or by reducing the
doping levels. Other more obvious ways to reduce dopant

diffusion include shorter growth times (faster growth rates), °

lower growth temperature, replacing group Il (Zn) and Vi
(Se) dopants with slower-moving group IV (C or Si)
dopants, and using diffusion barriers.

EFFECTS OF IMPURITIES

Oxygen-containing impurities degrade any Al-
containing layers. The structures studied here contained
an Alg 5ing5P window, causing the blue response and
contact resistance through the Alg sing.5P window to be
sensitive to oxygen contamination. We have observed
that the purity of the trimethylindium is most likely to be
problematic, but that oxygen can come from anywhere.
We recently found a phosphine cylinder that was so dirty it
saturated the phosphine purifier. Fig. 2 shows how the
unpurified, dirty phosphine (#1) cylinder degraded the blue
response of a Gag s5ingsP cell with a Si-doped
Alp 5ing 5P window. An unpurified, “clean” {<0.5 ppm
H,O) cylinder of phosphine (#2) caused no or very little
degradation. We believe that phosphine #1 was
contaminated with water. High-purity phosphine usually
contains about 100X more water than Op. To check the
effect of water directly, a bubbler containing water was
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Fig. 2. QE of GagslingsP cells with and without a
phosphine purifier for two different phosphine sources and
when water was added (two different runs) intentionally by
passing 0.1 sccm of hydrogen through a bubbler
containing water at 3°C. The with-purifier performances
differ for the two phosphine sources because the device
structures were different. The top four curves were
measured on two-junction (Gag sing 5P/GaAs) devices.

added to the system and maintained at 3°C. A flow of 0.1
sccm through this bubbler would be expected to add the
same amount of water as 10 ppm water in the phosphine.
(Other experiments indicated that the transport of the
water was not well controlled, and the 10 ppm number is
approximate.) Fig. 2 shows the large degradation in biue
response, similar to, but greater than, what was observed
when the dirty phosphine was used.

If adequate Si or Se dopant was added to the window
and phosphine #2 was used, the purifier had negligible
effect; but if the doping was lowered, degradation was
observed (see Fig. 3). Samples grown with no dopant flow
for the window layer still have doped windows since the
dopant diffuses in from the cap, as shown above.
Previously, we had reported [8] that the biue response was
improved by the use of a purifier if Se doping was used,
but that a cell with a Si-doped window was unaffected by
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Fig. 3. QE of the Gag slng sP cells with and without the
purifier for Se-doped and undoped (two duplicate samples)
Alg sing sP windows, using phosphine #2.
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Fig. 4. QE of p-on-n GagslingsP cells with Zn-doped
windows using phosphine #2. The Zn flows used for the
window layers were varied by a factor of 4 for the high-
and low-doping conditions. The high-Zn samples had 0.1-

pm-thick emitters; the rest were 0.17 um thick.

use of the purifier. From Figs. 2 and 3, we see that the
identity of the dopant in the window is less important than
the net free-carrier concentration.

Figure 4 shows that the blue responses of p-on-n cells
with highly doped windows are also insensitive to use of
the purifier. However, when the doping was reduced,
some degradation was observed. When no dopant flow
was used, the blue response was seriously degraded
(more so than for the n-on-p case), even when high-purity
phosphine was used. The blue response of p-on-n
devices with undoped windows is clearly the most
sensitive to oxygen, reducing the QE even near the band
edge. Thus, aithough the blue responses of the p-on-n
and n-on-p cells are affected in qualitatively similar ways
by impurities, the effect of the window doping is stronger

for the p-on-n case. The sensitivity of the p-on-n blue
response is further complicated by the difficuity of

btaining high hole concentrations in Zn-doped
Gag sing sP and Alg sing sP.

Impurities also degrade the contact resistance
through the Algsing sP window, as summarized in Table
4. The resistances for the p-on-n structures are about
1000 times greater than those for the n-on-p structures.
The effect of the impurities on the contact resistance is
comparable to the reproducibility of measurement for the
n-on-p cells, whereas for p-on-n cells, the increase is large
and potentially problematic, especially for concentrator
celis. The high contact resistance is more likely to reduce
the efficiency of a device than the reduced blue response,
consistent with the results of Wojtczuk et al. [7].

Al-containing back-surface fields (BSFs) in n-on-p
devices are also especially susceptible to oxygen. Our
earlier report that AlGainP was not a good BSF [15]
became suspect when we discovered that the phosphine
purifier on that system had contaminated the phosphine
line, causing degradation of the blue response, and
apparently the back passivation as well.

We find that a Zn-doped Alg 5lng sP benchmark is the
best way to monitor the oxygen level. The comparable n-
type benchmark is not sensitive enough. The Zn-doping is
chosen to be somewhat less than what is used in the
device, and the material is checked with an aqueous-
semiconductor junction. Samples with semiconductor-like
behavior (diode-like, light current-voltage (I-V) curves) are
considered good, whereas samples that appear resistive
in the light are bad (see Fig. 5).

EFFECTS OF COOL-DOWN ATMOSPHERE

We observed that p-on-n Gag slng_sP cells exhibited
lower emitter doping than we would have predicted from
calibration runs. The literature contains numerous reports
[16-20] of hydrogen passivation of zinc-doped ili-V
materials. Hydrogen can be incorporated either during

Table 4. Contact resistances and emitter sheet resistances measured for the samples described in Figs. 2-6.

Description ' Purifier Contact Resistance | Emitter Sheet Resistance Figure
_ (mQem?) (Ysq)
n-on-p; phosphine #1; Si-doped window ON 0.02 240 2
n-on-p; phosphine #1; Si-doped window OFF 0.158 253 2
n-on-p; phosphine #2; Si-doped window ON_ 0.04 262 2
n-on-p; phosphine #2; Si-doped window OFF 0.04 214 2
n-on-p; Se-doped window water added >100,000 - ? 2
n-on-p: Si-doped window water added 27 337 2
n-on-p;ée—doped window ON 0.01 206 3
n-on-p; Se-doped window OFF 0.03 243 3
n-on-p; undoped window ON_ 0.11 257 3
n-on-p; undoped window OFF 0.05, 0.12 305,288 3
p-on-n; high zinc-doped (220 sccm) window ON. 20 2380 4
p-on-n; high zinc-doped (220 sccm) window OFF 43 2820 4
p-on-n; jow zinc-doped (55 sccm) window ON 76 2850 4
p-on-n; low zinc-doped (55 sccm) window OFF 230 2960 4
p-on-n; undoped (0 sccm) window ON 14,000 ? 4
p-on-n; undoped (0 sccm) window OFF >1,000,000 ? 4
p-on-n; hydrogen cool down (220 sccm wind. ) ON 160 1750 6,7
p-on-n: arsine cool down (220 sccm window) ON 1400 8350 8,7
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Fig. 5. Light |-V curve for a Zn-doped Alg s5lng sP-aqueous
junction. The layers were grown using 80 scem Zn, 23
sccm of phosphine #2, and a growth rate of 4 pmshr at
650°C.

growth or during the cool down. During cool down, arsine
decomposes, providing an atomic hydrogen source.
Phosphine also releases some hydrogen, but a much
smaller amount. The hydrogen diffuses rapidly through a
p-type GaAs cap, but is blocked by n-type GaAs. The
hydrogen attaches by breaking the Zn-P bond, passivating
the zinc, and reducing the hole concentration. ,
To test the sensitivity of the p-n Gagsin 0.5P cell to the
cool-down atmosphere, we compared two devices grown
and processed identically, except that one was cooled in
hydrogen and the other was cooled in 0.9 torr of arsine in
hydrogen. The arsine was switched off at 170°C for the
second sample, whereas the first had no group V
overpressure from the time the growth was terminated and
the heat was switched off at 650°C. The cool-down
atmosphere had a dramatic effect on the contact
resistance through the Alp sing 5P window. Fig. 6 shows
the I-V curves for the two devices. The conditions for the
arsine cool down were taken from a private
communication with Wojtczuk, describing the arsine flow
and switch-off temperature used in their report of non-
ohmic conduction through the Alg sin 05P [7]. They used a
growth temperature of 725°C, 75° higher than used here.
The fill factor they observed was 34%, lower than the 70%
reported here. Wojtczuk et al. did not vary the cooi-down
atmosphere, so we cannot determine whether hydrogen
passivation was the sole cause or only a part of their low
fill factor. Their Algsing 5P was nominally doped to
1017 /em®. The Alg slno.sP used in Fig. 6, but grown as a
1-pm-thick layer, had a hole concentration of 5 X

10"8/emS. The cool down for the 1-um-thick layer is much
less important because of the larger volume of the layer
and because the calibration layer was grown on a p-type
substrate that allows the hydrogen to move on into the
substrate rather than being trapped in the emitter by the n-
type base. The loss in fill factor is primarily a result of the
increased contact resistance through the AlgslingsP
window; but the emitter sheet resistance was also
increased by a factor of 3 for the sample cooled in arsine,
contributing to the decrease in fill factor. The contact

resistance measured with the transmission line
overestimates the fill-factor reduction, because the
transmission line measures the average resistance for
forward and reverse conduction (which, in this case, is
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Fig. 6. IV curves showing nonohmic behavior for the
contact through the Algsing sP for p-on-n Gag 5ingsP
cells cooled in different atmospheres. The grid coverage
was 2%. The arsine cool down was designed after that
used by Wojtczuk et al. [7].

larger than the resistance observed in Fig. 8.)

The QEs of the devices described in Fig. 6 are shown
in Fig. 7. Although the short-circuit currents for these
devices were identical, the QE curves show that the
sample cooled in hydrogen has a better blue response
(consistent with the doping dependence of the blue
response shown in Fig. 4), but a lower red response. This
resuit was reproduced on another similar set of samples.
We do not have enough data to explain the change in red
response.
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Fig. 7. QEs of devices from Fig. 6. The short-circuit
currents are identical, but the loss in blue response and
gain in red response for the sample cooled in arsine is
reproducible,

GENERAL DISCUSSION

In addition to the three hidden parameters explored
here, there are a large number of other subtle effects that
are often unknown or unreported. Examples of these
include the geometry of the reactor, memory effects,
growth interrupts or lack of growth interrupts, and
substrate/susceptor preparation. We once found that
water cooling of the reactor walls increased the dopant
memory effects to the point where we couldn't grow a
tunnel junction. Growth interrupts have the potential for
changing the surface depending on the gases flowing and
the material exposed; yet omission of growth interrupts
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can cause even worse effects if flows for the layer have
not yet stabilized, causing growth of a mismatched or
inappropriately doped layer. Cleaning or lack of cleaning
of the susceptor can cause contamination from the
cleaning solutions or from particulate generated by a used
susceptor. Particulate from anywhere in the system tends
to cause problems with Gagsing sP growth, frequently
causing shorted devices.

CONCLUSIONS

We have shown that dopant diffusion, oxygen
incorporation, and hydrogen passivation can all affect
Gag sing sP devices. Dopant diffusion can be reduced by
lowering the doping levels, increasing the group V flows in
the n-type layers, using group 1V dopants, decreasing the
growth time or temperature, and using diffusion barriers.
The sensitivity of Alg sing sP windows to oxygen can be
reduced by increasing the doping level of the Algsing sP
window. P-type AlgslingsP is especially sensitive to
oxygen, implying that it is the best benchmark and that the
p-on-n cell is more sensitive to oxygen than the n-on-p
cell. The failure of a p-on-n cell with oxygen contamination
may be as much or more from an increased resistance
through the window as fromr a poor blue response.
Hydrogen passivation during cool down under arsine can
cause similar problems even when oxygen levels are very
low, but can be avoided by cooling in hydrogen. Because
of all of the changes that can occur during device growth
and cool down, we conclude that it is useful to
characterize the layers grown in the device rather than or
in addition to using separate calibration runs. Furthermore,
efforts should be made to report more details of the device
growth and processing.
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ABSTRACT

Efficiency-limiting defects in photovoltaic devices are readily
probed by time-resolved spectroscopy. This paper presents
the first direct optical measurements of the relaxation and
recombination pathways of photoexcited carriers in the cds
window layer of CdTe/CdS polycrystalline thin fims.
Femtosecond time-resoived pump/probe measurements
indicate the possible existence of a two-phase CdS/CdSTe
layer, rather than a continuously graded alloy layer at the
CdTe/CdS interface. Complementary time-resolved
photoluminescence (PL) measurements show that the
photoexcited carriers are rapidly captured by deep-level
defects. The temporal and density-dependent properties of
the photoluminescence prove that the large Stokes shift of
the PL reiative to the band edge is due to strong phonon
coupling to deep-leve! defects in CdS. We suggest that
modifications in the CdS processing may enhance carrier
collection efficiency in the blue spectral region.







ENHANCED PERFORMANCE OF CdS/CdTe THIN-FILM DEVICES THROUGH
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ABSTRACT

We describe a methodology developed and
applied to the close-spaced sublimation technique for thin-
film CdTe deposition. The developed temperature profiles
consisted of three discrete temperature segments, which
we called the nucleation, plugging, and annealing
temperatures. We have demonstrated that these
temperature profiles can be used to grow large-grain
material, plug pinholes, and improve CdS/CdTe
photovoltaic device performance by about 15%. The
improved material and device properties have been
obtained while maintaining deposition temperatures
compatible with commercially available substrates. This
temperature profiling technique can be easily applied to a
manufacturing environment by adjusting the temperature
as a function of substrate position instead of time.

INTRODUCTION

Thin-film CdS/CdTe solar cells are strong
contenders for large-scale terrestrial photovoltaics, with
devices and modules realizing improved efficiencies
during recent years. One of the most promising
techniques used to deposit thin-film CdTe is close-spaced
sublimation (CSS). The CSS technique has demonstrated
success in both the laboratory and manufacturing
environments {1,2].

In this study, we describe a methodology that we
have developed and applied to the CSS technique for thin-
film CdTe deposition. By modifying and optimizing the
source and substrate temperature profiles during
deposition, we have significantly improved both the
material properties of CdTe thin films and the performance
of CdS/CdTe photovoltaic devices fabricated from these
films. The influences of deposition temperature profiles on
grain growth, film quality, and device performance are
assessed using scanning electron microscopy (SEM),
atomic force microscopy (AFM), current-voltage (I-V)
measurements, and spectral response (QE) analysis.

EXPERIMENTAL

The CSS technique has been used by many
groups to grow single-crystal materials as well as
polycrystalline thin films [3-6]. In our CSS apparatus, the
source and substrate susceptors were independently
heated by quartz lamps whose output was controlled by
programmable temperature controllers. The space
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between the source and substrate susceptors was 2 mm
and was maintained using quartz spacers. The entire
assembly was enclosed in a quartz tube with gas iniet and
exhaust.

Temperature profiles are defined by separately
controlling the source and substrate temperatures as a
function of deposition time. This process can be
translated to a manufacturing environment by adjusting
the temperature as a function of substrate position. In
this study, the source and substrate temperatures were
controlled within the range of 650°-680°C and 500°-645°C,
respectively. Total system pressure ranged from 10-30
Torr and was measured with a capacitance manometer
pressure transducer.

The CdS/CdTe photovoltaic device configuration
used in this research work consisted of
Glass/SnO2/CdS/CdTe/HgTe:Graphite and silver paste

structure [7]. About 4 to 6-um-thick CdTe films were
deposited onto the Glass/SnO2/CdS substrates by the

CSS technique with a deposition rate of about 1 pnvmin.
RESULTS AND DISCUSSION

Earlier work indicated that the substrate
temperature (Tgyh) during CSS deposition played an
important role in determining the properties of CdTe films
and devices [7]. We have observed that both the grain
size and the inner grain quality are strongly enhanced by
increasing Tsub- In addition, higher substrate
temperatures led to improved device performance with
increased open-circuit voltages (Voc). However, we found
that as Tgyp increased to temperatures above 610°C,
material properties continued to improve, but the device
Voc decreased sharply. Similarly, the device QE
improved as Tgyp increased up to 620°C, beyond which
degradation was evident. Using a constant substrate
temperature throughout the deposition (referred to as the
“conventional" profile), the highest efficiency achieved for
this sample set was 10.4 % [7].

Although "conventional" profiles have produced
efficient devices, several critical questions remain
unanswered: (i) Can improved material properties,
associated with the higher deposition temperatures, be
obtained without incuring the detrimental device
performance effects? and (i) Can these results be
achieved while maintaining processing temperatures
compatible with commercially available low-cost soda-lime




glass (where processing temperatures cannot exceed

600°C for extended periods of time). To meet these
criteria, we have developed a novel temperature profiling
technique that reduces the total time the substrate
remains at high processing temperatures, yet retains
many of the benefits associated with the higher
processing temperatures (including increased grain
growth and improved device performance).

“Conventional® CSS temperature profiles consist of
a constant source and substrate temperature throughout
the deposition. We find that by adjusting the temperature
during the initial stages of deposition, we can strongly
influence the film nucleation. Figure 1 shows a modified
temperature profile which uses a high-temperature
'nucleation” segment (Tp) in the initial stages of

deposition. Figure 2 is SEM micrographs of CdTe films
grown for about 1 minute and nucleated at temperatures of
T =620°C and T, = 645°C (Fig. 2a and 2b, respectively).
These micrographs clearly show that as the nucleation
temperature is increased from 620° to 645°C, the initial
grain size increases and the films become much more
faceted (indicating improved crystalline quality).
Untfortunately, commercial-grade glass substrates cannot
withstand these high processing temperatures for
extended periods of time. Therefore, the temperature
must be reduced shortly after the peak nucleating
temperature is obtained.
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Fig. 1. Modified temperature profile used for CdTe films

deposition. A high-temperature “nucleation”
segment is added to the conventional profile in
the initial stages of deposition.

To determine if the benefits of a high Tr, could be
realized if the bulk of the film is grown at a lower
conventional deposition temperature, films were deposited
using a variety of nucleating temperatures with profiles
similar to the one shown in Fig. 1. Figure 3 shows AFM
images of films deposited at a substrate temperature of
600°C, but nucleated at temperatures of T, = 625°C and Tn
= 645°C (Fig 3a and 3b, respectively). From these
micrographs it is clear that, although the bulk of the film
was grown at the same temperature, the Tp had a

significant effect on the final grain size. For about 6-um-
thick films nucleated at 625°C, the average grain size is

about 3 um in diameter. If the nucleating temperature is
increased to 645°C, the average grain size increases by a
factor of 2, to about 6 um in diameter.

(b) Tum —_—
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Fig.2. SEM micrographs of CdTe on Glass/Sn02/CdS
substrate nucleated at temperatures of (a) T =
620°C, and (b) Tp = 645°C.

Device V¢ values are also strongly affected by the
deposition temperature, as shown in Fig. 4. We find that
using “conventional' temperature profiles (see dashed line
in Fig. 4), the device Vgc increases steadily until a
substrate temperature of 610°C is obtained. At
temperatures in excess of 610°C, the device Voc
decreases rapidly. However, by using a modified
temperature profile, simifar to that shown in Fig. 1, we can
extend the range and increase the maximum Vge. This is
shown by the solid line in Fig. 4, where the x axis now
indicates the nucleating temperature Tp; the bulk of the

fim was deposited at Tgyp = 600°C. Nucleating

temperatures up to about 630°C can now be used before
the degradation in Vo is observed. From these results, it
is clear that although the duration of the nucleation
segment is short, it has a significant impact on device
performance.

On the other hand, we find that when the ratio of the
grain size to the film thickness is =1, pinholes are often
observed. The ratios greater than one are generally




realized at the higher nucleation temperatures for the film
thickness around 4 to 6 um. The increase in the pinhole or
"void" density is coupled with a decrease in the device’s
Voc, which substantially reduces device performance.
We believe that the voids are introducing shunt paths
between the back contact layer and the SnOo/CdS front
contact. This would explain the rapid degradation in Vg,
shown by the solid line in Fig. 4.

Fig. 3. AFM image of CdTe thin films deposited at a
substrate temperature of 600°C and nucleated at
temperatures of (a) T = 625°C, and (b} T =
645°C.

To overcome these shunting problems and maintain
the benefits associated with the higher nucleation
temperature, a low-temperature segment was incorporated
into the profile. This low- temperature segment, called the

"plugging” temperature (T, p) effectively increases the -

nucleation site density, forming a high density of small
grains. Fig. 5 shows a pair of SEM images taken from films
nucleated at 645°C and deposited at 600°C, both with and
without a 525°C plugging segment. The SEM images
reveal that by using a plugging temperature of 500°-550°C
immediately after the higher-temperature T, segment,
secondary nucleation sites form and the void density is
significantly reduced.
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temperature with the bulk of the film deposited at
Tsub = 600°C (solid line). Dashed line shows the

Voc’s as a function of constant substrate
temperature profile.

SEM plane views of CdTe films taken from
samples deposited with and without plugging
temperature. (a) CdTe film deposited with Tp =
645°C. (b) CdTe film deposited with T, = 645°C
and Tp = 525°C.




To maintain the bulk CdTe film quality after
depositing the low-temperature "plugging" segment, a third

segment was added to the profile. An “annealing”
segment (Tg) was introduced, resulting in the "two-wave"
temperature profile shown in Fig. 6. Using the "two-wave"
profile, we realized a significant improvement in device
performance as compared to devices produced using the
"conventional” constant temperature profile. Fig. 7 shows
I-V data from two devices: one where the CdTe layer was
deposited using a "conventional" temperature profile and
the other deposited using the "two-wave" temperature
profile. The Vgoc and device conversion efficiency
increased from 0.774 V and 10.4 % to 0.827 V and 12.0 %,
respectively.
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Fig. 6. The “two-wave” temperature profile used for CSS
deposition, where Ty, is nucleation temperature,
Tp is plugging temperature, and T, is annealing
temperature.
25
~NT 20
5
E 1 5 - Voc = 0774 V
- EFF =10.4%
;C'; 10 = ~
t 5 - Voc = 0827 V
o EFF = 12.0%
0 -
| T T ' |
0.0 0.4 0.8
Voltage (V)
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Fig. 7.

° - obtained by using the “two-wave” temperature
profile (solid line), compare with device
performance obtained by using the conventional
temperature profile (dashed line).

CONCLUSION

We have demonstrated that by modifying the
source and substrate temperature profiles used during
deposition, we can maintain the advantages associated
with higher substrate temperatures, without suffering the
detrimental effects on device performance. Our
temperature profiling techniques can be used to grow
jarge-grain material, plug pinholes, and improve device
Voc and efficiency. Improved material properties and

device performance have been obtained while maintaining
deposition temperatures compatible with commercially
available substrates.  Furthermore, the temperature
profiling technique can be easily applied to a
manufacturing environment in a technology that is nearing
commercialization. Finally, modified temperature profiles
have resulted in a 15% increase in device efficiency over
devices produced using more conventional temperature
profiles.
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ABSTRACT

This paper details the results of a study
in which low H content, high deposition rate hot
wire (HW) deposited amorphous silicon (a-Si:H)
has been incorporated into a substrate solar cell.
We find that the treatment of the top surface of
the HW i layer while it is being cooled from its
high deposition temperature is crucial to device
performance. We present data concerning these
surface treatments, and we correlate these
treatments with Schottky device performance.
We also present first generation HW n-i-p solar
cell efficiency data, where a glow discharge (GD)
uc-Si(p) layer was added to complete the partial
devices. No light trapping layer was used to
increase the device Jsc. Our preliminary
investigations have yielded efficiencies of up to
6.8% for a cell with a 4000 A thick HW i-layer,
which degrade less than 10% after a 900 hour
light soak. We suggest avenues for further
improvement of our devices.

INTRODUCTION

This paper describes recent device
results obtained using the hot wire (HW)
deposition technique. Using this technique we
previously found, by raising the substrate
temperature (Tg) to values higher than that used
to deposit GD a-Si:H films commonly used in
cells and modules, that device quality a-Si:H
could be deposited for the first time with bonded
H contents as little as 1 at. % [1,2]. We also
observed that the saturated defect densities of
these high Tg, low H content films, as measured
by the constant photocurrent (CPM) technique,
were significantly lower than has been previously
reported [3,4). These HW a-Si:H films were
deposited at deposition rates between 4-8A/sec.
Thus, we have undertaken to incorporate this HW
a-Si:H material into a solar cell. We originally
attempted to incorporate a HW i-layer into a
Superstrate p-i-n solar cell [5], but we were
unable to reach the high Tg needed to deposit the
low H content a-Si:H material which has exhibited
a reduced Staebler-Wronski effect. This paper
details preliminary results obtained using the
SS/n-i-p/ITO substrate cell approach. To explore
incorporation of a high Tg HW i-layer into a
substrate solar cell, we first examine the Schottky
barrier structure, because this structure must be
optimized in any case to optimize an n-i-p solar

cell [6]. Then, results on our first generation n-i-p
HW “hybrid" cells, deposited with HW n- and i-
layers and GD pc-Si(p) layers, will be described.
This “hybrid" device structure was chosen
because we have not yet optimized deposition of
a-Si(p) layers by the HW technique.

EXPERIMENTAL

The HW films were deposited in a non-
load-locked, single chamber apparatus using
deposition conditions described eisewhere
(1.2,7]. The polished SS substrates were
supplied to us by United Solar. No texturing
(light trapping) layers were used in this feasibility
study. The n-layers were either deposited by GD
or HW. In the former case, the GD n-layers were
cooled and then transferred at room temperature
in air to the HW chamber, where they were
heated to the Tg {360°-400°C) of the HW' i-layer.
Nominally, these GD n-layers sat at the elevated
temperatures for 1 h before the HW i-layer
deposition to insure substrate temperature
uniformity and adequate chamber outgassing.
When the n- and i-layers were deposited by HW
in the same chamber, a purging procedure was
used to .attempt to minimize dopant
contamination of the i-layer. After the HW i-layer
deposition, the partial device was cooled, and
was finished by either a Pd top contact, or in the
case of the completed devices, a pe-Si(p)/iTo
combination. In the latter case, the partial
devices were sent to United Solar for compietion.
All i-layer thicknesses were typically 4000-4500
A, with the deposition rates for all HW films ~ 8
Ass. Forthe completed devices, the light soaking
was done under 100 mW/cm2 ELH light at
~40°C, and |-V measurements were done using
an XT-10 simulator and a 4 probe geometry.

RESULTS

In our initial Schottky barrier study, we
used GD n-layers for all devices, with an n-layer
Ts of ~375°C. This elevated temperature was
used to roughly match the HW i-layer Tg that we
commonly used. To illustrate our expertise in
the Schottky device area using a well established
technology, we first made a 4000 A thick, all-GD
Schottky device, using 100% silane and a
substrate temperature of 250°C for the i-layer,
and demonstrated that we could obtain device
parameters similar to those reported elsewhere




SAMPLE I-LAYER CONFIGURATION
_TH ni#7 ____GD (4000 A) FF=.63
TH ni#10 GD (2000 A) 7 GD (2000 A) “FF =61
TH ni# 14 GD (2500 A) / HW (1600 A) FF=.52 _
TH ni#11 GD (250 A) / HW (4000 A) FF=.52
TH ni#9 HW (4000 A) FF = 51

Table 1. Schottky barrier FF under white light illumination as a HW deposited i-layer is progressively
substituted for the GD i-layer. Everything else in the device (type of n-layer, air break at n/i interface, total i-

layer thickness) is kept the same.

[8]. These results are shown in Table 1. Next,
we deliberately introduced a room temperature
air break in the middle of the GD i-layer
deposition and found (FF=0.61) that this air break

was not crucial to device performance,

suggesting that the GD i-layer, when exposed to
air at room temperature for short times, is not
very reactive. We deposited this device structure
to test the feasibility of transferring i-layers in a
device between different deposition systems
which are not connected with a load lock. In this
device, the Tg of the GD i-layer deposited after
the air break was raised to 350°C to roughly
mimic the Tg that would be needed for the HW
Schottky devices. Then, on successive
depositions, we progressively substituted the
(high Tg) HW i-layer for the GD i-layer, while
keeping the total device thickness the same. As
can be seen, when either a thin or thick HW i-
layer is substituted for the GD i-layer, the device
FF under white light ilumination drops from >0.60
to ~0.52 and is independent of the thickness of
the HW i-layer [9].

The constancy of the FF when HW i-
layers of different thicknesses were progressively
substituted for GD i-layers suggested that the
Schottky device performance was not limited by
the transport properties of the (different) i-layers,
but rather by some inferior interface layer.
Therefore, we decided first to vary the surface
treatment of the HW i-layer as we cooled it from
its high Tg and to correlate these surface
treatments with device performance. In other
words, we wanted to investigate the deposition
procedure used to fabricate the i/Pd interface. In
this investigation, HW n-layers were used for all

the devices. A partial summary of these results is
shown in Table 2. As can be seen, stopping the
HW i-layer growth completely and cooling the
S8S/n-i structure in vacuum produces a device
with a very low FF, while various surface
treatments during cooling yield a significant FF
improvement. Fig. 1 shows SIMS H profile
measurements on two selected devices with
widely varying surface treatments. As can be
seen, without any special procedures (i.e.,
stopping the HW growth and cooling in vacuum),
a significant amount of H diffuses out of the
sample during cooling, particularly near the
surface, producing a device with a very poor
(white light) FF (0.27), while a surface treatment
designed to address this problem adds H to the
surface and produces a device with a significantly
higher FF (0.60). Our best HW results to date for
our low H content, high Tg, high deposition rate
HW material yield a FF of 0.65 and a V¢ of 0.54.
These device parameters compare quite
favorably to those for our best GD devices
deposited in the same deposition reactor, which
have a white light FF of 0.63 and a V¢ of 0.51.
We now report on the device
performance, including the resuits of light soaking
measurements, of our first generation n-i-p HW
"hybrid" devices, which were made in
collaboration with United Solar. In these devices,
the n- and i-layers were both deposited by HW in
the same chamber, since in our initial study no
significant difference was found in devices
fabricated with either GD or HW n-layers [10].
Based on published results, a state-of-the-art GD
SS/n-i-p/ITO device with a 4000A i-layer and no
light trapping would have an initial efficiency of ~

SAMPLE | SURFACE TREATMENT PROCEDURE WHITE FILL
FACTOR
TH ni# 12 COOL IN VACUUM FF=.27
TH ni#a1 COOL IN LOW PRESSURE OF SILANE FF = .46
TH niwo4 "DEPOSIT THIN LOWER T CAPW/O | FF = .50
___ BREAKING VACUUM _
— TH nw21 VERY SLOW DEPOSITION WHILE FF= 52
_COOLING _
TH ni#d6 COOL DURING ENTIRE IFLAYER FF= 57
DEPOSITION _
TH n#126 PRESENT SURFACE TREATMENT FF =65

Table 2. Typical FF vaiues of HW deposited devices as a function of i-layer surface treatment while the
complete device is cooled from its high Tg. The i-layer thickness of all devices is ~4000 A.
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with those of GD i-layers deposited with hydrogen
dilution (> 1.70 eV) . Indeed, the Voc of a second
HW "hybrid" device, with the HW i-layer
deposited at a lower Ts (280°C) and thus
exhibiting a higher bandgap, exhibits a similarly
high Voc (0.93 v). Therefore, we suggest that
the feasibility of depositing a uc-Si(p) layer on a
high Tg HW a-Si:H i-layer has been successtully
demonstrated, as seen by the high Voc of our
“hybrid" device.

- We now address possible reasons for
L the low white light FF of the HW "hybrid" device
compared to its GD counterpart, when both are
measured in their initial states. Several indicators

~— ThHn¥0 (FF=3.60)
e THMI12 (FF=0.27)

N

\RRAS

H CONCENTRATION (ATOMS/CC)
S

1 I 1 [ 1

o0 o4 o 0.1 0 o.s point to the need to reexamine the fabrication of

DEPTH (i) the device n/i interface, rather than being

. concerned about and probing the quality of the

Figure 1. SIMS H depth profiles for two HW HW i-layer in the device itself. First, if the low
Schottky barrier devices subjected to different FF's in our devices are due to high HW i-layer
surface treatments during cooling. defect densities, then thinner Schottky devices
should have higher FF's, and we do not observe

7.8 % and would degrade after 600 h light this within the i-layer thickness range 2000-8000
soaking under one sun by ~16%, to an efficiency A. Further, we fabricated a HW Schottky device
of ~6.5% [11]. Note that changes (reduction) in with an i-layer thickness of 1.5 1. Using a cutoff
all three I-V parameters were reported when this filter (> 610 nm), we measured the red light FF in
GD test device was light soaked. These results this device under high illumination intensity (>5
have been corroborated at NREL, using our XT- mA/cm2). The FF we observed (0.54) is much
10 Simulator, on a standard United Solar device higher than that predicted (<0.50) using AMPS
Kindly sent to NREL for ananysis. Table 3 shows modeling and standard AMPS parameters; the
the -V resuits for a typical HW device, both in its only way to explain this high value for such a
initial state, and after having been light soaked for thick device is to assume a low bulk defect

887 h. The range in Jsc is representative of the
spread in the 11 (out of 12) active devices which ,
were measured. The primary change in the |-V
parameters, measured after the light soaking, is
seen to be in the FF. The Voc changed minimally
over the course of the light soaking, and we
observed no measurable decrease in the device
Jsc. As a consequence, the overail device
efficiency degraded by ~10%. Other HW "hybrig*
devices fabricated by the same procedure
degraded by a similar amount. This degradation shown in Fig. 2. We observed that wide
compares quite favorably to changes feported in variations in our gas purging procedure, ranging
GD n-i-p devices containing i-layers of similar from a weekend pump to a 5 min purge between
thickness [11]. L . — deposition of the HW n- and HW i-layers, made
The major dlffere:lces in the initial state little difference in either the SIMS P profiles or the
between the GD and HW hybrid” devices are in device FF's. We now believe that we had
thg va!ues of the Voc (0.94 vs. 0.88 V) gnd ?he inadequate "burial® of the P on the chamber walls
;’:‘g'tg;'ggt;ih(g‘ggf;’féngéssofrz'vggdf:sézggfg:: before we deposited the i-layer, due primarily to
that the lower Voc for the HW "hybrid" device is the _geometry of the shutter used for device

d imaril he | Tauc's band f th fabrication. We are now redesigning our next
ue primarily to the lower Tauc's ban gap of the generation HW reactor to address this problem.
h|gh Ts HW l"ayers (1.65'1.70 ev), compared Fina"y, we acknowledge the use Of H

density (< 1 x 1016 cm'3) and a narrower valence
bandtail (38 mV). Note that this modeling
prediction is consistent with the enhanced hole
mobilities recently reported in our low H content
HW material by time of flight measurements [12].
Second, SIMS P depth profiles of
representative devices, in which the HW n- and i-
layers were (again) deposited consecutively in
the same chamber, show consistent tailing of the
dopant into the i-layer. A representative profile is

THDNi113 as grown 887 hr light soak
white FF 605 545
Voc (V) 0.88 0.86
Jsc (mA/ecm2) 11.0 t0 12.8 no change
etficiency (%) 6.81 (best) 6.13 (best)
% change - 10%

Table 3. Light soaking data for a typical SS/n(HW)-i(HW)-pc-Si(p)(GD)/lTO device. No measuring mask
was used to define the area, and thus determine the samplke Jsc.
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Figure 2. SIMS P depth profile for a typical HW
Schottky device, where the HW n- and i-layers
were deposited consequtively in the same
deposition reactor.

dilution to deposit the i-layer in GD SS/n-i-p
device fabrication {11}, and note that such dilution
seems necessary only to fabricate the n/i inter-
face, and need not be used throughout the GD i-
layer [13]. In particular, an increase in the low
light intensity red FF from 0.63 to ~0.70 has been
achieved in a 4000 A thick GD Schottky device
by depositing 200 A of H diluted a-Si:H at the n/i
interface, with the rest of the i-layer deposited
using 100% silane. We are currently exploring
the possibilities of using H dilution with the HW
deposition, and aiso of using a GD n/i structure,
with the thin, initial GD i-layer deposited using H
dilution and the rest of the i-layer deposited by
HW using our standard conditions.

CONCLUSIONS

We present device performance data,
including the results of light soaking, on our first
generation HW "hybrid" SS/n-i-p/ITO solar ceils,
where the n- and the i-layers were deposited by
HW and the pc-Si(p) layer by GD. No light
trapping layers were used in this initial feasibility
study. We show that we can fabricate high
efficiency substrate solar cells, where the n- and
i-layers are deposited by HW at high substrate
temperatures and at high deposition rates. A
major consideration in obtaining the reported
solar cell efficiencies is the procedure used to
treat the top surface of the HW i-layer while it is
cooling from its high deposition temperature.
When this is taken into account, initial solar cell
efficiencies as high as 6.8% can be achieved,
and the amount of device degradation compares
quite favorably with published reports of GD cells
with similar i-layer thicknesses. Finally, we
discuss research avenues in device fabrication
which, in our opinion, will resuit in further
improvements in HW “hybrid" devices.

ACKNOWLEDGMENTS

We thank S. E. Asher for SIMS
measurements, Y. Xu for GD device fabrication,
V. Dalal and S. Hugedus for QE measurements,
and A. C. Gallagher for valuable support and
many stimulating discussions during the entire
course of this work. The work at NREL was
supported by the U. S. Department of Energy
under Contract No. DE-AC36-83CH10093, and

the work at United Solar was supported in part by

NREL under subcontract No. ZAN-4-13318-02.
REFERENCES

[1]. A. H. Mahan, J. Carapella, B. P. Nelson, R. S.
Crandall, and |. Balberg, J. Appl. Phys. 69,
6728 (1991).

[2]. A. H. Mahan, B. P. Nelson, S. Salamon, and
R. 8. Crandall, MRS Symp. Proc. 219, 673
(1991).

(3]. A. H. Mahan and M. Vanecek, AIP Confer-
ence Proc. 234, 195 (1991).

[4]. R. 8. Crandall, A. H. Mahan, B. P. Nelson, M.
Vanecek and |. Balberg, AIP Conf. Proc. 268,
81 (1992).

[5]. B. P. Nelson, E. iwaniczko, R. E. I. Schropp,
A. H. Mahan, E. C. Molenbroek, S. Salamon,
and R. S. Crandall, Proc. 12th European PV
Solar Energy Conference, 679 (1994).

[6]. A. H. Mahan, B. P. Nelson, E.| waniczko, Q.
Wang, E. C. Molenbroek, S. E. Ashewr, R.C.
Reedy Jr., and R. S.Crandall, AIP Conf. Proc.
353, 67 (1995).

[7]. E. C. Molenbroek, E. J. Johnson, and A. C.
Gallagher, Proc. 13th European PV Solar
Energy Conference, 1995, in press.

[8]. X. Deng, S.J.Jones, J. Evans and M. izu,
MRS Symp. Proc. 377, 803 (1995).

[9].When these initial HW Schottky barrier
structures were made, we were in fact, due
to our initial shutter design, continuing to grow
very slowly during the i-layer cooling, so the
FF's of these HW devices mirror that of
device TH ni#21 in Table 3.

[10]. We believed at the time that an air break at
the nfi interface, necessitated by the fabrica-
tion of the n- and the i-layers in different de-
position systems, was more detrimental to
device performance than possibie trace P
contamination in the HW i-layer when both
layers were depasited in the same deposition
system.

[t1]. S. Guha, J. Yang, S. J. Jones, Y. Chen and
D. L. Williamson, Appl. Phys. Lett. 61, 1444
(1992).

{12]. Q. Gu, E. A. Schiff, R. S. Crandall, E.
lwaniczko, A. H. Mahan and B. P. Nelson,
Proc. 1996 MRS Spring Meeting, in press.

[13]. Q. Wang and Y. Xu, private communication.




CELL SHUNT RESISTANCE
AND PHOTOVOLTAIC MODULE PERFORMANCE

T.J. McMahon, T.S. Basso, and S.R. Rummel
National Renewable Energy Laboratory, Golden, Colorado 80401

ABSTRACT

Shunt resistance of cells in photovoltaic modules can
affect module power output and could indicate flawed
manufacturing processes and reliability probiems. We
describe a two-terminal diagnostic method to directly
measure the shunt resistance of individual cells in a
series-connected module non-intrusively, without de-
encapsulation. Peak power efficiency vs. light intensity
was measured on a 12-cell, series-connected, single
crystalline module having relatively high cell shunt
resistances. The module was remeasured with 0.5-, 1-,
and 2-ohm resistors attached across each cell to simulate
shunt resistances of several emerging technologies. Peak
power efficiencies decreased dramatically at lower light
levels. Using the PSpice circuit simulator, we verified that
cell shunt and series resistances can indeed be
responsible for the observed peak power efficiency vs.
intensity behavior. We discuss the effect of basic cell
diode parameters, i.e., shunt resistance, series resistance,
and recombination losses, on PV module performance as
a function of light intensity.

BACKGROUND

The continuing search for new materials and change
in manufacturing processes to reduce cost and improve
photovoltaic module performance requires a complete set
of techniques for measuring and forecasting the
performance of such devices. Energy rating methods now
being considered to rate module output take into account
module performance at low light levels [1-5]. Such a rating
is far more useful for predicting module performance
throughout the day than the commonly used maximum
power efficiency or peak power for a module under
standard test conditions (1 kW/m2, 25 C, AM1.5 global
spectrum) alone. Low shunt resistance, Rgp,, reduces peak
power efficiency when illumination fevels fall below 1
kW/m2. When intensity levels fall, as on cloudy days or
when the sun is lower in the sky, low cell Rg, becomes an
increasing concern.

Acquiring absolute Rgy, values for individual cells is
important for: (i) Qualification testing — cell-by-cell values
for Rgn , rather than the gross module output, lets us know
which cell(s) is degrading module performance after
fabrication or qualification or other accelerated stress
tests; (ii) Module performance testing ~ Rgy, aliows us to
define the light intensity at which each cell will stop
contributing to the module output; (jii) Failure analysis —
Rsh of each cell measured non-intrusively in a failed
module. De-encapsulation will alter cell properties,

making it impossible to determine the location of the
failure. Other cell-by-cell evaluation techniques are also
available [6-8] and have been discussed elsewhere [9].

If a cell has very low shunt conductance, i.e., high
shunt resistance, the slope of the light current-voltage (I-V)
curve through zero-bias, oy, will be determined by the
voltage-dependent carrier collection efficiency, i.e.,
recombination. Electrical shunts caused by manufacturing
flaws such as scribe line errors, material deposition
problems, or mechanical handling contribute to an
increased shunt conductance in the dark, Gg,. If a cell has
high shunt current, 6.y will be dominated by the effect of
these shunt currents. It is important to know whether oy
is controlled by recombination or by electrical shunts,
because these are entirely different physical mechanisms.
If oy is controlled by recombination, cell peak-power
efficiency will increase with a reduction in light intensity. If
O.v is controlled by electrical shunts, cell peak-power
efficiency will fall with a reduction in light intensity[10].

The Ryg, of a series-connected module can easily be
measured between manufacturing steps by contacting
individual cells. However, after a module is encapsulated,
we can measure Rgy of individual cells only by methods
such as our new two-terminal technique [9]. This two-
terminal diagnostic method allows one to directly measure
Rsn of the individual cells within a series-connected
module non-intrusively, without de-encapsulation. Being a
phase-sensitive, lock-in technique, individual-cell Rqp
values are measured over a wide range, from a fraction of
an ohm to thousands of ohms. This method has been
used on amorphous Si, crystalline Si, CdTe, and CuinSe -
based modules, some with as few as 8 cells in series, but
usually with 28 to 118 cells. *Two-terminal values" are
more accurate for cells that have lower shunt resistance,
i.e., the "problem” cells. Celis with visual defects may be a
significant problem if they provide a substantial shunt path.

We aiso show that knowing Rg, allows us to
accurately predict the performance of a series-connected
module as a function of light intensity. We study the peak
power performance of a 12-cell, series-connected,
monocrystalline Si module before and after connecting
shunt resistors (0.5-2 ohms) across each cell. These low
Rsn values can be the result of new emerging
technologies, processing flaws, or the result of a module
undergoing stress testing. These modules, as well as the
12-cell test module, show losses in the experimentally
observed peak-power module efficiencies vs. light
intensity, which can be explained by low R, values. Due
to manufacturer sensitivity to public release of such data,
we can only present data for our 12-cell test module.




TWO-TERMINAL TECHNIQUE

We now describe our method to measure the
individual-cell shunt resistances in finished two-terminal,
series-connected modules [10]. Figure 1 shows the two-
terminal measurement equipment configured with a series-
connected module having N cells. The procedure is as
follows: (1) Set up a circuit consisting of a 1-10-Hz low-
frequency AC voltage source (signal generator), a DC
voltage source, and an operational amplifier connected to
a phase-sensitive lock-in ampilifier. (2) Calibrate the
system by connecting a 1000-ohm resistor in place of the
module and adjusting the AC voltage (approx. 2-5 mV) to
get a reading of 1 mV on the lock-in amplifier output. (3)
Reconnect the module and adjust the DC voltage so that
the module is biased to the open-circuit voltage, V¢, for
the light conditions under which the module wili be tested
(sunlight through a window—about ‘30 mW/cm2- is
adequate). (4) With the module exposed to constant,
uniform light, simuitaneously apply both DC and AC
voltages to the terminals of the module. The lock-in
amplifier measures the AC current passing through the
module at V.. This current is proportional to the conduct-
ance of the module in the light where the |-V curve passes
through the voltage axis. The inverse of this conductance
is the resistance of all cells in series at V. in the light, R,
in ohms if the lock-in amplifier output in mV is divided into
1000. (5) Sequentially darken the ith cell in the module
with an opaque tape or rubber mat. Adjust the DC voltage
to the new open-circuit condition and again divide the lock-
in amplifier output in mV into 1000 to obtain Rg'. Finally
(6), the difference R¢' = Rg! - R is exactly the difference of
the resistance of the i® cell in the dark minus the
resistance of the i" cell in the light.

The equations in the upper right summarize steps 4-6
for obtaining cell shunt resistances. If Rg! >> Ry, then R
is the shunt resistance of the i cell. If Rg'is nearly the

= 3mV peak-to-peck
1-108:

FIGURE 1. Two-terminal measurement equipment
connected to a PV module. The system is calibrated by
inserting a 1000-ohm resistor in place of the module and
adjusting the AC signal generator so that a 1-mV output is
achieved from the lock-in amplifier.

- light
Step4: Ry = X R}
1

n-ith .
Step5: Rg=Y, RS +R¥™
1

Step6: Rc =Rg-Ry = R;?ﬂfk ) Ri-ight
If Rp > Ry, then R = RE7% _ Rlight  gehunt

If Rg ~ Ry, then cell i is shunted;
by experience, R = R.fhu"t

same as Ry, then from experience we have found that RC‘
is still the shunt resistance of the it" cell even though it
cannot be proven so mathematically.

We verified this shunt measurement method on a 40-
cell Si test moduie where individual-cell contact could be
made. The individual-cell shunt resistances measured by
the “two-terminal method" are shown in Fig. 2 and can be
compared to the individually contacted cell values shown
in Fig. 3. Cell 29 intermittently shorted and, when shorted,
measured 0.33 ohms and 0.42 ohms as shown in Figs. 2
and 3, respectively. Comparing Figs. 2 and 3 shows that
the two-terminal method works well for most cells;
however, for cells with higher resistance values, we find
systematically lower values. We believe incomplete
darkening of covered cells more greatly affects and
reduces the apparent resistance of the higher resistance
cells shown in Figs. 2 and 3. Even though we make the
opaque covering larger than the cell, some light can still
find its way into the junction region of the masked cell.
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FIGURE 2. Individual-cell shunt resistances of a 40-cell
test module by the two-terminal technique. Cell # 29 has a
shunt resistance of 0.33 ohms.
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FIGURE 3. Individual-cell shunt resistances of a 40-cell
test module by individual cell contact. Cell # 29 has a
shunt resistance of 0.42 ohms.

MODULE PERFORMANCE

Many module peak-power efficiencies have been
characterized as a function of light intensity to see what
efficiencies would be expected at reduced light intensity as
a result of shunt losses. Because of the proprietary nature
of these kind of data, only the data measured on the
single-crystal silicon module can be discussed. This
module had three parallel strings with 12 celis in each
string. One string was then isolated to perform the tests.
The module was configured to have access to each of the
100 cm2 cells.

Figure 4 shows how the 12-cell module was tested
with a xenon pulse solar simulator (SPIRE 240A).
Performance (I-V) curves were taken with 1000 W/m?2 (-
sun) illumination and no shunt resistance added. Intrinsic
Rsh values are between 38 and 272 ohms/cell. A filter was

xenon
lamp
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FIGURE 4. Measurement setup for peak-power efficiency

constructed using sheets of drafting film (Herculene),
which was placed over the sample to provide different
illumination levels. Changing the number of sheets from
18 down to none, allows us to measure performance at
9%, 15%, 25%, 35%, 50%, 75%, and 100 % of 1-sun (1%
error).

We chose to connect shunt resistors having values of
0.5, 1, and 2 ohms across each cell in this study because
we have observed these values on cells in modules under
development. These values of resistance were placed
across each cell to demonstrate the values of cell shunt
resistance that might be found for real cells made with
emerging technologies. Half-ohm shunt resistors were
placed across each cell in the string, and the modified
module was remeasured as before. The above procedure
was then repeated with 1- and 2-ohm shunt resistors.
These cell shunt resistance values are tygical of the range
of values found for the 100- to 150-cm? cells in series-
connected modules from emerging technologies.

Figure 5 shows peak-power efficiencies vs. light
intensity for this module compared to the unshunted
modute. The 1-ohm shunts reduced the measured peak
power by 22% at the 100% of 1-sun condition and by 82%
at the 9% of 1-sun condition. The 2-ohm shunted cells
caused decreases of 9% and 66%, respectively, of the
peak-power efficiency as compared to the intrinsic shunted
condition. The situation is worst when the 0.5-ohm
resistors were used under 100% and 9% iliumination:
efficiency decreased by 32% and 91%, respectively.
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FIGURE 5. Measured (points) and calculated (dashed
line) peak-power efficiencies v. light intensity for the
intrinsic module(top curve), and for the 2-, 1-, and 0.5-ohm
cell shunt conditions(lower curves).

MODELING

Calculations were performed using the PSpice
Electrical Circuit Simulator to see i Rg¢n losses alone can
explain the experimentally observed peak module
efficiencies vs. light intensity. The 12-cell module had
intrinsic individual-cell shunt resistances of 141, 154, 217,
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272, 242, 210, 250, 224, 215, 260, 38.8, and 150 ohms.
The series resistance of the module is approximately 0.5
ohm. We arbitrarily chose to distribute the 0.5-ohm series
resistance by assigning a value of 0.040 ohms/cell. The
forward dark current of a cell was measured and
approximated by a single exponential with a saturation
current of 3 x 105 A and a diode quality factor, n = 1.7,
despite the fact that there was a low-voltage range where
n = 2.08 and a high-voltage range where n = 1.2. The
intrinsic 12-cell Si module data shown by the top data
points and solid lines in Fig. 5 are to be compared to the
calculated dashed line that approximately foliows the
same points. The fit was obtained with only one
adjustable parameter--the short-circuit current, I, is set to
2.3 A. Using the actual I of 2.05 A produced poorer fits.

Next, using PSpice, we calculated the artificially
shunted module peak-power efficiencies using the same
fixed parameters as determined above, except that Ry,
values were set to 2, 1, and 0.5 ohms/cell to match the
three shunt situations seen in Fig. 5. The excellent
agreement allows us to make firm conclusions about the
eftect of Rgy on the energy output, and allows us to
confirm or predict the impact that cell shunt resistance will
have on module performance using PSpice calculations.

The effect that shunts have on module performance
when illumination levels fall below 1 kW/m2 is striking. A
shunt path in a cell only carries so much current. A cell
with a shunt path may work at very high light levels, but as
light intensity is reduced, such as on cloudy days or during
daylight hours when the sun is lower in the sky, the shunt
path will carry some or all of the cell's photocurrent awa
from the intended load. Hence, the energy rating of a
module with high cell shunt current will be lower than
expected from the standard efficiency usually reported
under AM1.5 global illumination conditions. If no shunts
were present, there would be no losses in efficiency as
light intensity drops. If only recombination losses or
series-resistance losses were present, module efficiency
would increase as the light intensity decreases.

In general, both types of losses occur, and G,y is
determined by shunt and recombination losses; the mixed
case will yield losses in both high- and low-intensity
regimes. The impact of these losses on module energy
ratings is clear. Modules having identical AM1.5 global |-V
curves can have very different energy ratings. In the first
case, where Oy is determined by shunt losses, the
energy rating will be substantialfly lower (due to the poorer
performance at lower light levels) than in the second case,
where 6.y is determined by recombination losses. Hence,
cell shunt resistances within a module are important
parameters to measure.

CONCLUSIONS

We have demonstrated an accurate method to
measure individual shunt resistances while the series-
connected module is still intact. This non-intrusive
technigue is useful for qualification testing, failure analysis,
and module performance characterization.

Measurement and calculation show how a cell's
shunt resistance diminishes the module power output
capacity under operational conditions where light levels
are reduced, as they are in real-world conditions. Shunt

losses are contrasted with recombination losses with
regard to the impact on a module's energy rating. Cell
shunt resistances within a module are important
parameters that need attention.
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ABSTRACT

This paper examines the goals of the Photovoltaic
Manufacturing Technology (PVMaT) project and its
achievements in recapturing the investment by the
photovoltaic (PV) industry and the public in this research.
The PVMaT project was initiated in 1990 with the goal of
enhancing the world-wide competitiveness of the U.S. PV
industry. Based on our analysis, PVMaT has contributed to
PV module manufacturing process improvements, increased
product value, and reductions in the price of today's PV
products. An evaluation of success in this project was
conducted using data collected from 10 of the PVMaT
industrial participants in late fiscal year (FY) 1995. These
data indicate a reduction of 56% in the weighted average
module manufacturing costs from 1992 to 1996. During this
same period, U.S. module manufacturing capacity has
increased by more than a factor of 6. Finally, the analysis
indicates that both the public and the manufacturers will
recapture the funds expended in R&D manufacturing
improvements well before the year 2000.

BACKGROUND

The Photovoltaic Manufacturing (PVMaT) project was
started in 1990 to help U.S. industry extend its world
leadership role in manufacturing and commercially
developing PV modules and systems. It is a U.S.
Department of Energy/U.S. industry cost-shared program
that focuses on identifying and improving manufacturing
processes that affect the cost and production of PV modules
and systems. Each candidate project is evaluated on its
own technical merit and its promise for contributing to the
PVMaT goals, independent of the technology being
proposed or of other projects that might be selected for
funding. Furthermore, organizations interested in the
various photovoltaic technologies have been equally eligible
to respond to the procurements and to make their case for
participation in this manufacturing technology project.

PVMaT was designed to help the U.S. PV industry
improve manufacturing processes, accelerate manufacturing
cost reductions for PV modules, improve commercial
product performance, and lay the groundwork for a
substantial scale-up of U.S.-based PV manufacturing plant
capacities. Four separate phases comprise the PVMaT
project to date. Each phase was designed to address
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selected R&D activities required to achieve PYMaT goals
and support the specific needs of the PV industry.

Phase 1 was a problem-identification phase of about 3
months duration. it consisted of 22 small (less than $50,000
of DOE funding each) subcontracts resulting from 38 offers.
During Phase 1, the status and needs of the U.S. PV
manufacturing industry were identified, and a Phase 2
procurement responsive to industry's needs was developed.
The Phase 1 subcontracts were completed in 1991.

Phase 2 addressed process-specific module
manufacturing problems of individual manufacturers. The
first solicitation under this phase (Phase 2A) was open only
to organizations that received awards under the Phase 1
solicitation. Seven 3-year subcontracts were initiated in
early 1992 and have been completed. The next PVMaT
Phase 2 effort (Phase 2B) was a solicitation open to all U.S.
PV industrial firms. This allowed organizations not ready for
the earlier Phase 2A procurement cycle, or which were not
participants in Phase 1, to have a chance to "ramp on" and
participate in this process-specific solution phase of the
PVMaT project. Four 3-year subcontracts, selected from 13
proposers, were awarded under this solicitation in late 1993.

Phase 3A addressed generic module manufacturing
needs using a team approach. Seven proposals were
submitted in response to the solicitation. Two subcontracts
were awarded in January of 1993.

Phase 4A, Product-Driven Manufacturing, is the next
step in the phased PVMaT project. It is a broader approach
to addressing the overall goal of improved U.S. market
share by meeting the market challenges. The solicitation
requested proposals from individual or teamed U.S. PV and
related industries to address the manufacturing of PV end-
products, as well as the sub-elements of these products.
Proposers could be firms or teams that may not be typically
associated with PV systems, components, or products, but
may have applicable expertise. The objectives of this phase
were to stimulate broader interest in the production of PV
products. They were also to encourage and support risk-
taking by industry to explore new manufacturing options and
ideas for improved PV products or components, influence
system and product integration, and stimulate advances in
balance-of-systems or developments in design that will lead
to the overall reduced system fife-cycle costs of the PV end-
product. The thrust is to emphasize the importance of cost
reduction, improved efficiency, and manufacturing flexibility
and broader market applications for PV systems as a whole.




To accompliish the Phase 4A goals, the solicitation was
divided into two parts: (1) Product-Driven System and
Component Technology-4A1, with goals of improving
integration efficiency, advancing design elegance, and
improving component integration and manufacturing, and (2)
Product-Driven PV Module Manufacturing Technology—4A2,

addressing manufacturing flexibilty and module
manufacturing cost reduction for a wider range .of PV
products. Thirteen awards, selected from 31 proposals,
have been made in Phase 4A: eight in Phase 4A1 and five
in 4A2.

Total funding for PVMaT, including both federal and
industry cost-share, and including projected funding to the
end of PVMaT 4A, is $118 milion. Cost-sharing by industry
will total about 43%. Figure 1 shows a breakdown of the
anticipated total funding by technology for both the DOE
contribution and the subcontractor cost-shares. The
technology areas are crystalline silicon (¢-Si), concentrators
(Conc), amorphous silicon (a-Si), cadmium-teliuride-based
systems (CdTe), copper-indium-diselenide-based systems
(CI1S), and general (Gen). The general area includes
generic efforts in areas such as encapsulation, system
integration, and balance-of-systems.
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Figure 1. Cost-sharing by technology.

GOALS

The goals of PYMaT are to work jointly with the U.S. PV
industry to improve manufacturing processes, accelerate
manufacturing cost reductions for PV modules, improve

commercial product performance, and lay the groundwork
for a substantial scale-up of U.S.-based PV manufacturing
plant capacities. Obvious elements for measurement are
the cost reductions and the manufacturing capacities and
volumes. But to actually evaluate the benefits to
manufacturers and users, one must look at how these
advances can be translated into savings. The following
sections in this paper present the expected recapture of
funds spent on the manufacturing R&D performed under
PVMaT Phases 2A and 2B. Other participants (e.g., 4A2
participants) were not included because we felt they had not
been involved long enough to have made cost impacts
under PVMaT. The baseline from which these benefits are
measured is based on 1992 data, which corresponds
roughly to the initiation of Phase 2 efforts.

DISCUSSION

Progress of the individual industrial PVMaT participants
has been described in published subcontractor reports and
conference papers. Although this information on
improvements in manufacturing processes was very
encouraging, it was difficult to relate this progress to the
progress of the PVMaT project as a whole. To get a better
idea of progress toward accomplishing its goals of
accelerating manufacturing cost reductions and stimulating
a scale-up in capacity, the PVMaT manufacturing
participants involved in Phases 2A and 2B were asked to
provide specific data regarding their module manufacturing
costs and capacity. For each year from 1992-2000, the
industrial participants were asked to include costs directly
associated with their module production, including
manufacturing overhead costs. They were asked to exclude
categories such as marketing, sales, administration, or the
overhead associated with these areas. Capacity data were
to represent the levels at which a manufacturer was capable
of producing, based on equipment in place at the time,
required maintenance, individual company policies, and
unlimited product orders. These data, representing plant
capabilities and company business plans, are considered
highly sensitive by the individual companies. Therefore,
Fig. 2 presents aggregate data in the form of a weighted
average of module manufacturing costs and a summation of
the manufacturing capacity (in place in each year through
1995 and projected for later years) for the 10 industrial
participants that currently have active production lines. The
weighted average represents the average cost per watt of
modules (weighted by each participant's capacity) produced
by these 10 PVMaT industrial participants. Figure 2
indicates that PV manufacturing capacity has increased by
more than a factor of 6 in the last 4 years, from 11.6 MW to
88.7 MW. Additionally, the weighted-average cost for
manufacturing PV modules has been reduced by about
56%. Although we saw these as important resuits regarding
the progress the U.S. PV industry was making toward
regaining its international competitiveness, it was still not
clear how much of this progress should be attributed to the
PVMaT project.
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Figure 2. PVMaT Manufacturing cost/capacity.

To further address the impact of the PVMaT project,
information was requested from the PVYMaT participants on
the payback from their R&D progress. Each of the 10
PVMaT manufacturers was asked to identify, by year, the
specific technical improvements that have resulted in cost
reductions for their product. They also established the vaiue
in $/watt for each of their improvements. Finally,
manufacturers were asked to identify what portion of each
improvement cost reduction they would pass on to the pubiic
as price reductions and how much would be used by the
companies as intemal reductions in their manufacturing
costs. The data provided by the PVMaT manufacturers
represented improvements in module fabrication such as
improved junction boxes and improvements in module
performance. . The module performance improvements
were, however, only taken as a cost reduction when the
power output increase and the concomitant module cost
reflected an actual reduction in $/watt. .

The annual and cumulative data on the recapturing of
funds spent on this research by the individual companies
and the public were analyzed from the initiation of each
subcontract to identify the magnitude of the benefit to each
participant. Because benefit to either the public or the
manufacturer would not be realized if the products were not
actually manufactured, actual and projected production
levels (as opposed to manufacturing capacities) provided by
the individual manufacturers were used in calculating the
annual dollars saved. Additionally, the value of these
benefits would not be realized unless they represented
competitive products; therefore, the analysis used only the
cost reductions that reduced the cost of manufacturing
below the $4.50/watt weighted average that the PVMaT
participants reported for 1992. No benefit was accrued to
either the individual companies or to the public until this
level of cost had been achieved, and only the portion that
represented a value below this level was used in
subsequent years. Improvements that are to be used in all
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% of Cumulative Recapture

future product manufacturing, such as improved
encapsulation configurations, will be of benefit in ali
subsequent-year products and were included in those years.
Finally, the public benefit results of this analysis were
normalized to the funding provided by the DOE. Data for
the industrial participants were normalized to their cost-
shared portion of the PVMaT subcontract.

As can be seen in Fig. 3, both the public and industry
have benefited in this research. The public will recapture its
portion of the funds spent on this research in 4.1 years
through a direct reduction in the price of PV products. If
only the U.S. sale of these PV products is used, at
approximately 30% [1] of the production volume, the public
savings due to price reductions will result in the U.S. public
recapturing its portion of the funds spent in about 5.2 years.
However, this approach does not take into account the value
recaptured by the U.S. public through an increase in world
market share and jobs, and an improved trade deficit.
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Figure 3. Recapture of PVMaT Research Funding.
(U.S. and international sales)

The 10 PVMaT manufacturers with active production
lines will recapture the funds they have individualy cost-
shared in an average of 2.8 years from the start of their
subcontracts. The aggregate funds cost-shared by PVMaT
industrial partners will have been recaptured in 4.4 years.
This benefit may take any of several forms, such as
decreased losses, increased profits, investment in increased
production capacity, or performance of additional R&D.

The results shown in Fig. 3 represent the benefits
achieved by the 10 industrial participants that currently have
active production lines. The industry benefits are only for
these 10. However, the public investment in other PVMaT
industrial partners (those who are not currently active in the
manutfacturing of PV products) was included in the public
costs requiring recapture. If current production projections
by the 10 PVMaT participants are accurate, the public will
have recouped over 17 times its original investment in the




PVMaT Phase 2A and Phase 2B research efforts by the

year 2000. if, as above, only the U.S. sale of these PV
products at the 30% level is used, the recoupment is still 5
times the original investment. The industrial participants will
have also shared in benefits from their cost-shared
participation in this research, with recovery of aimost 9 times
their investment by the year 2000. Even if these are
optimistic predictions (and predictions often are), it seems
very likely that the investment in PVMaT through Phase 2B
will more than have been recovered before the end of the
decade.

Finally, what has happened to the U.S. PV market
share? Figure 4 shows the U.S. market share feli to about
31% in 1992, the first year of the PVMaT 2B efforts. Since
that time, it has increased to about 43% [1].
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Figure 4. U.S. market share of world production.

We believe elements of this strengthening position
include a new generation of PV moduies with improved
performance and durability, as well as advanced and refined
module manufacturing processes. These modules have
been developed with the help of government/industry

partnerships that are the cornerstone of the PYMaT project. |

The efforts of industry and the govemment/industry
partnerships have all contributed to PV technology and
market status improvements, and PVMaT has been a
significant contributor to those benefits.

We intend to continue to update both cost and
capacity data for the manufacturers in real time. Additional
improvements to be gained as Phase 2B subcontracts reach
their end and new research results from the current Phase
4A2 subcontracts are obtained will also be included in future
evaluations on the PVMaT benefits to industry and the U.S.
public.

CONCLUSIONS

PVMaT Phases 2A, 2B, and 3A are near completion.
An evaiuation of the information now available indicates
PVMaT is a success in achieving increased production and
lower cost. Data collected in late FY 1995 from 10 PV
manufacturing lines participating in the PVMaT project have
allowed an evaluation of the success of this project.
Increased production capacity, reduced module-
manufacturing direct costs, and the recapturing of funds
spent in PV manufacturing R&D have been reported by the
PVMaT Phase 2 participants. The weighted average
module manufacturing cost has declined an estimated 56%
and production capacity has increased by more than a factor
of 6 in the last 4 years. Recapture of the funds spent for
manufacturing improvements is achieved in about 5 years,
and by the year 2000, it will significantly exceed the
investment by the U.S. public and the U.S. manufacturers.
Finally, the late-1980s/ early-1990s decline in U.S. PV
manufacturing market share of worid production has
reversed. U.S. market share has risen to 43% in 1995,
after falling to a low of about 30% in 1992. The U.S. PV
industry is ~gefting stronger, and the PVMaT
government/industry collaboration is contributing to a
growing U.S. PV technology with a positive recapture of
investments in manufacturing R&D.
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ABSTRACT

CdS films have been deposited by solution
growth on Sn0O, and glass substrates. Nucleation on
SnO, occurs at early deposition times, and complete
conformal coverage is observed at low thickness values.
The average grain size of the CdS films is established at
these early times. In films deposited on glass substrates,
nucleation is slower and occurs through 3-dimensional
islands that increase in size and number as deposition
proceeds. Optical measurements show that the bandgap
values of CdS films deposited on SnO, depend mainly on
substrate structure. Hydrogen heat treatment does not
affect the surface morphology of the samples, but
decreases bandgap values.

INTRODUCTION

Very thin CdS films are commonly used as
window layers in thin-film solar cells. Because light
absorbed in CdS does not significantly contribute to the
collected photocurrent, it is desired that this layer have
the minimum thickness possible. The minimum thickness
should aliow for a CdS conformal coverage of the
substrate without formation of defects that could shunt the
cell. Solution-grown CdS thin films offer the advantages
of conformal coverage on rough surfaces at minimal
thicknesses, ease of deposition, and low cost [1,2].

In this study, we investigate the growth of CdS
deposited on SnO, and glass under different conditions.
The primary analytical technique used was atomic force
microscopy (AFM), which provides the following desired
characterization: extremely high magnifications, high-
resistivity sample analysis, and determination of
roughness values. We have also performed
transmittance and reflectance measurements to obtain
optical bandgap values of the deposited films.

EXPERIMENTAL

CdS films were deposited by the chemical
solution growth technique. Two different processes were
used, based mainly on the quantities of ammonium
hydroxide and ammonium acetate used. In both
processes an initial solution of de-ionized water,

ammonium acetate, and cadmium acetate (the source of

Cd) was prepared. In process A, thiourea (the source of
S) was then added, and, at last, the reaction was initiated
with a solution of ammonium hydroxide in de-ionized
water. Two deposition temperatures were used, 70°C
and 85°C. The solution was slightly basic, with pH just
above 7. In process B, the concentration of ammonium
hydroxide and ammonium acetate were increased many
times. In this process, thiourea was the last chemical
added, and the one to start the growth reaction. The films
were deposited at 90°C. The solution was highly basic,
with pH close to 10. Process A is similar to the one used
by Devaney {3], and process B is similar to the one used
by Chu [4].

In the solution growth method, CdS can grow on
the substrate (heterogeneous process) or in the solution
itself (homogeneous process). The heterogeneous
process in general gives rise to films with quality suitable
for photovoltaic application. The homogeneous process,
which can be minimized by reducing the rate of formation
of CdS, gives rise to CdS precipitates that deposit loosely
on the substrate. These precipitates may come out of the
film after deposition, giving rise to pinholes, as been
observed by Danaher [5]. At early deposition stages, the
solution is clear, but as homogeneous reaction takes
place, it begins to get an orange coloration.
Experimentally, one can determine when the reaction
should be stopped, to prevent significant incorporation of
CdS (coming from homogeneous reaction) in the film.
This criterion was used to determine when to stop the
deposition.

Besides borosilicate and sodaiime glass, two
structures were used as substrates:

+ LOF SnO,/sodalime glass
+ Intrinsic SnO,/Solarex SnO,/borosilicate glass.

For each deposition, the substrates were
removed from the solution at different times so that films
with different thicknesses could be obtained. Film
thickness varied from 10 nm to 150 nm.

Some CdS films were heat-treated in hydrogen
to promote recrystallization and to remove oxygen from
the films, which increases carrier concentration and
mobility {6,7].

AFM analysis [8] was performed using a Park
Scientific Autoprobe LS instrument in contact mode, using
Si cantilevers. Transmittance and refiectance analyses
were done in a Cary 2300 spectrophotometer equipped
with integrating sphere.




RESULTS AND DISCUSSION

AFM images of CdS films deposited on SnO,
revealed the surface morphology of both films. The CdS
formed a secondary structure over the SnQ, film. At early
stages of growth, CdS films already show complete
conformal coverage. This is an important result, because
the thinner the CdS layer, the smaller the optical loss will
be in the cell. The surface morphology of a sample after
15 minutes into growth is shown in Fig. 1. The SnQ,
structure, with large grains, is clearly distinguishable
underneath the small-grain CdS thin film. The thickness
of the CdS layer was about 30 nm. All films deposited on
Sn0,, independent of growth process, showed complete
coverage at thicknesses of 40 nm or less. We also found
that grain growth occurs much faster horizontaily than
vertically in the initial stages. This is clearly seen in Table
1, when one compares grain size and thickness for the
thinnest films. Another observation is that the average
grain size of the films are defined at early deposition
times. Later grain growth, when it occurs, is not
significant, as also shown in Table 1.

We have not found many differences in surface
morphology in samples grown by different processes
and/or deposited on different SnO, films. The average
grain size for most films was around 60 nm, with the
exception of films grown at 70°C, which had an average
grain size close to 35 nm. For the latter, it seems that the
lower temperature favored a higher density of nucleation
sites, and as a result, the smaller grain size.

After the initial nucleation process, the grains
seem to grow independently of each other in a 3-
dimensional process, while new grains are generated on
the existing structure. This explains why the average
grain size does not change after early deposition times,
because new grains will prevent the growth of adjacent
ones. It also explains the large variation in grain size
observed, because old larger grains, as well as new
smaller grains, are present. In a sample with an average
grain size of 60 nm, grains as small as 30 nm and as
large as 90 nm are observed. This is shown in Fig. 2.

Another important parameter shown in Table 1 is
the rms roughness. The roughness values for all fiims
agree well with the ones for the respective SnO,
substrate. This is a very important result because it
indicates that the growth is conformal and that the CdS
thickness is uniform. If the growth were not conformal, for
instance, with films growing preferentially at grain
boundaries, the roughness values for the films would
probably be smaller than the ones for the substrates.

It is important to note that the values obtained for
grain size and roughness are averages and that there is a
statistical variation associated with them, which depends
on the location on the sample where the measurement
was performed. To minimize these errors, we have done
many measurements of each parameter. However, we
stilt estimate an uncertainty around 10% and 15% in the
reported values for roughness and grain size,
respectively, due mainly to statistical fluctuations in the

Fig. 1. CdS thin film (approximately 30 nm thick)
deposited on SnO.,.

Table 1. Average grain size (GS), rms roughness (R),
and film thickness (d) for CdS films deposited with
different parameters on SnO,. LOF means LOF SnQ,
deposited on sodalime glass. Sol means Solarex SnO,
deposited on borosilicate glass, with an intrinsic SnO,
layer on top. Last two lines show values of GS, R, and d
for both SnO, used in the depositions.

Growth | Substrate T GS R d
Process (°C) (nm) (pm) | (nm)
A LOF 70 31 34 10
36 35 17
34 33 50
A LOF 85 56 33 10
57 34 36
61 36 100
A Sol 85 56 23 10
61 23 36
62 23 120
B LOF 90 52 33 21
60 34 75
59 32 138
B Sol 90 59 22 45
55 24 89
62 22 140
LOF SnO, 210 34 -
i-Sn0, 95 23 -

value for these parameters from point to point in the
sample.

CdS films were also deposited on sodalime and
borosilicate glass substrates. Because these substrates
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Fig. 2. AFM image of a CdS thin film grown on SnO,
showing a large variation of grain sizes.

are much smoother than SnO,, it is easier to observe the
nucleation process. The nucleation and growth is very
different than in films deposited on SnO,. For glass
substrates, complete coverage does not occur at early
times, and nucleation and growth takes place through 3-
dimensional islands.

Films deposited on sodalime substrates using
process B showed scattered 3-dimensional islands with
diameters varying from 27 nm to 92 nm, and height from 3
nm to 17 nm, at 10 minutes into growth. The subsequent
films showed a continuous grain structure with the film
grown for 40 minutes showing average grain size of 80
nm.

For the borosilicate substrate (also deposited
using process B), nucleation was first observed at 15
minutes into growth, with very few islands with diameters
varying from 60 nm to 90 nm and height from 5 nm to 15
nm. As deposition time increased, the number of islands
also increased, as well as their maximum size. At 25
minutes, a non-continuous structure was observed, as
shown in Fig. 3. The CdS grain size varied from 80 nm to
110 nm and the height from 50 nm to 60 nm. At 40
minutes, the CdS structure was almost continuous, but
some very small open areas, with depth varying from 50
nm to 60 nm, were still visible. The average grain size
was 88 nm. :

The roughness measured for the borosilicate
substrate was 0.8 nm and for the continuous CdS film was
7 nm. This low value for the CdS roughness indicates
that the roughness of CdS deposited on SnO, is mainly
due to the substrate structure, which reinforces our
argument that the CdS coverage on SnO, is comformal
and uniform.
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The differences in nucleation and growth
mechanisms observed in samples deposited on SnO, and
glass are atiributed to the fact that the rough SnO,
provides many more nucleation sites than the very
smooth glass. Because of this, films deposited on SnO,
nucleate faster, show complete coverage at earlier times,
have smaller grain sizes, and seem to be thicker.

Pinholes were not observed in any CdS fim
deposited on SnO,. However, because peak-to-valiey
distances in these films are on the order of film thickness,
pinholes may be camouflaged. This problem does not
exist on the smoother films deposited on borosilicate and
sodalime substrates. For these films, most samples did
not show pinholes, and the few pinholes observed
seemed to be due to incomplete coverage, other than a
result of cluster deposition from homogeneous reaction.
Because nucleation is much slower in these films, the
observations are a good indication that films deposited on
Sn0O, indeed do not have pinholes. This result was
expected and shows that the precautions we took to keep
the homogeneous reaction to a minimum during film
growth were effective.

Four CdS films with thicknesses over 100 nm,
two deposited by each process and using both types of
SnO,, were heat-treated in 30-torr hydrogen atmosphere
at 400°C for 15 minutes. Contrary to what we expected,
the AFM images showed the same kind of grain structure
as before treatment, including grain size. These results
indicate that the changes in properties observed in these
films after this kind of treatment are probably related to
chemical and/or intragranular structural changes.

To complement the AFM analyses, we have
done reflectance and transmission measurements. With
these values, absorption coefficients (o) were calculated,
and the bandgap values (E;) of the CdS films were
determined. The bandgap values were obtained from the
graph of (¢E}® vs. E, where E is the energy of the

Fig. 3. CdS thin film deposited on borosilicate glass by
process B, after 25 minutes deposition.




analyzing radiation [9]. The value of E; was obtained by
the intersection of the extrapolated linear part of the curve
with the energy axis. To remove substrate effects from
our analysis, the measurements were done on complete
structures (film and substrate) and substrate structures
without film.

The absorption coefficient of CdS in the region
near to the bandgap, for all the films, was above 10° cm™,
as observed previously by Danaher [5]. We found that the
substrate structure is the most important factor affecting
E,, as shown in Fig. 4. The influence of the deposition
process is not clearly evident. Films deposited on LOF
SnO,/sodalime presented bandgaps between 2.43 eV and
2.44 eV, whereas films deposited on intrinsic SnO, had
bandgaps between 2.45 eV and 2.48 eV. The reasons for
this behavior are not well understood at the present time,
but are possibly associated with different stress states in
the films. it was also observed that films deposited on
LOF 8n0, had larger values of absorption coefficient than
films deposited on intrinsic SnO,, for all the range of
wavelengths used in the analyses.

Transmittance and reflectance measurements
were also done on hydrogen heat-treated samples. The
results for all the samples was a reduction in bandgap
value. The new values ranged from 2.33 eV (previously
2.43 eV) to 2.42 eV (previously 2.48 eV). One effect of H,
treatment in CdS is the preferential loss of S. The defects
generated by this process can create shallow levels close
to the conduction band, possibly being responsible for the
observed decrease in bandgap. Another indication of the
presence of such levels is that the absorption curves are
not as smooth as before the treatment, pointing to the
possible existence of more than one type of transition for
charge carriers between bands. The main problem with
the apparent reduction in bandgap is the increase in the
optical loss in the CdS film. This can be observed even
visually, with the darkening of the films. Finally, it was
observed that films deposited by process B presented
larger shifts in bandgap. This is probably associated with
a different rate of S release during H, treatment compared
to films deposited by process A.

CONCLUSIONS

e CdS thin films deposited by solution growth
under normal device-processing conditions on SnO, films
present complete conformal coverage even for small
thicknesses (40 nm or less). Final average grain size is
established at early deposition times. No defects, such as
pinholes, were observed in such films.

 Nucleation of CdS films on glass occurs by the
formation of 3-dimensional islands, which grow and
increase in number as deposition proceeds.

« The bandgap of CdS films deposited on SnG,
is influenced by the substrate structure.

o No effects of hydrogen heat treatment were
found on the surface morphology of CdS films. However,
effects of the treatment were observed in optical
measurements by the reduction of bandgap values.
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o CdS/LOF Sn0O, (process A)
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Fig. 4. (aE)? curves showing bandgap values for CdS
deposited with different parameters.
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DETERMINATION OF THE VALENCE-BAND OFFSET
OF CdS/CIS SOLAR CELL DEVICES BY TARGET FACTOR ANALYSIS
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ABSTRACT

X-ray photoemission spectroscopy (XPS) is used to
determine and compare the valence-band offsets (AEy)
for CdS grown by chemical bath deposition on single-
crystal and thin-film CulnSes (CiS). The thin-film CIS
device was suitable for photovoltaic energy production.
By sputtering through the CdS/CIS interface and reducing
the depth profile with target factor analysis, the magnitude
of AEy was determined to be AEy = 1.06 + 0.15 eV for both
the single-crystal and thin-film interfaces. This
determination of AEy is about 0.25 eV larger than many
previously reported estimations CdS grown by physical
vapor deposition on CIS and helps explain the record
performance of CdS/CIS photovoltaic devices.

INTRODUCTION

Solar-cell devices made from the CdS/CulnSes
(CdS/CIS) heterojunctions are promising candidates for
thin-film photovoltaic (PV) energy production.[1] The
current record efficiency for CIS-based solar-cell devices
exceeds 17%.[2] Despite progress in the efficiency of
CdS/ClIS-based solar-cell devices, a complete
understanding of the electronic structure of the CdS/CIS
interface remains elusive. in this manuscript, we attempt
to resolve the controversy involving the magnitude of the
valence-band offset (AEy) and conduction-band offset
(AE() between CdS and CIS in thin-film devices.[3-6]

The difference in the optical bandgaps of CdS and CIS
must be shared by AEy and AE.. For efficient PV
performance, AEy must be large (approaching
Eg[CdS]—Eg[CIS] = 1.38 eV) and AE. must be small. In
fact, early indirect photoemission measurements gave
AEy = 1.4 eV in support of efficient PV performance.[3]

Subsequent direct photoemission measurements
yielded AEy = 0.840.1 €V.[6] Our own photoemission
measurements have shown the AEy = 0.8 + 0.1 eV for CdS
on both single-crystal CulnSe2 and thin-film CIS.[7] The
inconsistency between the photoemission-measured AEy,
and the required AEy, for effective solar-cell performance
has led to other models for the CdS/CIS interface.[4,5]

A fundamental difference between the idealized
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photoemission experiments and the real world of CdS/CIS
devices is the method of producing the CdS layer:
whereas record-setting CIS devices employ a CdS layer
made by chemical bath deposition (CBD), photoemission
measurements have been made on CdS grown in vacuum
by physical vapor deposition (PVD). The purpose of these
experiments is to bridge the gap between measured
valence-band offsets and record device performance by
measuring the band alignment for CBD CdS deposited on
CIS. To this end, we have deposited CBD CdS onto both
single-crystal and thin-film CIS and then performed XPS
depth-profiles to determine AE,,.

EXPERIMENT

CdS layers 50 nm thick were grown by CBD onto two
substrates: one single-crystal CIS (SC-CIS) and one thin-
film CIS (TF-CIS) several microns thick suitable for a high-
efficiency photovoltaic device. The details of the thin-film
CIS growth and CBD processes are described
elsewhere.[8,9] We then sputtered through the CdS/CIS
interface while monitoring core levels and valence bands
with X-ray photoemission spectroscopy (XPS). The XPS
system was a Physical Electronics 5600 XPS equipped
with a monochromated Al Ka source operating at 350 W
and hemispherical analyzer operated at 12 eV pass
energy and 800 um spot size.

We used 3 kV Art ions at ~30° from normal incidence
to sputter through the interface while rotating the sampie
and rastering the ion beam over a 4x4 mm area. We
determined the average sputter rate by measuring the -
sputter crater depths with a profilometer to be 1.8 nm/min.
Aside from <1 at.% O in the CdS thin-film, we did not
observe any residual contaminants from the CBD growth
process at the CdS/CIS interface. Al atomic
concentrations were determined using standard
sensitivity factors from Ref. 10. All spectra were aligned
to the Fermi level of a metallic In sample.

After obtaining depth profiles from the CdS/SC-CIS
and CdS/TF-CIS interfaces, we reduced the depth-profile
spectra with target factor analysis (TFA) and determined




the AEy from the reconstructed data.[11] TFA is a matrix-
based algorithm that is becoming a standard data-
reduction technique in the analysis of depth profiles. Ref.
11 presents a thorough discussion of TFA.

RESULTS AND DISCUSSION

Preferential sputtering was not apparent through the
CdsS overlayer. The atomic concentrations of sputtered
thin-film and single crystal CdS were Cd = 51 + 2 at.% and
S = 49 + 2 at.%. We did not observe any evidence for
metallic Cd from high-resolution core line spectra or Fermi-
level spectra.

60

al T I I .
- Single Crystal CuinSez2| 1
. Sle Depth Profile .
50 l :
* [ in ]
s | .
1—4\—_\_—_\
s Cu ]
1oL 1 l | L
0 5 10 15 20
Depth (nm)
Fig. 1: Atomic concentrations for sputtered singie-crystal

Cls.

Preferential sputtering was a problem for the CiIS
substrate. Fig. 1 shows the atomic concentrations of SC-
CIS cleaved in an N2 ambient, inserted immediately into
the analysis chamber, and then sputtered at 3 kV. The O
signal was < 1 at.% and the C signal was imperceptible.
The average atomic concentrations of the bulk were Cu =
25 at.%, In = 25 at.%, and Se = 50 at.% as determined by
electron microprobe analysis. The crystal appeared to
cleave along an imperfection and leave a surface that did
not have the same atomic concentrations as the average.
Sputtering further decreased the Se content of the CIS
surface region and left behind metallic In and Cu.

The metallic behavior of the cations was visible in the
In 3d spectrum shown in Fig. 2 and the presence of Fermi
level emission (not shown here). Compared to the cleaved
crystal, sputtering broadens the In 3d toward lower
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binding energy and makes a clear metallic in shoulder. The
broadening indicates numerous chemical environments for
the In, ranging from relatively unperturbed CIS to metallic
in.

From nuclear stopping cross-section theory, we
estimate a dose of ~1015 ions/cm2 and an Ar+ ion
penetration depth of 20 nm. Therefore, all of the intensity
in the measured photoemission signal stems from the
interface region potentially damaged by the ion-beam.

SC-Cis
In 3d 5/2

< Sputtered
Cis

Intensity (arb. units)

448

446 444
Binding Energy (Er = 0 eV)

Fig. 2: in 3d 5/2, showing metallic in formation.

442

Fig. 3 shows the eigenvalue analysis of the depth
profiles for both the CdS/SC-CIS and CdS/TF-CIS
interface obtained through factor analysis. One can see
from the Fig. 3 two primary eigenvalues followed by smaller
ones that are about 3 orders of magnitude smalier that the
two primary ones. Analysis of the residual error, the IND
function, and eigenvectors associated with the
eigenvalues support the conclusion that only two factors
are needed to describe the depth profiles.[11]

Fig. 4 shows these two factors for the CdS/SC-CIS
interface after target rotation: obviously, they correspond
to the CdS overlayer spectrum and the CIS substrate
spectrum. The conclusion is that every spectrum of the
depth profile is a linear superposition of the spectrum of
the CdS overlayer and the ion-damaged CIS substrate.

In Fig. 4, one can see embedded Cd in the CIS
substrate, metallic In, and Fermi-level emission (not
visible in the spectra as plotted) from the metallic cations.
The amount of Cd in the CIS film is difficult to determine
because the intensity is weak, but is less than 1 at.%. To
within experimental error, the valence-band emission after




sputtering with Ar+ was not significantly different from the
the SC-CIS factor shown in Fig. 4. The fact that we need
only two factors to describe the depth profile despite the
problems brought about by preferential sputtering is
somewhat perplexing. One would expect a priori to need
three factors: one for the CdS, one for the CIS before
sputtering created significant damage, and one for the
heavily damaged CIS at the end of the depth profile. Our
conclusion is that the shape of the CIS valence-band
emission is relatively insensitive to the level of sputter-
induced damage.

10
10 H | L I ]
i TFA
s & Eigenvalues
10 O CdS/SC-CIS| —
+ CdS/TF-CIS
8
S 10 -
[+2]
>
c
(3] 7
2 10 -
Ll
i
10°f + -
0 +
O +
10°f & 4
| | l i | I i
0 1 2 3 4 5 6
Factor Number

Fig. 3: Eigenvalues for both interfaces, showing that only
two factors are necessary reconstruct the depth profile.

Further support for this conclusion comes from
reducing the valence-band emission of the depth profile on
the cleaved single-crystal (atomic concentrations shown
in Fig. 1). We first measured a spectrum from a metallic In
sample, and used it to subtract the metallic In signal from
the cleaved, sputtered SC-CIS spectra. We then reduced
the remaining emission with TFA, and found that one factor
accounted for the signal, to within experimental error.

We used reconstructed data from the factors in Fig. 4
and the loading factors to determine AEy, for the system
as a function of sputter depth. To determine the VBM, we
linearly extrapolated the leading edge of the vaience-band
signal. We also determined the accuracy by taking the
largest and smailest acceptable extrapolations consistent
with the data. Fig. 4 is a plot of AEy and the loading
factors.

The data points and the smooth curve in Fig. 5
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represent the position of the valence-band maximum
(VBM) as a function of sputter depth. The dashed curves
in Fig. 5 are the CdS and CIS loading factors as a function
of depth. At depths less that 40 nm, the photoemission
signal looks like the CdS factor seen in Fig. 4, without any
signal from the CIS present. Between 40 and 60 nm, the
depth-profile spectra change from appearing like CdS to
appearing like CIS (with some embedded Cd). Within this
transition region the position of the VBM moves towards
the Fermi level. AEy = 1.01 eV is the total change in the
position of the VBM .
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Fig. 4: CdS and CIS factors for the CdS/SC-CIS interface.

The results from the CdAS/TF-CIS interface are
essentially identical in all respects, except we measure
AEy = 1.11 eV. Fig. 6 shows the results. To within
experimental error, this measured AEy, is that same as for
the SC-CIS substrate. We conclude that AEy, for CBD CdS
on both thin-film and single-crystal CIS is AEy = 1.06 +
0.15 eV,

In an earlier set of experiments, we deposited CdS by
PVD at room temperature on both SC-CIS and TF-CIS while
monitoring the valence-band emission with synchrotron
radiation photoemission. For these systems, we found
AEy 0.8 £+ 0.1 eV in agreement with other
measurements.[6,7] Although the error bars on the CBD
and PVD resuits prohibit absolute confirmation of a larger
AEy for CBD devices, the data for the CBD CdS were
reproducible and consistently showed a larger AE,,.

A possible explanation for the difference is the




presence of interface contaminants. Except for a small O
signal (< 1 at. %), we did not see any contamination.
Another possible explanation is that CBD and PVD CdS
are chemically different. However, we carefully analyzed
the atomic compositions, high-resolution photolines, and
Auger parameters of CBD, PVD, and single-crystal CdS
without uncovering any fundamental differences.Our
present thesis for the difference in AEy is that the
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Fig. 5: Loading factors and AEy, for the CdS/SC-CIS
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CdS/CIS interface chemistry is different between CBD and
PVD CdS, but ion-beam damage obscures the chemistry
of the interface and renders our data insufficient to prove
this thesis.

The important quantity with regard to the performance
of photovoltaic devices is the conduction band offset
(AE¢) rather than the valence band offset. The general
assumption within the photovoltaic community is that AE¢
< 0.3 eV is necessary to understand the flow of charge
across the CdS/CIS interface.[12] Using our measured
AEy, Eg(CdS) = 2.42 eV and EQ(CIS) = 1.04 eV , we
calculate AE¢ = 0.32 £+ 0.15 eV. Our calculated value of
AE( for a real device supports the traditional model for
CdS/ClS-based solar cells.
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ABSTRACT

This paper presents the results of an international
intercomparison of photovoltaic (PV) performance measure-
ments and calibrations. The intercomparison, which was
organized and operated by a group of experts representing
national laboratories from across the globe (i.e., the au-
thors of this paper), was accomplished by circulating two
sample sets. One set consisted of twenty silicon reference
cells that would, hopefully, form the basis of an interna-
tional PV reference scale. A qualification procedure ap-
plied to the calibration resuits gave average calibration
numbers with an overall standard deviation of less than 2%
for the entire set. The second set was assembled from a
wide range of newer technologies that present unique prob-
lems for PV measurements. As might be expected, these
results showed much larger differences among laborato-
ries. Methods were then identified that should be used to
measure such devices, along with problems to avoid.

INTRODUCTION

Under the auspices of the seven-nation Photovoltaic
Energy Project (PEP), an internationa! round-robin of ref-
erence cell calibrations and performance measurements of
Newer Technology (NT) PV devices was initiated in 1993,

- The round-robin was preceded by two other PEP-sponsored
projects in 1984 [1] and 1987 [2]. The objectives of the
intercomparison were threefold: (1) establish the Worid PV
Scale (WPVS) by comparing primary reference cell cali-

_ brations traceable to national metrology programs, (2) iden-

tify problems with emerging technology measurements and
propose recommendations for suitable measurement pro-
cedures to be considered by standardization organizations,

- and (3) recommend methods of qualifying calibration data

in publications. Thirteen laboratories from eight nations par-
ticipated in the intercomparison, which required more than
two years to complete.

WPVS SAMPLE SET

A major recommendation of the PEP'87 inter-
comparison was that a single primary calibration method

should not be adopted for international standardization, but
rather, the total uncertainty of acceptable reference cell cali-
brations should be less than +2% [2]. The WPVS sample
set, which required the participants to calibrate 20 2x2 cm
packaged silicon devices using the best method available
to them that is traceable to national standards, was an at-
tempt to act on this recommendation. Each participant pro-
vided at least one reference cell to the sample set that was
returned at the conclusion of the intercomparison.

A number of calibration methods were used by the
participating laboratories, including: outdoor primary cali-
bration against a cavity radiometer (A), indoor primary with
absolute simulator spectral irradiance (C), differential spec-
tral responsivity with variable bias light (D1), differential
spectral responsivity with no bias light (D2), indoor primary
with a standard irradiance lamp (L), absolute spectral
responsivity (R), and secondary calibration against a pri-
mary reference cell (S). All of these methods involve spec-
tral corrections of some kind to the standard global air mass
1.5 spectral irradiance [3]. The letter codes, similar to those
used in reference [2], identify the methods used in the plot
of the normalized short-circuit current calibration results from
ten laboratories, Fig. 1. For this data set, the overall 2¢
standard deviation is 7.6%, a large value.

We adopted the following procedure to qualify the
WPVS calibrations. First, it was decided that only primary
calibration methods should be allowed to contribute to the
WPVS. Thus, laboratories 1, 9, and 10 were removed as
these were secondary calibrations. Second, any laborato-
ries with 50% or more of their data points in Fig. 1 outside
of 1.0 + 0.02 were excluded. This criterion resulted in the
removal of laboratories 3, 5, and 7. The normalized short-
circuit currents were then recaiculated, and individual points
that exceeded 1.0 + 0.02 were removed. The remaining
data were averaged to obtain the final WPVS short-circuit
current values. These results are presented in Fig. 2, where
the overall 20 standard deviation is now 1.9%. Although
space does not aliow presentation here, qualified spectral
responsivity and short-circuit current temperature coeffi-
cients are also included as part of the World PV Scale.

The WPVS effort revealed several drawbacks to imple-
menting such a program in its current state. First, the length
of time needed to circulate all the cells among all laborato-
ries traceable to the WPVS is excessive. The first attempt
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required almost 3 years. During this time, the cells are un-
available and thus cannot be used as reference celis. Also,
the risk of losing the entire set at once in shipment between
laboratories is unacceptably high. Second, the cells cur-
rently in the WPVS are themselves problematic. The.only
restriction placed on the cells was that they meet the re-
quirements of reference [4], which are fairly minimal. Sev-
eral cells developed bubbles in encapsulation, and the cover
windows of three cells were cracked during the calibrations.
Moreover, the twenty WPVS cells represent a total of seven
different package designs with a wide variety of tempera-
ture sensors, cables and connectors, and physical sizes.
This variety caused logistical problems for the participants
during the calibrations. Third, procedures for adding new
cells to the WPVS set must be developed.

NT SERIES SAMPLE SET

The NT sample set consisted of two cells from each of
the following categories: ESTI sensor, Culn(Ga)Se.,, CdTe,
a-Si bi-cell (two-cell minimodule), low-pass (300-800 nm)
filtered Si, high-pass (600-1200 nm) filtered Si, GaAs,
10x10 cm bare Si, a-Si two-terminal tandem, and a two-
cell GaAs concentrator moduie with fixed optics. All of the
devices were packaged as reference cells except for the
large-area silicon cells. Because of the objective to identify
measurement problems, the participants were free to mea-
sure these samples by whatever methods they chose. The
majority of the measurements were performed in solar simu-
lators against reference cells, using spectral corrections to

the global spectral irradiance. A notable exception was the
GaAs concentrator module which several laboratories mea-
sured outdoors against blackbody detectors.

Overall, the nature of the NT series samples posed
probiems for all the laboratories. Also, no instructions were
provided about how to measure the devices, except for nec-
essary information about contacts and connectors. For ex-
ample, the ESTI sensors consist of two 50-cm? siiicon cells
inside a module-laminated package. One cell is loaded with
a 20-mg2 resistance for short-circuit current measurement,
and the other cell is intended as a temperature sensor us-
ing the cell's open-circuit voltage. Because they are not
intended to be operated at maximum power, a four-wire
connection is not provided to the temperature cell. Most of
the laboratories did not know how to calibrate these de-
vices and measured the current-voltage curve of the open
cell. Therefore, the ESTI sensor data are not reported.

Fig. 3 presents the normalized maximum-power resuits
for the NT series. Maximum-power data were used for the
comparison instead of efficiency because maximum-power
is independent of cell area and because some laboratories
did not measure cell areas. After the reported data were
normalized, individual points that exceeded 1.0 + 0.08 were
removed and the normalization factors recalculated. The
20 standard deviation of the remaining data is 5.7%, which
is probably about what might be expected from such a di-
verse group of samples. The outlying data points were also
re-normalized and appear in Fig. 3, even though most ex-
ceed the plot vertical limits.
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Fig. 3. Normalized maximum-power results for the NT series sample set. The 2o standard deviation is 5.7%. The vertical
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standard deviation.

97




Subsequent analysis and discussion of the resuits re-
vealed a number of problems encountered by the partici-
pating laboratories. Contacting problems were uncovered
by the large-area Si cell samples, two of which had four-
terminal connector blocks provided (1 and 2), and two that
had only two sockets for connections (3 and 4). Cells 3 and
4 therefore show more deviation caused by fill factor differ-
ences. The results for the Cuin(Ga)Se, devices indicate
there is a strong possibility that the contacts of these de-
vices degraded during the intercomparison. Laboratory 5
determined from the WPVS results that the reference cell
used for this laboratory’s measurements was out of calibra-
tion (about 4% high), which resulted in correspondingly
higher values. The large-area devices caused temperature
control problems for several laboratories. Laboratory 1 al-
lowed large-area cells 3 and 4 to reach temperatures of
approximately 40°C. Only three laboratories used multiple-
source simulator measurement techniques on the a-Si tan-
dem cells. A major problem was spectral response
measurements of these cells. Half the participants did not
attempt to measure the subcells individually, thus produc-
ing a composite spectral response. One laboratory could
not measure the maximum power of the tandem cells be-
cause the higher open-circuit voltage of these devices ex-
ceeded the maximum limits of the instrumentation. Spatial
non-uniformities may be responsible for the higher differ-
ences observed for the a-Si minimodules.

The analysis showed that differences in short-circuit
current (not reported here) are not accounted for by differ-
ences in spectral response measurements. These differ-
ences must therefore be caused by reference cell
calibrations.

RECOMMENDATIONS

A number of recommendations for performance mea-
surements of newer technology devices were made. First,
tandem-cell measurements are difficult, especially spectral
response, and need to be done with multijunction tech-
niques. Second, problems inherent with newer technology
devices that can cause unexpected errors should be care-
fully considered. These include (a) area measurement, (b)
temperature measurement and control, (¢) device stability,
(d) contacting and wiring, (e) puised light versus steady-
state measurements, and (f) sweep speed of the current-
voltage measurements. Third, reference cell calibration is
vitally important, and adoption of the World PV Scale should
help reduce differences.

After spending a great deal of time discussing the prob-
iems with the WPVS identified above, the foliowing recom-
mendations for future WPVS calibrations were made. First,
circulation of the entire set among all the laboratories trace-
able to WPVS will no longer be performed. Intercom-
parisons will be replaced with recalibration at a single
laboratory. The recalibration events should take place ev-
ery 1 12 to 2 years at different laboratories. Laboratories
eligible for recalibration events will initially be those whose
data were selected for the final WPVS average (laborato-
ries 2, 4, 6, and 8 in Fig. 2). Second, new cells must un-
dergo an extensive series of acceptance tests prior to being
qualified for subsequent calibration. These acceptance tests
include (a) meeting physical requirements, (b) light soak-
ing, (¢) current-voltage characteristics, (d) visual inspec-
tion, (e) temperature sensor integrity, and (f) temporal
stability. Third, new celis that have passed the acceptance
tests are circulated informally among several laboratories
traceable to WPVS prior to the next calibration event. The
new cells may then be brought to the next event for calibra-

tion with the other WPVS cells. Fourth, following the cali-
bration event, the results of the recalibration and data from
any new cells are considered and analyzed by the partici-
pating laboratories at a post-calibration meeting. The new
qualified average for each cell is determined at this time.
Also, laboratories that have improved their calibrations are
considered for admittance to the recalibration group at this
time. Finally, a new reference cell package design that
should minimize logistical problems that can occur when
calibrating a large number of devices from around the world
was developed.

CONCLUSIONS

For the first time, a group of worldwide national labora-
tories have agreed on a single scale for PV reference cell
calibrations. The 20 standard deviation of the normalized
short-circuit currents from four laboratories for 20 2x2 cm
Si reference cells was 1.9%. Although each of the labora-
tories have different bias and random errors, this result
appears to achieve the recommendation of the previous
PEP’87 round-robin, that the total uncertainty for primary
calibrations should be £2%. Procedures for maintenance
and recalibration for the Worid PV Scale have also been
recommended.

A second sample set of newer technology PV devices
circulated worldwide gave a 20 standard deviation of 5.7%
for the normalized maximum power, after removal of obvi-
ous outliers. This study has shown a number of problems
associated with these measurements that must be dealt
with if this uncertainty is to be reduced in the future.
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ABSTRACT

The effects of ethylene-vinyl acetate (EVA)
discoloration due to accelerated field or laboratory
exposure on the encapsulated silicon (Si) solar cells or
EVA/glass laminates were characterized quantitatively by
using non-invasive, non-destructive ultraviolet-visible
(UV-vis) spectrophotometry, spectrocolorimetry, spectro-
fluorometry, scanning laser OBIC (optical beam induced
current) spectroscopy, and curment-voltage (/-V) and
quantum efficiency (QE) measurements. The results
show that the yellowness index (Y/) measured directly
over the AR-coated solar cells under the glass
superstrate increased from the range of -80 to -90 to the
range of -20 to 15 as the EVA changed from clear to
brown. The ratio of two fiuorescence emission peak areas
generally increased from 1.45 to 569 as browning
increased, but dropped to 4.21 on a darker EVA. For a
solar cell with brown EVA in the central region, small-
area grating QE measurements and scanning laser OBIC
analysis between the brown and clear EVA regions
showed that the quantum efficiency loss at 633 nm was
42%-48% of the loss at 488 nm, due to a reduced
decrease of transmittance in browned EVA at the longer
wavelengths. The portion of the solar cell under the
browned EVA showed a decrease of ~36% in efficiency,
as compared to the cell efficiency under clear EVA.
Transmittance loss at 633 nm was 38% of the loss at 488
nm for a light yellow-brown EVA/glass laminate that
showed a small increase of 10 in the yellowness index.

INTRODUCTION

EVA encapsulants of two commercial formulations, the
slow-cure EVA A9918 and fast-cure EVA 15295 with or
without a primer (P), are widely used for the encapsulation of
crystalline Si and some thin-film photovoltaic (PV) modules.
Weathering of EVA-encapsulated PV modules or accelerated
exposure of EVA laminated in glass to UV light can result in
EVA discoloration from light yellow to dark brown.
Consequently, the light transmittance through the EVA
decreases, resulting in reduced photocurrent generation and
PV module efficiency [1-4]). This work was conducted as
part of a continuing effort to characterize, identify, and
correlate quantitatively the extent and the mechanisms of

degradation in materials contributing to the performance
loss in EVA-encapsulated PV cells. We used non-
invasive, non-destructive analytical methods, including
UV-vis spectrophotometry, spectrocolorimetry, spectro-
fluorometry, scanning laser OBIC spectroscopy, I-V, and
QE measurements. This paper describes the results of
our study about the effect of EVA browning on solar cell
performance.

EXPERIMENTAL

Samples of EVA/glass laminates were made by
curing A9918 films between glass slides at 145°C for 40
min. Solar cell samples were already encapsulated and
provided by a commercial source. They were made of
poiycrystalline (pX), edge-defined, film-fed-growth (EFG)
ribbon Si solar celis with a dark-blue anti-reflection (AR)
coating in a common encapsulation configuration of
glass/EVA/pX-Si cells/EVA/ Tedlar™. The PV cells that
received simulated, accelerated degradation (Type /)
were of S-cm x 10-cm in size; each cell was laminated
between a 12.5-cm x 12.5-cm glass superstrate and
black Tedlar film substrate. The cell coupons weathered
outdoors (Type //) consisted of two 4.4-cm x 4.8-cm pX-
Si cells connected in parallel and encapsulated to a size
of 8.4-cm x 11.8-cm with EVA AS918P between an AFG
Solatex™ glass superstrate and a semitransparent
polymer film substrate.

Accelerated testing in the laboratory was conducted
for Type | cell samples at 85°C + 2°C for 198 days in
room humidity (typically 20%-25% relative humidity). UV
exposure under three GE 100-W, RS-4 UV lamps on a
turntable in a tabletop chamber yielded a uniformly brown
EVA in the cells, whereas thermal degradation by heating
in dark ovens produced uniformly light-yellow EVA {2].
The samples of EVA/glass laminates were discolored
either by exposing to a concentrated 1-kW Xe light at a
black panel temperature (BPT) of 54°C + 2°C or to an
enhanced-UV light from an Oriel 1-kW Xe solar simulator
at BPT=44°C + 2°C [4].

Sampies of Type Il cell coupons were received only
for analytical measurements. Except for the unexposed
controls, initial conditions of the exposed samples were
not available. The coupons received various doses of UV
exposure (285 nm to 385 nm) up to 1100 kWh in an
EMMA™ mirror concentrator apparatus at the DSET




Laboratories in Arizona. The coupon temperatures were
kept below 65°C by forced-air cooling. The EMMA-
exposed cells exhibit either partially browned EVA or
almost completely browned EVA over the cell areas; the
EVA over the unexposed controls is clear.

Fluorescence [5,6], scanning laser OBIC [7,8], |-V,
QE, and UV-vis transmittance measurements were
performed for the respective samples. Small area grating
QE measurements were performed with a light beam of
~1-mm x 2-mm in size. in the color index measurements
[4], the reflectance mode with a 10-mm port was used for
the solar cells and the transmission mode for the
EVA/glass laminates.

RESULTS AND DISCUSSION

Figure 1 shows the results of (a) color indices and
(b) transmittance spectra measured for an EVA A9918
film that was laminated and cured between two quartz
slides and then discolored by a concentrated 1-kW Xe
light for 451 h. The A9918 fiim rapidly lost the UV
absorber [4], Cyasorb UV 531™, while developing a light
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Figure 1. Changes in the (a) color indices and (b)

transmittance spectra from t=0 h to t=451 h measured for
a discoloring EVA A9918 laminated between two quartz
slides and exposed to a filtered, concentrated 1-kW Xe
light at a black panel temperature (BPT) of 54°C + 2°%C.

yellow-brown color with 2 small increase of AYiI=10 as
seen in Fig. 1a (curve Yl) and Fig. 1b. The transmittance
spectrum decreased in the broad region from ~375 nm to
~800 nm as a result of the yellowing. As seen in Fig. 1b,
the ratio of transmittance loss at 633 nm to that at 488
nm, A%T2/A%T,, is 38%. The two wavelengths are of the
two lasers used in the scanning OBIC analysis discussed
below. Fluorescence analysis indicates a new broad
emission peak (not shown here) that is attributed
primarily to the formation of conjugated polyenes [4-6].
Factors that affect the EVA discoloration refe have been
reported elsewhere [4].

We demonstrated for the first time the usefulness of
spectrocolorimetry in assessing the degree of EVA
discoloration directly over glass/EVA-encapsulated solar
cells with a dark-blue AR coating. Measurements were
performed for the EMMA-exposed cells and compared to
the controls. Figure 2 shows the results of (a) the
yellowness index, Y/, and (b} the fluorescence spectra
measured for these samples. For the EVA that remained
visually clear over the dark-blue areas of AR-coated solar
cells (either exposed or unexposed), we obtained a Y! in
the range of -80 and -90 with a standard deviation (SD) of
~1 to ~8. Surface unevenness and reflection from the
silver (Ag) gridlines on the EFG ribbon pX-Si cells
contributed to the higher SD in the measurements for
some cells. For the areas where EVA was browned to
varying degrees, measured Y| ranged from -18 to +11,
also with a SD of ~1 to ~8. The large increases in Y| from
clear EVA to brown EVA are also evident in the
fluorescence spectra (Fig. 2b), where the peak region
(375-442 nm) is assigned to the original chromophores
that existed after encapsulation curing, and the peak
region (442-685 nm) to the degradation-produced
chromophores that gave the brown color. The ratio of the
integrated peak area over these two peak regions,
PAR=PA(443-685 nm)/PA(375-442 nm), shows a general
increase from 1.45 for unexposed controls to 5.69 for a
fairly brown EVA, but decreases as the brown color
darkened further (Fig. 2b). The ratio trend would be more
accurate if the peaks were deconvoluted and background
emission subtracted.

The optical effect of EVA browning on cell efficiency
loss is illustrated in Fig. 3. For a Type | cell exposed to
the RS-4 UV light and resulted in visibly brown EVA, the
measured cell efficiency decreased by 19.3% (Fig. 3a),
primarily due to EVA browning because no obvious
changes in the cell’s series and shunt resistance were
observed [2]. The gradual decreases in the cell's absolute
quantum efficiency (or spectral response) due increased
EVA browning are shown in Fig. 3a. For an EMMA-
exposed Type |l cell with brown EVA in the central region
and clear EVA around the brown rectangular area (area
ratio ~1:1), the results from small-area grating QE
measurements are shown in Fig. 3b. The cell shows a
decrease of ~36% in the efficiency under brown EVA as
compared to that under clear EVA, as determined by
measuring the |-V for the cell portion under brown EVA
region while masking clear EVA region, and vice verse.

The optical effect of EVA browning on PV celi
efficiency loss can be better resolved spatially by using

100




scanning laser OBIC analysis, which can perform line-
scan measurements as well as mapping of the current
response for entire cell or module [7,8], as illustrated in
Fig. 4. An Ar laser of 488 nm was used for the "blue”
scan (Fig. 4, top) and a He-Ne laser of 633 nm for the
“red” scan (Fig. 4b, bottom). The decrease in the
photocurrent response (or quantum efficiency) over the
browned EVA region in each type of scan should
correspond in principle to the transmittance loss, A%T,
due to EVA browning as indicated in Fig. 1b; i.e.,

A%T(633nm)/A%T(488nm) ~
[AQE(633nm)/AQE(488nm)] X [QE(488nm)/QE(633nm)]
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Figure 2. (a) Yellowness index (Y/) measured for clear,
partially brown, and mostly brown EVA over the
encapsulated pX-Si solar cells with and without
accelerated natural weathering in an EMMA™ mirror
concentrator apparatus. The samples are code-numbered
as indicated in the figure. The standard deviations from
multiple spot measurements are shown on the right half
of the figure for each solar cell. (b) Fluorescence spectra
obtained with an excitation wavelength of 350 nm for the
clear and brown EVA regions over three solar cells from
(a), with the code-numbers indicated. The ratios of
integrated peak area over two peak regions, PAR=
PA(443-685 nm)/PA(375-442 nm), are indicated.
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The results are 42%-48% from the small-area grating QE
measurements and ~46% from the scanning laser OBIC
measurements, calculated for the ratio of quantum
efficiency loss at the two wavelengths between the brown
EVA and clear EVA by using the right-half cell areas seen
in Fig. 4. A 38% was obtained for A%T/A%T, between
%T at 633 nm and at 488 nm for the light yeliow-brown
EVA/glass laminate that showed only a small increase of
10 in YI (see Fig. 1b). These resuits appear to correspond
well quantitatively. The discrepancy between the values
from the A%T and AQE calculations (38% vs. 42%-48%)
is attributed primarily to the obvious difference in the EVA
color between the two samples.
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Figure 3. The wavelength dependence of the absolute
quantum efficiency (i.e., spectral response) determined
for (a) a Type | cell exposed to RS-4 UV light at 85°C +
2°C for 198 days that produced a uniform brown EVA
over the entire cell (curves 1-5), and (b) smali-area
grating quantum efficiency (QE) measured without light
and voltage bias for a Type Il cell (as shown in Fig. 4)
that exhibits brown EVA in the central region (curve 1)
and clear EVA in the perimeter around the brown region
(curve 2). A light beam of ~1-mm x 2-mm in size was
used in the grating QE measurements between two
gridlines on the cell.




CONCLUSION

We have shown that several non-invasive, non-
destructive analytical methods can be conveniently
applied to characterize quantitatively the optical effect of
EVA browning on PV cell efficiency. However, a good
correlation among alf of these spectroscopic and I-V/QE
results still requires a more systematic study with a
greater number of PV cells and EVA/glass laminates that
are prepared through careful experimental design. Work
in this area is now in progress at NREL.

——o cm

Figure 4. Scanning {aser OBIC maps of the photocurrent
responses for a Type i cell in Fig. 3b; {top) a “blue” scan
with a 488-nm Ar laser beam, and (bottom) a “red” scan
with a 633-nm He-Ne laser beam. The shaded areas in
the central regions of the figures indicate the brown EVA.
The horizontal white lines at 0 %QE indicate the positions
of the line scan and the curves indicate the corresponding
photocurrent with the OBIC response scales on the left.
The QE% in the scanning laser OBIC was corrected with
a monocrystalline-Si reference solar cell.
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THERMAL PROCESSING OF EVA ENCAPSULANTS
AND EFFECTS OF FORMULATION ADDITIVES
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National Renewable Energy Laboratory
Golden, Colorado

ABSTRACT

We investigated the in-situ processing temperatures
and effects of various formulation additives on the
formation of ultraviolet (UV) excitable chromophores in
the thermal lamination and curing of ethylene-vinyl acetate
(EVA) encapsulants. A programmable, microprocessor-
controlied, double-bag vacuum laminator was used to
study two commercial as-formulated EVA ﬁlmsmA991 8P
and 15295P, and solution-cast films of Elvax " (EVX)
impregnated with various curing agents and antioxidants.
The results show that the actual measured temperatures
of EVA lagged significantly behind the programmed
profiles for the heating elements and were affected by the
total thermal mass loaded inside the taminator chamber.
The antioxidant Naugard P™ used in the two commercial
EVA formulations, greatly enhances the formation of UV-
excitable, short chromophores upon curing, whereas
other tested antioxidants show little effect. A new curing
agent chosen specifically for the EVA formulation
modification produces little or no effect on chromophore
formation, no bubbling problems in the glass/EVX/glass
laminates, and a gel content of ~80% when cured at
programmed 155°C for 4 min. Also demonstrated is the
greater discoloring effect with higher concentrations of
curing-generated chromophores.

INTRODUCTION

EVA copolymer encapsulant is widely used for the
encapsulation of crystalline silicon (Si) and some thin film
photovoltaic (PV) modules. Two commercial formulations
are available: EVA A9918 using a siow-curing agent Lupersol
101™ (L-101) and EVA 15285 using a fast-curing agent
Lupersol TBEC™ (L-TBEC) with or without adding a primer
(P). Specific processing conditions, i.e., temperature, time,
and pressure, are not readily known because they are
considered proprietary information by PV manufacturers. The
two EVA formulations have been confirmed to tum yellow to
brown as a result of photothermal degradation in the field or
accelerated exposure in the laboratory [1-4). EVA browning
can reduce PV module efficiency because of decreased light
transmittance [3,4]. Both of the formulation additives and
curing-generated chromophores contribute to EVA
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discoloration [2]. In addition, if not carefully processed,
EVA 15295 has a tendency to generate bubbles in modules
during encapsulation because of thermal decomposition of L-
TBEC to produce CO; and other gaseous organics at the
curing temperatures.

This work is part of our continuing effort to improve
the photostability of EVA with modified formulations [5).
The purposes of this work are to (1) investigate and
monitor in-situ the actual temperatures of the EVA film
and the heating elements in the laminator chamber
during the thermal lamination and curing processes, (2)
determine the thermal and chemical factors that affect
formation of chromophores in curing the EVA films, and
(3) determine the usefulness of the new additives used—a
curing agent and antioxidants in particular—in the
improved EVA formulations that achieve simultaneously
faster curing, no bubbling problems, and minimum
formation of UV-excitable chromophores. We also
demonstrated experimentally the discoloring effect of
curing-generated chromophore concentration.

EXPERIMENTAL

Extruded films of as-formulated, commercial EVA
A9918P and 15285P were provided by vendors. Solution-
cast films were prepared by drying in Petri dishes ~40 ml
of cyclohexane or tetrahydrofuran solutions of Du Pont's
Elvax™ (EVX) at a concentration of 50 mg/ml that were
addeded with predetermined concentrations of various
curing agents and stabilizers. The films were
laminated/cured between two soda lime glass microslides
or borosilicate slides using programmed temperature-
pressure-time profiles on a custom-built, lab-scale,
microprocessor-controfled, programmable, double-bag
vacuum laminator. Sturdy aluminum spacer frames and
plates were used to allow good control of the cured EVA
layer thickness. Several thermocouples were installed to
control and monitor in-situ the temperatures of the
heating elements, heating rates, and EVA laminates
inside the chamber. Emphasis was placed on fast-curing
to reduce the PV encapsulation time. All laminates were
analyzed for fluorescence characteristics with a SPEX
Fluorolog-l spectrofluorophotometer {6,7] and some for’
their gel content. To demonstrate the discoloring effect of
curing-generated chromophores, one set of samples
containing increased concentrations of both the UV light




stabilizer, Tinuvin 770™ (7-770), and the antioxidant,
Naugard P (Na-P), was exposed to enhanced UV light
from an Oriel 1-kW Xe solar simulator at a black panel
temperature (BPT) of 44°C + 2°C for over 1500 h.

RESULTS AND DISCUSSION

l. In-situ monitored EVA temperatures during
lamination and curing processes

Figure 1a shows the typical temperature-time
profiles programmed for the heating elements and used
for processing the slow-cure and fast-cure EVA in this
work to study the chromophore formation at various
temperatures. The vacuum-pressure controls were “built-
in” in the programs and were activated when certain
temperature-time set points were reached. However, the
temperature-time profiles can be altered easily so that the
lamination and curing steps are done in a "one-step, high
temperature” manner to reduce the processing time. The
actual temperatures monitored for the heating elements,
EVA 15295P, and EVA A9918P are shown in Figs. 1b
and 1c, respectively. The results show that the actual
EVA temperatures lagged significantly behind the
programmed _profiles for the heating elements. The
thermal lagging was noticeably affected further by total
thermal mass loaded inside the laminator chamber.
Furthermore, in fast curing the EVA temperatures barely
reached the programmed set point (Fig. 1b), whereas in
slow curing the EVA temperatures exceeded the set point
significantly (Fig. 1c). The consequence of a lagging or
uncertainty in curing temperature is a lack of precise
control of temperature for producing the desired gel
content in the EVA laminates. A minimum gei content of
~70% is required to provide sufficient mechanical
strength to support the solar cells in a PV module.

Il. Effect of antioxidants and curing agents on the
formation of chromophores by curing

The effect of the antioxidant Naugard P (Na-P) on
increasing the formation of chromophores was verified for
the first time in this study. Na-P is used in both A9918P
and 15295P EVA formulations. The results of
flucrescence analysis seen in Fig. 2a show that a large
increase in the chromophore concentration was observed
for the EVX films cured with L-101 in the presence of Na-
P (curves 1/A vs. 3/C). Without Na-P, the EVX films
cured with a curing agent or “pseudo-cured” under
conditions as if with L-101 (curves 2/B) show little change
in the chromophore concentrations. Similar results are
obtained for the EVX films cured with Lupersol TBEC as
shown in Fig. 2b (curves 1/A vs. 4/D). Accordingly, curing
of the two commercial EVA formulations in the presence
of Na-P will inevitably increase the concentration of UV-
excitable chromophores, which can lead to enhanced
Norrish degradation reactions [4,8].

in principle, greater polymer photostability can be
realized if the concentrations of degradation-inducing
chromophores can be minimized [8]. We have identified
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Figure 1. (a) Programmed temperature-time profiles for
fast-cure EVA 15285 formulation using Lupersol TBEC
{L-TBEC) and siow-cure EVA A9918 formulation using
Lupersol 101 (L-107). The temperatures are programmed
for the heating elements in the vacuum laminator. The
vacuum-pressure controls are “built-in” to the programs
and are activated automatically at certain temperature-
time set points. (b) The in-situ monitored actual
temperature-time profiles for the heating elements and
EVA 15295 laminates. (c) Same as (b) but for EVA
A9818. ’
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a fast-curing agent that performs better than L-TBEC and
a number of antioxidants that are better than Na-P with
results illustrated in Figs. 2b and 2c. Figure 2b (curves
6/F) shows that very low chromophore concentration was
present in the films laminated at 80°C (no curing yet). But
as mentioned above, the presence of Na-P in fast-curing
with L-TBEC or a new curing agent (labeled as *L-X"
here) greatly increased the concentration of UV-excitable
chromophores (curves 1/A and 2/B). The chromophore
concentration decreased noticeably when Na-P was
replaced by a new antioxidant AO-1 (curves 3/C). In the
absence of Na-P, L-TBEC produced somewhat higher
concentration of the chromophores than L-X (curves 4/D
vs. 5/E). Figure 2¢ shows that, as compared to the plain
EVX films, the L-X curing agent and other chosen
antioxidants (labeled as AO-2, -3, and -4) have a minimal
effect on chromophore formation. In addition, L-X and the
antioxidants (AO-1, 2, 3, and 4), chosen specifically for
modifying the EVA formulations, do not cause bubbling
problems in the glass/EVX/glass laminates and gave a
gel content of ~80% when cured at programmed 155°C
for 4 min. Bubbling problems are well known when using
L-TBEC in the EVA 15295 as are frequently encountered
by PV manufacturers.

. Discoloring effect of curing-generated
chromophores at high concentrations

The effect of a high concentration of curing-
generated chromophores on the discoloration of cured
EVX laminates is demonstrated in Fig. 3, where a set of
samples that contained increasingly greater amounts of
Na-P and T-770 were exposed to enhanced UV light. The
two additives were maintained at a fixed molar ratio. Fig.
3a shows the fluorescence excitation and emission
spectra for the samples before UV exposure, and Fig. 3b
shows the spectra after 1104 h of exposure. Figure 3¢
shows the net change in yeliowness index (Y/) for the
samples as a function of exposure time. The discoloration
rate is greater for the samples with higher chromophore
concentrations produced from curing. On the other hand,
results from previous study indicate that high
concentration of T-770 can facilitate photodecomposition
of the UV absorber, Cyasorb UV 531™ [{S]. Thus, the
contribution of T-770 at higher concentrations in Fig. 3 to
the EVA discoloration remains to be determined.

CONCLUSION

By processing EVA between glass slides, we have
shown that processing EVA during simulated
encapsulation of PV cells can be adversely affected by a
lagging laminator temperature and uncertainty in
temperature control. The effect of antioxidant Naugard P
on forming and increasing the concentration of UV-
excitable chromophores upon curing is verified for the
first time. We found that the concentrations of curing-
generated, UV-excitable chromophores can be reduced
significantly by using curing agent and antioxidants other
than those used in the the current commercial EVA
formulations. We also showed that the chromophores at
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Figure 2. Fluorescence excitation and emission spectra
(a) for cured EVX films that were prelaminated at 120°C
for 10 min; (1, A): EVX added Naugard P (Na-P) and
cured with L-101; (2, B). EVX cured with L-101; and(3,
C). plain EVX but “pseudo-cured” as if with L-101; (b)

" laminated and cured EVX films impregnated with curing
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agents L-TBEC and L-X (see text) with or without
antioxidant Na-P or AO-1, before and after curing at
programmed 155°C for 4 min to 6 min; and (c) laminated
and cured EVX films with or without the curing agent L-X
and antioxidants, AO-2, -3, and -4. The spectra are not
subtracted from those of microslide.
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Figure 3. Fluorescence excitation and emission spectra
for (a) as-cured EVX films laminated between two

borosilicate slides and (b) UV-exposed at BPT=44 °C =

2°C for 1104 h. The EVX films were impregnated with
increasing concentrations of both Tinuvin 770 and
Naugard P from sample 1 to 5 at a fixed molar ratio, as
indicated in the figure, and cured with 1.25 wt% L-TBEC.
{c) Net change in yellowness index (Y/) measured as a
function of UV exposure time for the set of samples.

higher concentrations can induce a higher discoloration
rate.
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ABSTRACT

Interaction between chemical bath deposited
CdS and ZnO window layers are a focus of this paper. Low
temperature anneals were used to follow the changes at
the interface. Optical absorption spectra show that CdS
and ZnO intermix upon annealing. When applied to
ZnO/CdS/ CulnGaSe, thin film solar cells, changes in the
short and long wavelength response were observed. The
latter is attributed to an increase in the energy gap of the
absorber by diffusion of S. The interdiffusion is shown to
increase the short wavelength collection, and hence the
current density of the devices. Photoluminescence data
provides some indication of the quality of the interface.

INTRODUCTION

Thin film solar cells based on CulnSe, and its
alloys with Ga and S have demonstrated excellent
efficiencies in the laboratory scale. In our laboratory, a
17.7% efficiency device based on CulnGaSe, absorber
has been recently demonstrated [1]. The devices are
fabricated by depositing a thin layer of CdS by chemical
bath deposition (CBD), followed by a bilayer of sputtered
Zn0. The first layer adjacent to the CdS is typically 50 nm
thick, and it is sputtered in a slight oxygen partial pressure
using an undoped ZnO target to a resistivity of 10-50 Q-
cm. The second layer is subsequently deposited from an
alumina doped ZnO target in pure argon atmosphere to
produce a conductive, transparent contact. Typical
thickness and resistivity of this layer are 350 nm and 5 x
10™ Q-cm, respectively.

Much attention has been paid to the reaction
chemistries and the absorber formation via different
routes, but there has not been a similar dedicated effort in
the junction area. There are many fundamental questions

. that demand attention. For example, the reactive nature of

the chemical bath and the possibility of an intermediate
compound formation during the CBD has been suggested,
but it requires more serious incorporation into modeling
and in explaining the observed heterojunction phenomena.
Chemically grown CdS is known to exhibit a mixture of
cubic and hexagonal phases [2]. The crystal structure of
the CdS and the consequence of a lattice mismatch
between CdS and ZnO is an important issue. There is a
significant difference in the lattice constants between ZnO

and CdS. For the wurtzite form, a=4.14 A and 3.25 A; and
c=6.72 A and 5.2 A for CdS and ZnO, respectively. For
the cubic CdS, a = 5.82 A. Although the polycrystalline
nature of the interfaces involved will relax the lattice
mismatch to some extent, the implications cannot be
dismissed outright. Given the compatibility of crystal
structures and chemical nature of the CdS and ZnO, the
two can be expected to react, forming solid solutions.
Finally, the use of a highfiow resistivity ZnO combination
and its effect on the device performance has not been
thoroughly studied. '

In this paper, we have attempted to study the
interaction between the CBD CdS and the ZnO deposited
on glass and on CulnGaSe, thin films. We have used a set
of annealing conditions to identify the changes that take
place. Opftical absorption, device cutrent-voitage and
spectral response measurements have been used to
study the effect of heat treatment on solar cell properties.

EXPERIMENTAL

The CulnGaSe, thin films used in this study were
prepared by elemental coevaporation by the method
described previously [3]. The substrates were soda lime
silicate glass onto which a 1 pm thick Mo had been sputter
deposited. The Ga/(Ga+In) ratic was 0.28-0.3. The films
were specular and free of defects. CdS was grown to a
thickness of 50 nm by the reaction of CdSO, and thiourea
in an ammoniacal bath. The bath composition was 0.0015
M CdSO,, 1.5 M NH,OH and 0.15M thiourea. Thiourea was
added when the bath temperature was 40'C, and the
reaction proceeded as the temperature rose to 70°C in
about 5 min. This allowed the deposition of about 50 nm
thick CdS layer. Clean borosilicate glass substrates
(Coming 7059) were also used for depositing the CdS for
optical absorption experiments. For all the standard
device data, the CdS coated CuinGaSe, fiims were
annealed at 200°C for 2 min. in air. The standard procedure
for ZnO deposition, described above, was modified for the
purposes of the experiments performed here. in many
cases, the samples were brought out of the sputter
system after only the undoped ZnO had been deposited.
They were annealed at different conditions, and the doped
ZnO layer was deposited subsequently to fabricate
devices. The intention here was to minimize the increase
in sheet resistance of the conductive ZnO Iayer,

107




described below.

First, we examine the effect of heat treatments
on the CdS/ZnO structures on glass. The CdS was
deposited in the usual manner, and a ZnO bilayer was
sputtered onto the CdS layer. Optical reflectance and
transmittance data were taken in the wavelength range
300-1300 nm at every stage of the heat treatment.
Absorption was deduced from the measured reflectance
and transmittance data. Sheet resistance of the ZnO layer
was aiso measured. We expect the current flow to be
confined mainly to the conductive ZnO layer because the
undoped ZnO and the CdS layers are more resistive. An
increase in sheet resistance of the structure was
observed upon heating at modest temperatures and short
durations. The as deposited sample had a sheet
resistance of 18 Q/sq, and this quickly increased to about
60 Q/sq after 2 min. anneal in air at 200°C, and to about
100 QV/sq after a 2 min. anneal at 250°C. This increase was
also observed for anneals in argon, and this points to a
thermal rather than oxygen related phenomenon. ldentical
ZnO bilayers on giass, annealed under the same
conditions, did not exhibit any change in sheet resistance
The resistance increase is attributed to a compensation of
the donors in the ZnO:Al layer by an element or species
diffusing from below. This is likely to be sulfur from the
CdS, but no confirmation has been obtained.

Optical spectra (see Figure 1) show that there is
a significant reduction in the absorption due to the
anneals. In this spectral region, ZnO is non-absorbing,

—o— As Dep
-8~ 200C/2'/Air
—A— 200C/5'Ar
—— 250 C/2YAir

N

o e | W Y i ik wd § o 1

360 400 440 480 520 560 600

Absorption (1-R-T)

LA SRS AER AR RI NI NAMASS RANE ] 'v"luwvu
1
A N A A R E e e e T

I

Wavelength (nm)
Fig. 1. Optical absorption of glass/CdS/ZnO structures
annealed at different conditions.

and the CdS is strongly absorbing. A reduction in the
absomtion can be explained by the formation of an

intermediate layer between CdS and ZnO that is of an
energy gap higher than that of CdS. The candidate
materials are Cd,,Zn,S and ZnO,, S,, the exact nature of
which was not determined in this study. Nevertheless, it is

reasonable to argue that the heat treatment causes an
intermixing between CdS and ZnO, with a possibility of a
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Fig. 2. Spectral response of 2Zn0O/CdS/CuinGaSe,
devices. Heat treatments were made after the undoped
ZnO was deposited.

reduced CdS thickness. If this effect can be used in a
Zn0O/CdS/CulnGaSe, solar cell, it is likely to demonstrate
a better short wavelength response.

Fig. 2. shows the spectral response of two
ZnO/CdS/CuinGaSe, celis fabricated on absorbers
prepared in the same run but from different parts of the
substrate. They were annealed differently following the
undoped ZnO deposition. Open circles correspond to the
case where the ZnO bilayer was deposited on the CdS and
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Fig. 3. Spectral response of a ZnO/CdS/CuinGaSe, device
at various stages of anneal.

no further heat treatment was given. Open squares




represent a device where the undoped ZnO was deposited
on the CdS, the sample was heat treated at 250°C for 2
min., followed by the deposition of ZnO:Al. We find that the
blue response of the heat treated device is significantly
improved. The gain in the current density was estimated to
be 1.2 mA.cm?. Also, the long wavelength edge of this
device has moved to shorter wavelengths, indicating an
increase in the bandgap of the absorber itself. This is
possibly caused by the diffusion of sulfur into the
absorber. Ga diffusion to the surface of the absorber,
another possibility that can account for the bandgap
increase, is considered unlikely due to the low
temperatures and short times involved in the heat
treatments.

Fig. 3. shows the spectral response of the same
device that was subjected to repeated anneals. Major
changes are observed for a prolonged anneal at 250°C.
The long wavelength edge moves to shorter wavelengths
or higher energies, an effect similar to that shown in Fig. 2.
The improvement in the short wavelength region is also
evident. More interesting is the gain in the spectral
response in the visible region which enhances the
collection to near unity. This can be attributed to the
reduction of recombination in the junction/ depletion region
by affording better passivation. 1t is conceivable that, in
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Fig. 4. Spectral response of 2ZnO/CdS/CuinGaSe,
devices. Heat treatments were made after the undoped
Zn0 was deposited.

addition to interdiffusion between CdS and ZnO,
significant changes can occur at the CdS/CuinGaSe,
interface.

Figs. 4 and 5 show the spectral response and
current voltage characteristics of four devices where the
CuinGaSe,/CdS/ZnO structures were annealed at
different temperatures following the undoped 2ZnO
deposition. In all but the 250°C anneal, we find that the
response peaks around the CdS bandgap value, and it
tails off in the red region. The corresponding device

similar explanation is

parameters are poor, ranging from 5%-9%, characterized
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Fig. 5. lliuminated |-V curves for the devices shown in Fig.
4,

by low voltages and poor fill factors. There appears to be a
voltage dependent collection loss, as evidenced by the
soft I-V in the forward bias region.

Modeling efforts [4,5] have shown that surface
and interface states can have a profound influence on the
diode characteristics. In particular, the addition of trap
states in the CdS and acceptor like states at the CdS/ZnO
interfaces are shown to produce anomalous |-V curves. A
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Fig. 6. PL emission spectra of devices shown in Fig. 4.

invoked here, although the
mechanisms may be quite different. The 250°C anneal
seems to have annealed out the interface states, as
inferred from the |-V curve (14.8% efficiency) and the
panchromatic spectral response.

Photoluminescence (PL) spectra taken at room
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temperature for the four devices are shown in Fig. 6. The
most noticeable difference is the higher intensity of the
higher efficiency devices. There are two peaks observed
in the low energy side of the main peak. The peaks on the
lower energy side (lower wavenumbers) have been
assigned to donor-acceptor pair transitions [6]. There
appears to be a shift in some of the peak positions as well,
but we have not attempted a deconvolution of the spectra.
A detailed publication on this subject will be forthcoming.

CONCLUSIONS

We have shown that modest heat treatments to
CdS/Zn0O structures produces significant changes in the
optical and electrical properties. A reduction in the CdS
related absorption points to the formation of an
interdiffused region with a wider band gap. This effect
translates, rather beneficially, to ZnO/CdS/CulnGaSe,
thin film cells where the short wavelength response is
improved. The bandgap of the absorber is also increased
as a result of the heat treatment, and we speculate that
the diffusion of sulfur in the CulnGaSe, could be the
cause. A wide range of current-voltage and spectral
response behaviors are observed that can be accounted
for by invoking bulk and/or interface states. PL spectra
show an approximate correlation between device
efficiency and the PL intensity.
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ABSTRACT

The presence of oxygen during close-spaced
sublimation (CSS) of CdTe has been previously reported to
be essential for high-efficiency CdS/CdTe solar cells
because it increases the acceptor density in the absorber.
We find that the presence of oxygen during CSS increases
the nucleation site density of CdTe, thus decreasing
pinhole density and grain size. Photoluminescence
showed that oxygen decreases material quality in the bulk
of the CdTe film, but positively impacts the critical
CdS/CdTe interface. Through device characterization we
were unable to verify an increase in acceptor density with
increased oxygen. These results, along with the
achievement of high-efficiency cells (13% AM1.5) without
the use of oxygen, led us to conclude that the use of
oxygen during CSS deposition of CdTe can be useful but is
not essential.

INTRODUCTION

CdS/CdTe solar cells are notable contenders in the
race for inexpensive, high-efficiency photovoitaics {1].
The breakthrough that created much of the current
interest in n-CdS/p-CdTe thin-film cells was the use of
oxygen ambient during close-spaced sublimation (CSS) of
CdTe by researchers at Eastman Kodak. Through this
innovation, they were able to break the 10% efficiency
barrier for thin-film CdTe solar cells [2]. The use of oxygen
during CSS deposition of CdTe culminated at the
University of South Florida with a 15.8% cell, the current
worid record for CdTe celis [3,4].

To date, research on oxygen ambient has focused on
its effect as a dopant. It has been reported that oxygen is
essential to high-efficiency cells because it increases the
acceptor density in the CdTe absorber thus preventing
buried homojunction formation [5-8]. Such junctions have
low photon collection due to the high absorption
coefficient of CdTe.

The presence of oxygen during deposition has some
disadvantages. Depositions in an oxygen ambient cause
CdTe sources to non-uniformly oxidize, reducing the
source flux {9]. Additionally, oxygen can cause surface
features of 0.5 to 10 um in height on the CdTe film, most
likely through ejection of particies from the source material
[9]. These effects can reduce device efficiency and run-
to-run reproducibility, which could present problems for
high-volume manufacturing.

1M1

Because the use of oxygen has disadvantages, we
were led to the questions, “ What is role of oxygen in CSS
CdTe cells, and is it truly essential?” in this paper we
describe some effects of oxygen other than doping. We
also report high-efficiency CdS/CdTe solar celis made
without oxygen in any stage of production and present a
plausible alternative to the theory that oxygen acts as an
acceptor in CSS-deposited CdTe.

EXPERIMENTAL DESCRIPTION

Solar cells were fabricated with a superstrate
structure consisting, in most cases, of the foliowing
layers: glass/SnO,/CdS/CdTe/back contact material
{HgTe:Cu-doped graphite or multilayer metal). The
substrate used for the majority of experiments was
Corning 7059 giass, with a SnO, layer (Solarex) serving as
the transparent front contact. A thin (600-1200 A) CdS
layer was applied by chemical bath deposition [9] and then
annealed at 400°C in 30 torr H, for 15 minutes. CSS
deposition of the CdTe was accomplished by placing a
CdTe source plate in close proximity (2-6 mm) to the
substrate. The source was heated to 630°-680°C and the
substrate to 500°-620°C. This arrangement causes Cd
and Te to sublime from the source and diffuse to the
substrate. The ambient used during CdTe deposition was
a mixture of O, and He, with O, partial pressures of 0-24
torr and He partial pressures of 0-45 torr.

A post-deposition anneal was performed on most of
the samples by soaking in CdCl, dissolved in MeOH, then
annealing at 400°C for 40 minutes in a He or a He+QO,
ambient. A back contact was then applied. Additional
details of processing CdS/CdTe cells by this method can
be found in other publications [9].

Source and substrate temperature control for the
CdTe deposition was accomplished by heating -graphite
susceptors with quartz-halogen lamps. We have
previously reported that the graphite susceptors that have
typically been used for CSS deposition (Poco Graphite
DFP-3-2) can react with oxygen in the deposition chamber
at a high enough rate to convert a large portion of the
oxygen to CO and CO, [9]. The rate of reaction depends
on the condition of the graphite susceptors and can
change with use. The graphite susceptors used in the
experiments for this paper had a pyrolytic graphite coating
(Fabmate® from Poco Graphite) that reduced the reaction
of the ambient oxygen with the susceptors to a negligible
amount, thus providing a constant and reproducible
ambient.




RESULTS
Nucleation and Growth

We determined that oxygen increases CdTe
nucleation site density, based on the following evidence:

1. Decreased grain size and reduced faceting of
CdTe films grown on CdS with oxygen ambient.

2. Improved CdTe coverage of bare glass and SnQ,
substrates with oxygen ambient.

3. Decreased pinhole density of CdTe films grown on
CdS in oxygen ambient or on oxidized CdS films.

Grain size tends to scale with film thickness, and the
presence of oxygen decreases the sublimation rate from
the source; therefore, it was necessary to adjust
deposition parameters to achieve similar film thicknesses
to legitimately determine the effect of oxygen on grain size
and faceting. Figures 1a and 1b are scanning electron
micrographs of two films grown using deposition time to
achieve similar CdTe thicknesses. The film grown in
oxygen clearly has smaller, less-faceted grains.

Fig. 1a. CdTe film grown in 15 torr He
(source = 640°C, substrate = 600°C, separation = 2 mm,
deposition time = 1 minute; film is 4.3 um thick).

Fig. 1b. CdTe film grown in 2 torr O, and 13 torr He
(source = 640°C, substrate = 600°C, separation = 2 mm,
deposition time = 5 minutes; film is 4.8 um thick).

The trend of smaller, less-faceted grains with
increasing O, partial pressure during deposition also holds
when the adjustment to achieve similar thickness is done
with source temperature or with source/substrate
separation.

The ability of oxygen to improve initiation of CdTe
growth on bare glass and SnO,-coated glass is clear. At
high substrate temperatures, attempts to deposit CdTe on
bare borosilicate glass in the absence of oxygen resuit in
incomplete coverage. To achieve full coverage without
oxygen, the substrate temperature must be well below
500°C (low temperature also increases nucleation site
density). We found that high levels of oxygen (greater
than 4 torr) are capable of producing complete CdTe
coverage on bare glass at 600°C. The improvement of
nucleation with oxygen is not as dramatic on SnQ, as it is
on bare glass, but it is still evident.

The tendency of oxygen to suppress pinholes can be
witnessed by backlighting films with a strong, small light
(e.g., a fiber-optic light source). We found that films grown
in the absence of oxygen had to be very thick (10-20 um)
to prevent pinholes, whereas films grown in 0.5 to 2 torr
oxygen couid be free of pinholes at less than 3 um.

We also found that oxidized CdS can suppress
pinhole formation. A CdTe film was grown in the absence
of oxygen on a CdS film that had been oxidized at 600°C in
1 torr oxygen for 20 seconds. This CdTe film had fewer
pinholes than a film grown under similar circumstances
without the prior oxidation of the CdS film. This result
provides evidence that the effect of oxygen at the location
of growth, and not changes in vapor constituents from
source oxidation, is the cause of increased nucleation
attributed to the presence of oxygen.

Material Quality As Determined by PL

Through its effect on nucleation, grain size, and
defect chemistry, oxygen ambient also affects the
minority carrier lifetime in CdTe. We used time-resolved
photoluminescence (PL) and PL spectroscopy to probe
CdS/CdTe sampies made at a range of oxygen partial
pressures. Laser excitation at 600 nm allowed us to
selectively probe within 1 um of the surface from either the
front (i.e., the CdS/CdTe side) or the back (i.e., the CdTe
side) of the cell.

Our measurements indicate that, for as-deposited
films, the bulk CdTe (near the back of the cell) is higher
quality when growth takes place in the absence of oxygen,
as evidenced by lower non-radiative recombination. We
took the PL intensity (which indicates the radiative
recombination) as a measure of material quality. Figure 2
shows the inverse relationship of the relative PL intensity
for as-deposited bulk CdTe to the oxygen partial pressure
during growth. In contrast, the intermixed CdS,Te,, near
the CdS/CdTe junction has improved quality with
increasing oxygen. Figure 2 shows the direct relationship
of the relative PL intensity from the CdS/CdTe interface to
the oxygen partial pressure during growth.
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Fig. 2. Relative PL intensity of as-deposited CdTe on
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interface. “Back” indicates illumination of the CdTe side.

Like the as-deposited fiims, films treated by a CdCl,
anneal showed decreased PL intensity with increasing O,
for the bulk CdTe. For the CdS/CdTe side, a relationship
between O, partial pressure and PL intensity after the
CdCl, anneal was not evident; however, the PL intensity
did increase to an average of 5000 (arbitrary units).

The peak wavelength of the photoluminescence aiso
exhibited a dependence on oxygen partial pressure for as-
deposited fiims. Increasing oxygen shifted the PL peak
from 853 nm to 850 nm.

Doping

Device characterization has not as yet corroborated
the assertion, made in literature, that oxygen increases
the acceptor density in CdTe. Our Capacitance-Voltage
(CV) measurements have not shown a correlation between
oxygen partial pressure during deposition and doping in
the absorber. In addition, electron-beam-induced current
(EBIC) and quantum efficiency (QE) measurements were
not as conclusive regarding the correlation between the
buried homojunction formation and reduced oxygen partial
pressure as has been previously reported. Of the many
cells that we have fabricated without oxygen, only a few
exhibited the deeply buried junction phenomenon
described in literature, as evidenced by a QE showing
significantly lower collection of 650-nm light relative to the
collection of 800-nm light.

EBIC line scans were performed on device cross-
sections. Using peak collection to indicate junction
location we have seen both shallow and deeply buried (> 1
pum} homojunctions in cells made without oxygen.
Variation of junction depth from shallow to deep was also
found within a given sample.

The most remarkable result concerning the doping
effects of oxygen was the ability to make high-efficiency
celis (13% AM1.5) without oxygen, thus countering the
contention that oxygen during CSS deposition of CdTe is
essential for high-efficiency cells. Many high-efficiency
cells were made by depositing CdTe films in the absence
of oxygen. These films were deposited to thicknesses of
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15 um to prevent pinholes, and the CdCl, anneal was done
in a He ambient. There is, of course, the possibility that
the previously reported benefit of increased acceptor
density has been replaced in these celis by some
unintended dopant.

CdTe is an efficient self-compensator, thus reducing
the likelihood that low-level unintended dopants would
have a large impact. Still, we performed several
experiments to reduce the likelihood that an unintended
dopant was present and was responsible for the shallow
junction depositions despite the absence of oxygen.

The majority of high-efficiency, no-oxygen depo-
sitions were done using source plates of polycrystalline
CdTe (99.999%, Johnson Matthey) on borosilicate glass
or SnO,-coated glass. To reduce the possibility of ben-
efits from the use of a source plate or unknown dopants in
the CdTe source material, we made a cell using high-purity
CdTe (99.99999%, Alfa Aesar) directly from sintered
powder. This cell, after application of a MgF anti-reflection
coating, had an AM1.5 efficiency of 13.0% (V. of 0.799 V,
J,. of 22.54 mA/em’®, FF of 70.84%), as verified by the
National Renewable Energy Laboratory.

To determine if the CdCl, dip/anneal step was doping
the absorber and preventing deep junction formation, we
made a cell without the CdCl, dip/anneal step and without
oxygen during deposition. This cell had an efficiency of
more than 6% and a QE indicative of a shallow junction.

To determine if the HgTe:Cu-doped graphite back
contact we normally use was doping the absorber and
preventing deep junction formation, we made a cell with a
back contact similar to that used in literature [7]. Using a
1:88:35 nitric acid / phosphoric acid / deionized water etch
followed by a deionized water rinse, then room temp-
erature sputter deposition of 0.6 um Ni on a film deposited
without oxygen produced a cell with an efficiency of 9.7%.

These results indicate that high-efficiency cells are
possible without extrinsic doping of the absorber. The
ability of CdTe to self-compensate and its tendency to
grow slightly p-type under some growth conditions support
this possibility.

Interaction with Substrate

The characteristics of the CdS layer appear to have a
large impact on the CdTe growth in the absence of oxygen.
On some of the SnO,-coated glass substrates used in
these experiments, we deposited a thin layer (500-3000 A)
of not-intentionally doped tin oxide by sputtering in an
O,/Ar ambient. Historically, this layer is added to increase
the open-circuit voltage (V,), with one possible
explanation of its value being that it introduces a finite
resistance in any shunt paths (pinholes), thus reducing
their degradation of V... Although our studies have shown
this layer to have marginal effect (+ or -) on cells deposited
with oxygen ambient, this layer has a stark detrimental
effect on celis made without oxygen. CdTe films made
using substrates with this “intrinsic® SnO, layer (thus,
glass/Sn0,/i-SnO,/CdS/CdTe) tend to have pinholes,




reduced adhesion to the substrate, and a higher
CdS/CdTe defect density as evidenced by PL
measurements. These films also tend to produce low-
efficiency devices. One intriguing explanation could be a
strong dependence of growth and interdiffusion
characteristics for different CdS fims, where those
differences are caused by differences in CdS nucleation
for different substrates.

We also found that oxidation of the CdS on these
substrates prior to CdTe deposition not only decreased
the pinhole density, but allowed cells with greater than
10% efficiency to be produced without oxygen during the
CdTe deposition.

DISCUSSION

The nucleation and growth effects described in this
paper have profound implications for solar cells.
Decreased grain size will tend to increase recombination in
the bulk of the CdTe; however, this negative effect could
be outweighed by the benefits of reduced pinhole density
and better coverage with thin films. The effect of oxygen
on growth also impacts the most critical region of the cell,
the CdS/CdTe interface. This concept, that oxygen can
benefit the CdS/CdTe interface while reducing the quality
of the bulk CdTe, was corroborated by the PL
measurements and substrate interaction effects
described in this paper.

What remains a question is whether or not oxygen
acts as a dopant in CSS CdTe. Oxygen has previously
been shown to compensate donors in CdTe deposited by a
variety of methods [9]. However, prior to the ground-
breaking work at Kodak, oxygen was not known to act as
an acceptor in CdTe. The conclusion that oxygen acted
as an acceptor in CSS CdTe was based primarily on device
characterization [5}, principally EBIC, QE, and CV. More
fundamental studies were less conclusive. PL
investigation of CSS CdTe showed no additional shallow
acceptor level when illumination was from the CdTe side of
the device [B]. Characterization of films on bare glass
showed a carrier concentration of less than 3 x 102 cm™
with an oxygen concentration of 10'°-10® ¢cm™ [6].

The conclusion that oxygen was essential because it
acts as an acceptor in CSS CdTe was thus based primarily
on device results. The devices we produced for this paper
exhibited very different characteristics. For our cells,
oxygen was not essential for producing high-efficiency
cells, but was still useful for its effect on nucieation.

From the above results it appears plausible that
oxygen does not act as an acceptor in CdTe, but instead,
as a reactive gas that can alter the deposition conditions
in a favorable manner. Thus, if the desired conditions can
be achieved by means other than oxygen, such as
through control of the characteristics of the CdS, then
high-efficiency cells might be achieved reproducibly
without the disadvantages, such as irreproducibility and
material waste from source oxidation, that oxygen ambient
during growth presents for high-volume manufacture.

CONCLUSION

We have described several effects of oxygen, most
notably the benefits of improved nucleation and improved
CdS/CdTe junction formation. We have also produced
high-efficiency devices without oxygen and proposed that
oxygen may not, in fact, act as acceptor in CSS CdTe. We
will continue study the effects of oxygen with the intent of
developing fabrication techniques that can provide the
benefits attributed to oxygen without the manufacturing
problems associated with its use.
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ABSTRACT

In this paper we demonstrate that nanoparticulate
precursors coupled with spray deposition offers an
attractive route into electronic materials with improved
smoothness, density, and lower processing temperatures.
Employing a metathesis approach, cadmium iodide was
reacted with sodium telluride in methanol solvent, resulting
in the formation of soluble Nal and insoluble CdTe
nanoparticles.  After appropriate chemical workup,
methanol-capped CdTe colloids were isolated. CdTe thin
film formation was achieved by spray depositing the
nanoparticle colloids (25-75 A diameter) onto substrates
at elevated temperatures (T = 280-440°C) with no further
thermal treatment. These films were characterized by x-
ray diffraction (XRD), x-ray photoelectron spectroscopy
(XPS), and atomic force microscopy (AFM). Cubic CdTe
phase formation was observed by XRD, with a
contaminant oxide phase aiso detected. XPS analysis
showed that CdTe films produced by this one-step method
contained no Na or C and substantial O. AFM gave CdTe
grain sizes of ~0.1-0.3 um for film sprayed at 400°C. A
layer-by-layer film growth mechanism proposed for the
one-step spray deposition of nanoparticle precursors will
be discussed.

INTRODUCTION

CdTe represents one of a few polycrystalline thin film
photovoitaic technologies presently being investigated by
industry for terrestrial solar cell application. With a
bandgap energy (1.5 eV) that nearly matches the solar
spectrum, CdTe-based solar cell efficiencies as high as
15.8% have been reported for small area celis (1.08 cm2)
{1). Nearly all thin film CdTe solar cells are composed of a
multifayer structure with a p-type CdTe/n-type CdS
heterojunction as the active part of the device.

There have been relatively few reports of spray
pyrolysis of CdTe solar cells [2-4]. In 1981, Serreze et al.
fabricated a very small area (2.4 mm2) CdTe/CdS solar cell
with an efficiency of 4.0% [2]. This was the first
documentation of a CdTe/CdS solar cell where the CdTe
layer was deposited by spray deposition. Subsequently,
researchers at Photon Energy Inc. (now Golden Photon

Inc.) reported a 12.3% efficiency for small area (31.3 mm2)
spray deposited CdTe solar cells [3,4]. The fabrication of
larger CdTe solar cells by the same process produced
modules with active area (754 cm2) efficiencies up to 8.1%
and a 6.1 W power output {3,4]

The science of semiconductor nanoparticle materials
has developed rapidly over the past 10 years [5-8]. One
novel property associated with nanoparticles is a
reduction in melting point versus the bulk material.
Alivisatos et al. have provided transmission electron
microscopy selected area diffraction evidence that
semiconductor nanoparticles exhibit reduced melting
temperature with decreasing particle size [9].

The use of nanoparticle precursors for thin film spray
deposition might offer significant advantages over
conventional spray pyrolysis routes. As a consequence
of higher surface diffusivities [10] and reduced melting
temperatures, nanoparticle precursor routes potentially
offer the advantage of lower processing temperatures.
Beyond the inherent savings with respect to thermal
budget, decreased growth temperatures might also allow
the use of low-cost substrates such as soda-lime glass
while alleviating substrate outdiffusion and relieving
thermal stress. In addition, the improved packing during
deposition inherent with the small particle diameter can
produce smoother, denser films. This approach has the
potential to yield films similar in quality to those obtained
by vacuum techniques but without the expense and
complexity. ,

We have recently reported the spray deposition of
CdTe films using a nanoparticle CdTe colloid precursor
[11,12]. The reduced melting temperature associated with
nanoparticles was used in the reported studies with phase-
pure CdTe film development observed at temperatures as
fow as 240°C. These routes to CdTe films suffered from
substantial C contamination, likely due to the non-volatile
trioctyiphosphine (TOP) and/or trioctylphosphine oxide
(TOPO) nanoparticle surface capping agents. In this
report, we present the synthesis of methanol-capped CdTe
nanoparticles and the use of these nanoparticles as
precursors to CdTe thin film growth by spray deposition.
These CdTe thin films show a reduction in C contamination
versus the TOP/TOPO-capped precursors. We expect the
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technology presented in this manuscript to be transferable
directly to the CdTe solar cell device community.

EXPERIMENT

CdTe nanoparticle colloids were prepared by the
reaction of NagTe with Cdlo in methanol at -78°C by
modification of a literature preparation [13]. After
appropriate chemical workup, yields for this metathesis
reaction are typically greater than 90% [14]. Nanoparticle
characterization has been described elsewhere. We refer
to CdTe nanoparticles prepared via this route as
“methanol-capped” where “capped” refers to the bonding of
solvent and/or ligand molecules to the nanoparticle
surface. Prior to spray deposition, the nanoparticle
solution was loaded into a Paasche VL-Set™ airbrush and
" sonicated for 20 minutes to reduce agglomeration of the
nanoparticles. The solution was then transferred to the
Plas-Labs glove box and sprayed onto heated substrates

using nitrogen as a carrier gas. Corning 7059 glass
substrates were cleaned with Liguinox and rinsed with
distilled water prior to use.

Using a one-step method, the CdTe nanoparticle colloid
was sprayed onto substrates that were heated to relatively
high temperatures (Tdep = 280-440°C) with no further thermal
treatment. During deposition, the distance from the sprayer
nozzle to the substrate was adjusted such that initial
impingement of the colloid spray onto the heated substrate
led to wetting of the substrate followed by rapid evaporation
of the methanol solvent. Upon spraying too close to the
substrate, the ink tended to run giving poor film
morphologies. Spraying too far from the substrate provided
no film growth due to the low sticking coefficient due to
premature solvent evaporation. For these CdTe samples,
film growth occurs as the preformed CdTe nanoparticles,
upon interaction with the hot substrate, coalesce to form a
CdTe thin film. Processing conditions employed in this study
are summarized in Table 1.

Table 1. Processing Conditions and Characterization of Spray Deposited CdTe Thin Films.

Film ID Tdep XRD: XRD: XRD: AFM: AFM:
('C) phases FWHM  Grain Size Roughness Grain Size
_ ()2 (AP (A)° (A)d
280 280 cubic CdTe (broad) 1.70 50
350 350 cubic CdTe >> CdTes05 0.70 120
400 400 cubic CdTe > CdTesOs 0.45 200 437 60-300
440 440 cubic CdTe > CdTenOs 0.35 280

a: full-width at half-maximum of the (111) refiection; b: diameter calculated using the Scherrer equation;

¢: root mean square; d: grain size refers to diameter.
RESULTS AND DISCUSSION

Crystalline phase development of the CdTe films was
determined by XRD (Fig. 1). A significant increase of CdTe
crystallinity with increasing deposition temperature was
noted as follows: XRD full-width at half maximum (FWHM)
values for the (111) peak decrease from 1.7" for Film 280
(Tdep = 280°C) to 0.35" for Film 440 (Tdep = 440°C).
Applying the Scherrer equation to these FWHM values
gives grain sizes from 50 A for Film 280 to 280 A for Film
440 (Table 1). Also apparent in the XRD characterization
of these CdTe films is the development of a contaminant
oxide phase with several XRD reflections that we attribute
to CdTeoOs5 (PDF No. 36-345). An increase in the XRD
intensity of the oxide phase occurs with increasing
deposition temperature. The evolution of this phase may
be a consequence of incompiete exclusion of air from the
ink reservoir in the Paasche sprayer during sonication or
from the nitrogen-purged spraying box. This oxide
formation during one-step spraying of methanol-capped
CdTe nanoparticle precursor colloids contrasts with
results using TOP/TOPO-capped CdTe nanoparticles
where no Te/Cd oxide phase formation was observed given

a nearly identical one-step spray deposition approach.
This observation provides a measure of the relative
stability of the capping agent for methanol- versus
TOP/TOPO-capped CdTe nanopatticles as applied to one-
step spray deposition of CdTe films.

The surface morphology of a film sprayed at 400°C, Film
400, was measured using AFM. An overall smooth
morphology was observed with a root mean square (RMS)
surface roughness value of 437 A. Grain sizes from about
60-300 A were measured. These grain sizes are
comparable, on a qualitative scale, to those obtained by
XRD (Table 1).

The elemental composition of Film 400 was determined
using XPS. Prior to data collection, the surface of this film
was sputtered to a depth of 500 A. There are two
observations that are noteworthy regarding the chemical
composition of this film. First, the Cd and Te are nearly
stoichiometric; which likely reflects the relatively fixed Cd:Te
ratio within the crystalline CdTe nanoparticle precursor.
Second, although no C or Na are noted, an O contamination
is observed. This observation is consistent with XRD data
for this film.
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Figure 1. XRD 6/26 data of CdTe films deposited by the one-step approach using substrate temperatures of (a) 280°C, (b)
350°C, (c) 400°C, and (d) 440°C. (* denotes CdTeo0Os)

Growth Process Comment

Figure 2 is a schematic diagram of CdTe film growth via
one-step spray deposition of a colloidal precursor showing
one possible layer-by-layer growth process. Accordingly,
pressurized CdTe colloidal ink is sprayed from a spray
nozzle onto a heated substrate at elevated temperature.
The sprayer head traverses the substrate at a given rate
at a distance from the substrate such that the surface
becomes wetted initially. Heat from the substrate is
transferred to the growth layer until the temperature of the
growth layer becomes equal to the boiling temperature of
the soivent. At this point, the solvent evaporates, leaving
capped nanoparticles on the film surface. As more heat is
transferred from the substrate to the growth layer, the
growth layer temperature exceeds the temperature for
ligand desorption and the cap is volatilized with film growth
occurring concomitantly.

According to this proposed layer-by-layer process,
several variables exist with respect to overall film growth.
First, the instantaneous cooling of the substrate is
affected by the flow rate of the colloid and the carrier gas
as well as their associated heat capacities. These
variables can be modified using different types of sprayer
heads, soivents, or carrier gases. Second, the overall
system pressure during film growth affects both the
solvent evaporation and the cap volatilization processes.

At lower pressures, the solvent evaporation and cap
volatilization would occur at lower temperatures. Finally,
the condition and heat capacity of underlying growth
layers clearly affect the kinetics of the growth mechanism
of subsequent layers.

CONCLUSIONS

Nanoparticle CdTe colloids have been synthesized by
reacting Cdlp with NagTe in methanol solvent. Although
methanoi-capped nanoparticle CdTe materials exhibit less
stability toward oxidation than other materials such as
TOP/TOPO-capped CdTe, the evolution of the capping
agent seems to occur much more readily for the former
versus the latter. The metathetic synthesis presented
herein offers economic, as well as synthetic, advantages
compared to other reported procedures, and yields greater
than 0% are obtained.

Nanoparticie CdTe colloids have been employed as
precursors for the spray deposition of CdTe thin films
according to a one-step method. XRD characterization of
CdTe films processed accordingly showed cubic
zincblende CdTe phase formation along with a contaminant
phase, CdTe20s. This oxide phase, comprising 4 wt.% of
the film by XPS, is thought to be a consequence of
incomplete exclusion of air from the system. AFM
characterization of a film sprayed at 400°C showed the film
possessed 60-300 A grains with a RMS
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Figure 2. Schematic diagram of film growth via one-step spray deposition of a colloidal precursor which shows one

possuble layer-by-layer growth process.

surface roughness of 437 A. XPS analysis showed a
nearly stoichiometric ratio of Cd:Te with no C or Na
contamination.

A layer-by-layer growth mechanism has been proposed
 for the one-step spray deposition of nanoparticle
precursors. Factors influencing this proposed mechanism
include solvent flow rate, solvent heat capacity, carrier
gas flow rate, carrier gas heat capacity and sprayer head
type. In-depth thermal analysis experiments are planned
to probe the mechanisms by which the methanol capping
agent is evolved from the nanoparticle CdTe precursor
during thin film growth. We expect that a more thorough
understanding gained therein should provide the
appropriate growth conditions whereby impurity
contamination may be minimized with the maintenance of
good film properties.

We envision this one-step approach to be amenable to
a wide variety of electronic materials, limited only by the
ability to synthesize a nanoparticle precursor colloid of the
material of interest. In the short term, we hope to extend
this methodology to the industrial synthesis of CdTe-
based solar celis.
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ABSTRACT

The differences in the impurity gettering between
single and multicrystalline silicon are discussed. These
differences arise from impurity-defect interactions that
occur during thermal processing of multicrystaliine
material. A gettering model is proposed to explain the
observed behaviour of gettering in multicrystalline celis.

INTRODUCTION

impurity gettering is an essential process step in
fabricating silicon devices. In integrated circuit (IC)
fabrication, gettering primarily removes impurities that may
have diffused into the wafers during one or more previous
process steps [1]. However, in solar-cell fabrication, the
role of gettering is quite different—it aims to upgrade the
lower-quality material to enable fabrication of high-
efficiency devices on low-cost substrates. Furthermore,
gettering in solar cells is intended to be a byproduct of
cell-fabrication processes. Although much information
exists on the gettering effects in IC devices, this
information cannot be directly applied to iow-cost (both
single- and multicrystailine) silicon. This is so because in
jow-cost silicon, many impurity and defect interactions are
activated during a gettering process that do not occur in
the IC device fabrication. These interactions occur for the
following reasons: (a) effective removal of impurities from
the entire bulk of the solar cell requires extended
gettering, involving long times and higher temperatures;
(b) the concentrations of various impurities in solar-cell
substrates are considerably higher than that of IC devices;
and (c) solar-cell substrates have high densities of crystal
defects. .
In this paper, we discuss results of studies
carried out to identify mechanisms that cause these
differences and to find methods that can produce
wafers/devices with a uniformly high minority-carrier
diffusion length (MCDL) and solar-cell response. These
investigations have led to a gettering mode! for
multicrystalline silicon that explains results observed by
us, as well as results reported by other researchers.

GETTERING METHODS/ANALYSES

The gettering studies were done on both high-
quality singie-crystal and multicrystalline (MC) commercial
solar-cell silicon wafers, using phosphorus, chlorine, and
aluminum gettering. We have also investigated two new
gettering schemes that show excellent promise for solar
celis. These methods are back-side hydrogen gettering
and ultrasound treatments.

Phosphorus diffusions were performed using
either SiP,0, solid source or POCI, source. Effective
gettering by P requires its concentration at the wafer

surface to be high. This is because the mechanisms of P
gettering involve higher solubility of metallic impurities in
the heavily P-diffused region, and impurity segregation at
the Si,P, precipitates and dislocation loops produced by
heavy diffusions. Consequently, P diffusions must be
carried out at high temperatures. In our experiments, the
diffusions were typically done in the temperature range of
850°-1025°C for 60-120 minutes. These diffusion
conditions were selected because the lower range of
temperature is generally used for solar-cell fabrication,
whereas the upper temperatures gave best gettering
results on single-crystal float-zone (FZ) wafers. Chlorine
gettering was performed using tricholoroethane (TCA)
Source/O, in the temperature range of 1000°-1150°C for
30-90 minutes. It is known that chlorine gettering occurs
via formation of volatile metal chlorides, a process whose
efficiency decreases with temperature. Aluminum
gettering was performed by depositing a thin layer,
typically | um, of Al on the wafer and performing a
subsequent anneal, either in a conventional furnace at
700°-900°C, for 60-120 minutes or in an RTA furnace at
600°-900°C for 0.5 to 5 minutes [1,2].

Hydrogen gettering uses hydrogen-induced
defects as the gettering sites. The technique uses a low-
energy hydrogen implant to produce specific defects
known as platelets on the back side of the wafer. These
defects have been identified as having cores of vacancy-
type defects that can capture and trap interstitial impurities
like transition metals. In a typical gettering process, the
hydrogenation is followed by a low-temperature process in
which the sampie is illuminated with intense light from a
bank of tungsten-halogen lights. Fast-diffusing impurities
such as transition metals are trapped at the platelets,
leaving the bulk of the wafer devoid of these impurities.
Ultrasound gettering uses ultrasonic energy, coupled to
the wafer by means of a transducer, to produce a
dissociation of impurities from dislocated regions. This
technique appears primarily to improve regions of low
MCDL [3]. Solar cells were gettered by phosphorus
diffusions and Al treatments by the conventionai
processes.

A surface photovoltage (SPV) technique was
used to monitor the MCDL before and after gettering. In
some cases, the Fe and Cr concentrations were measured
before and after gettering using a technique that is also
based on the SPV principles. Finished solar cells were
analyzed by |-V characterization and mapped by light-
beam-induced current (LBIC) using PVSCAN 5000 [4].

RESULTS

The gettering procedures described above
produced expected improvements in the MCDL in single-
crystal material. Generally, in the case of an IC-quality
single-crystal wafer, the gettering efficiency increases both
with time and temperature, and impurity removal is
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spatially uniform. However, in MC materials, the gettering
results differ in many ways. Here, we only emphasize the
aspects that relate to a better understanding of the
mechanisms responsible for causing differences between
single-crystal and MC silicon. These mechanisms are
then .used to develop a gettering model for MC silicon.
These features are briefly described below.

Interactions of Impurities with Crystal Defects

Our analyses have shown that commercial silicon
wafers for photovoltaic applications have high
concentrations of Fe and Cr. Typical densities of these
impurities range from 10" to 10 %/em®. Furthermore, it is
observed that a well-defined correspondence between Fe
(or Cr) concentration and MCDL does not exist. This may
be attributed to impurity-defect interactions that can cause
nonuniformities in the concentration of dissolved
impurities.

Figure 1 shows diffusion length and Fe
concentration distribution in a commercial multicrystalline
material before and after Cl gettering. These data were
taken from many wafers and show several important
features.

1. The diffusion lengths are below the theoretical iimit set
by the formation of Fe-B pairs in a single-crystal material.
The solid line identifies this limit on the diffusion length for
various Fe concentrations. This result demonstrates that
in multicrystalline wafers, the MCDL is controlled by other
impurities and/or defects.

2. Figure 1a shows that the data are concentrated
primarily in two groups—region |, where the diffusion
length is considerably lower than the Fe-B limit and shows
low Fe concentration, and region |l, where MCDL is close
to the Fe-B limit. Our studies on the comparison of spatial
maps of Fe/Cr and defect density shows that region |
corresponds to heavily dislocated areas of the wafers.

3. Figure 1b shows that region | is nearly unchanged by
gettering whereas region Il shows significant improvement
in the diffusion length. We believe that region 1 has
precipitated Fe—this was supported by the observation
that dissolved Fe concentration as measured by the SPV
technique was lower at high-dislocation-density sites.

4. Similar results are aiso observed in solar cells. Figure
2 shows LBIC maps at the excitation wavelength
(A=0.905 um) of two solar cells fabricated on adjacent
wafers. In one case, the cell was fabricated using a single
phosphorus diffusion for junction formation (Figure 2a). In
the other case (Figure 2b), phosphorus gettering was
performed before cell fabrication. The legend on the maps
shows the response of the cell in mA/mMW. Gettering is
shown to improve most of the cell area except localized
regions near the middle of the cell. From defect maps
produced by PVSCAN 5000, these regions are identified
as having high dislocation density.

The results described above demonstrate that
impurity removal by external gettering has much lower
efficiency in the regions of high dislocation density
compared to regions with low or zero dislocation densities.
Interestingly, as described above, the dissolved Fe and Cr
concentrations at the defected regions, in the as-grown
material, are lower than in the low-defect regions. This
implies that precipitation of metallic impurities occurs at

the defect sites during the growth process. This explains
why gettering of impurities that have precipitated at
defects is difficult by conventional gettering procedures.
Lower gettering efficiency in the defected regions is
observed in all gettering processes, except by the
ultrasound technique.

Al Gettering by RTA Processing

The impurity gettering by Al treatment is thought
to be a result of impurity dissolution in liquid Al. This
process can occur at temperatures lower than for
phosphorus or Cl gettering and can be effective for a
variety of different impurities because the solubility of
nearly all metallic impurities is quite high in liquid Al. In a
high-quality single-crystal wafer, the dependence of
gettering efficiency on the process temperature {above
700°C) is not expected to be strong. Similar to the P
gettering, where one would expect release of impurities
from gettering sites at higher temperatures, the Al
gettering can be very effective provided slow cooling is
used in this process. Slow cooling ensures that the
residual impurity concentration in the gettered region is

Minority carrier diffusion length (nm)

Fe (cm™S)

Figure la

Minority cavrier diffusion length (jtm)

101t 1012 19l1e i4

Fe {cm™3)
Figure 1b

Figure 1: Diffusion length and Fe concentration
distribution before (1a) and after (1b) Cl gettering. The
solid line indicates the limit of MCDL due to Fe-B
recombination.
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much below the solubility limit at the maximum process
temperature.

Effects of cooling rate can easily be seen in Al
gettering of a ribbon material performed in an RTA set-up.
Figure 3 shows the ratio of (diffusion length after
gettering)/{diffusion length before gettering) for two cooling
rates of 125°C/s and 30°C/s. Al gettering was done under
different process conditions that included changing
heating and cooling rates. It was found that the gettering
efficiency depends on the heating/cooling rates as well as
on the maximum temperature. The optimum maximum
temperature was found to be 700°C. The optimum
heating /cooling rate was determined to be 30°C/s.
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Figure 2a. LBIC map, at X = 0.905 um excitation of
ungettered cell
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Figure 2b. LBIC map, at A =
gettered cell

The optimum time for Al gettering varies for
different materials. Figure 4 shows the average increase
in diffusion length for a ribbon sample and a cast wafer. In
this case, the cast wafer requires longer gettering. We

believe that optimum values for both the time and
temperature depend strongly on the nature and
concentration of the impurities in the material. These
effects can be inferred from the gettering model presented
in the next section.

Saturation of Gettering Region(s)

High concentrations of impurities present in the solar-cell
substrate can saturate the gettering regions. Hencs,
sequential gettering steps such as Al treatment following a
phosphorus treatment can be additive in improving the
material quality. Our Al gettering has shown that, when
the impurity concentration is high, multiple gettering using
thinner gettering layers can be more effective than a
single-step gettering using a thicker Al film.
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Figure 3. Fractional improvement in the MCDL by an
RTA Al-gettering as a function of processing temperature
for two different cooling rates.
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Effect of High Temperature Processing

in some cases of higher-temperature processing,
gettering can lower the MCDL. We believe that this effect
is produced by initiation of dissolution of precipitated
impurities. When the dissolution rate of a precipitated
impurity is higher than its gettering rate, a net
accumulation of the dissoived impurity can occur that
leads to a reduction in the MCDL. Point-defect injection,
accompanying phosphorus diffusion and/or Al treatment,
can accelerate the dissolution process.

It is interesting that Al gettering appears to have
the same limitations as phosphorus or chlorine gettering in
being less efficient in the regions of high-dislocation
density. Ultrasound treatment offers some promise as a
technique for improving high dislocation regions. It is
expected that hydrogen gettering may also provide some
added advantage by producing passivation of defected
regions.

GETTERING MODEL

Our analyses of the gettering results suggest that
there are a number of impurity-defect interactions that
occur during gettering of a multicrystalline silicon wafer.
These interactions are time- and temperature-dependent
and are also influenced by point-defect injection that
accompany each gettering process. Many observed
results of gettering, passivation, and thermal processing
on the solar-cell performance can be explained by
considering such interactions between defects and
impurities that take place during a gettering or a thermal
process. A model that illustrates these interactions is
shown in Figure 5. This figure depicts a multicrystalline
silicon sample containing grain boundaries, dislocations,
impurities, and point defects such as interstitials and
vacancies. The impurities are shown to be in two states—
dissolved, and precipitated at grain boundaries and
dislocations. This model can be used to explain
qualitatively why gettering does not improve the regions of
high dislocations and why processing at temperatures
higher than about 950°C can result in degradation of the
material quality. The former is related to the fact that
precipitation of impurities at the defect sites takes place at
high temperatures during the cool down of the crystal.
Experimental results suggest that during the crystal
growth, impurities precipitate on dislocations and grain
boundaries with the formation of silicides. Because
precipitated impurities cannot migrate, a conventional
gettering process does not effectively remove impurities
from heavily dislocated regions. On the other hand, point-
defect injection that can take place during a gettering
process can enhance impurity dissolution. If the impurity
dissolution rate is greater than the gettering rate, the
gettering step can result in an increase in the
concentration of the dissolved impurities, accompanied by
a degradation in the cell performance. This process is
fikely to occur at higher temperatures.

DISCUSSION

All gettering processes seem to work well on
multicrystalline wafers if the gettering temperatures are
below about 900°C. It is known from results of FZ single-
crystal wafers that gettering by P diffusion improves with
temperature. However, in the case of CZ single-crystal
silicon this feature may not be true because at higher
temperatures some precipitation of oxygen can occur. in

the MC waters, the mechanism appears to be different, as
discussed in the above model. This difference arises
primarily because the existing bulk crystai defects can
participate in precipitation/dissolution of impurities.
Consequently, crystal defects are a major mechanism for
solar cell nonuniformity. It is determined that these
nonuniformities can cause power loss within the cell.
Thus, the effectiveness of any gettering process for
improving large-area cell performance will be limited by
how well it can getter heavily dislocated regions.

Gettering regions

@ @ O Dissolved impurities

g} Impurity precipitates

@ Interstitial
Q vacancy

Figure 5. A schematic illustrating various processes that
take place in a mutlticrystlline silicon solar-cell substrate
during gettering.
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SIEMENS SOLAR CIS PHOTOVOLTAIC MODULE AND SYSTEM PERFORMANCE
AT THE NATIONAL RENEWABLE ENERGY LABORATORY
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ABSTRACT

This paper evaluates the individual module and array
performance of Siemens Solar Industries’ copper indium
diselenide (CIS) polycrystalline thin-film technology. This
is accomplished by studying module and array
performance over time. Preliminary temperature
coefficients for maximum power, maximum-power voltage,
maximum-power current, open-circuit voltage, short-circuit
current, and fill factor are determined at both the module
and array level. These coefficients are used to correct
module/array performance to 25°C to evaluate stability. We
show that CIS exhibits a strong inverse correlation between
array power and back-of-module temperature. This is due
mainly to the narrow bandgap of the CIS material, which
results in a strong inverse correlation between voltage and
temperature. We also show that the temperature-
corrected module and array performance has been
relatively stable over the evaluation interval (=2 years).

INTRODUCTION

The Engineering and Technology Validation Team at
the National Renewable Energy Laboratory (NREL)
conducts in situ technical evaluations of photovoltaic (PV)
modules and arrays at NREL's Photovoltaic Outdoor Test
Facility (OTF) in Golden, CO. The OTF is located at
39.7°N latitude, 105.2°W longitude, at an elevation of 1,782
meters. Siemens Solar Industries’ polycrystalline thin-film
technology is the focus of the research presented here.

The module structure is Cu(in,Ga)Se, (CIS) [1].
These modules are vintage CIS modules and do not
represent the current state-of-the-art for Siemens Solar.
Furthermore, all modules were subjected to accelerated
testing at Siemens Solar before deployment at NREL. Note
that these are research modules, so they do not all come
from a common process or production stream, and this
may be the source of some variation in the data.

The research team is attempting to correlate
individual module performance with array performance.
Also, temperature coefficients (TCs) are determined at the
module, array, and system level. Results presented here
are based on the outdoor performance of an individual
module and of an array consisting of 34 modules (=1 kW).
Figure 1 shows the Siemens Solar 1-kW PV array being
evaluated at NREL’s OTF.

Dennis Wiliett
Siemens Solar Industries
Camarilio, CA USA

Fig. 1. The Siemens Solar 1-kPV ray.
EXPERIMENTAL PROCEDURE

Long-term performance data are acquired at the
individual module, array, and system levels. Individual
module, array, and system data are then evaluated and
compared for correlation.

Individual Module Data Acquisition

Individual module performance is monitored with an
RD-1200 multi-tracer. The module is loaded at its
maximum power (max-power) point, except when current
versus voltage (I-V) curves are taken. I-V curves are
swept from short-circuit current (1) to open-circuit voltage
(V,) and are acquired every half-hour. The module data
presented in this paper were restricted to plane-of-array
(POA) irradiances between 950 and 1050 W/m®. Data
were collected over a period of about 1-1/2 years for this
module.

Array/System Data Acquisition

in monitoring and evaluating system performance, two
sets of data are collected. The two data sets include
instantaneous measurements and real-time data
acquisition. The instantaneous array performance is
monitored via a portable |-V curve tracer and is termed
“array performance” for this paper. These |-V traces are
acquired once a month (weather permitting) at POA
irradiances between 900 and 1100 W/m°.  Real-time
array/system performance is monitored via a Campbell
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Scientific CR10 datalogger, and these results are termed
“system performance” here. Data collected inciude array
current and voltage, back-of-module and ambient
temperatures, and POA irradiance. Data are sampled
every 5 s and are stored as 15-min. averages.

RESULTS AND DISCUSSION
Module Performance

One Siemens Solar CIS module was used for the
module performance evaluation. The module’s aperture-
area was measured to be 3946.3 cm® (127.3 cm x 31.0
cm). This module is from a process or production stream
similar to those deployed in the system. The module was
installed at a 40° {ilt and is loaded at maximum power
during the day, except when |-V curves are taken. Data
collection for this study started July 11, 1994, and ended
December 13, 1995. Figure 2 shows maximum power
(P..) normalized to 1000 W/m* and back-of-module
temperature versus time. In Fig. 2, the CIS module shows
a strong inverse correlation between P, and back-of-
module temperature. This effect can be attributed to the
narrow (about 1 eV) bandgap of the CIS material. V__,
V. L |, and temperature were plotted against time.
V... and V_ exhibited a strong inverse correlation with
back-of-module temperature. | exhibited a larger
inverse correlation with back-of-module temperature than
that of |_. This is the result of an inverse correlation
between fill factor (FF) and back-of-module temperature
{see Table 1). Gaps in the data occur because the muiti-
tracer was unavailable when being used for other
experiments.
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Figure 2. Normalized power and back-of-module
temperature versus time.

To examine the long-term stability of this module, we
corrected the performance data to a 25°C reference
temperature by calculating TCs for the module. For
example: using a linear regression of power (normalized
to 1000 W/m®) versus back-of-module temperature, the
TC for P__, was determined to be -0.67%/°C, with an R® of

0.96 (Fig. 3). This R® indicates that P___ is well-correlated
with temperature. The TC of -0.67%/°C is consistent with
previously reported results for the CIS material [2).

50
+» Normalized Power
Xy =-0.1991x + 34.743 ~—— Linsar {(Normalized Power)
R?=0.965

Pmox @ 25°C =208W
Slope of line/Pmox = -0.1991/29.8= -0.0067
Pmax Temp. Coeff = 0.67%/°C
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Figure 3. Normalized power versus module temperature.

Figure 4 shows P__ corrected to 25°C versus time for
the CIS module. in this figure, note that the scatter due to
temperature is greatly reduced (indicating a valid TC) and
that the module shows good stability over time.
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Figure 4. Normalized and temperature-corrected power
versus time.

In a similar manner, TCs were calculated for V__, V_,
I .- I, and FF for the CIS module. These were also

found to be consistent with previously reported results [2]
and are summarized in Table 1.

Table 1. CIS Module Temperature Coefficients

P ! V 1 \ FF

max max max s¢ oc

TC -067 41 -0.071 -060| 0.00! -0.54 1 -0.15

R 096 | 0.21 096{ 000| 098] 0.85

Using the coefficients presented in Table 1, V__, V_,
l.e @and | for the CIS module were also corrected for
temperature and plotted against time. This exercise




revealed that these coefficients greatly reduced the
scatter in the module data due to temperature, thus
indicating their validity. These graphs were omitted from
the paper for brevity.

Array/System Performance

The Siemens Solar CIS array comprises 34 modules
located at NREL's PV Outdoor Test Facility. The average
module from this group had the following electrical
characteristics (measured at NREL before deployment):
P.=283W,V _=1556V,V,_=2238V,| _=1.832A, and
I.=2.264 A. Using the average max-power, the summation
of module max-powers at STC is 962 W. Array installation
was completed September 15, 1993, and data acquisition
began April 1, 1994. The evaluation period for this data set
covers about 2 years.

The array is fixed at a 40° tilt and is aligned true south.
The array is divided into three separate subarrays. Two of
the subarrays (1 and 3) are each composed of six parallel
strings of two modules in series. Subarray 2 is composed of
five paraliel strings of two modules in series. Each subarray
feeds dc power to a separate max-power tracker. The
outputs of the three max-power trackers are paralleled and
tied to a 0.95-ohm, 2-kW fixed resistive load. Subarrays 1
and 2 contain modules that have been physically damaged.
These two subarrays have been showing a degradation
trend in both power and current. Discussion of the system
performance is therefore limited to subarray 3 (=340 W at

STC).
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Figure 5. Normalized subarray power, back-of-module
temperature, and ambient temperature versus time.

Figure 5 shows subarray 3 power, back-of-module
temperature, and ambient temperature versus time. The
data in this chart were restricted to POA irradiances
between 900 and 1100 W/m’. Power is nommalized to
1000 W/m?. The figure shows a strong inverse correlation
between subarray power and back-of-module
temperature. The max-power current (normalized to 1000
W/m®), max-power voltage, and back-of-module
temperature for subarray 3 were also plotted against time.
We observed that both max-power current and max-power
voltage exhibited a notable inverse correlation with
temperature.

The array performance is monitored via a portable -V
curve tracer. Based on this data set, preliminary TCs for
Prav Voaw Vior Lo Lo @nd FF were calculated. The data
were not corrected for spectral effects. Figure 6 presents
the TC calculation for P_, -0.79%/°C, with an R’ of 0.89.
Table 2 presents the TCs calculated from the -V curve-
trace data. These TCs are also consistent with previously
reported results [2]. The TC for FF was determined to be
-0.25%/°C, again showing that fill factor for this material is
influenced by temperature [2].
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Figure 6. Array P__ temperature coefficient derivation.

Table 2. CIS Array Temperature Coefficients

P . A\ i. V., FF
TC 0791 -019] -0.63| -0.03| -0.56 | -0.25
R? 089] 043| 086] 005]| 094 0.80

The subarray power presented in Figure 5 was
corrected for temperature based on the TC of -0.79%/°C.
The subarray performance, normalized to 1000 W/m® and
corrected to 25°C back-of-module temperature, is shown
in Figure 7. The temperature-corrected power is shown to
be relatively stable, with only slight fluctuations that still
follow temperature inversely. This indicates that the
temperature coefficient for power may be slightly larger
than that used here.

Table 3. CIS System Temperature Coefficients

TC -0.89 -0.53 -0.43
R? 0.97 0.88 0.93

In an attempt to further mitigate the fluctuations in
Fig. 7, we calculated TCs based on the system
performance data. Using these TCs, shown in Table 3,
subarray P, .. and V_ were corrected for
temperature. Figure 8 shows the temperature-corrected
power (using the larger coefficient of -0.89%/°C) for
subarray 3. The amplitude of the variation in power due
to temperature is slightly less than that seen in Fig. 7.
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Figure 7. Normalized and temperature-corrected subarray
power versus time (array temperature coefficient).
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Figure 8. Normalized and temperature-corrected subarray
power versus time (system temperature coefficient).

We also found that the TCs calculated at the system
level, when applied to the real-time data, were far better at
smoothing the variation in V__ and |, due to temperature
than those determined at the module and array level.
Therefore, we conclude that using temperature coefficients
calculated from the |-V characteristics of an individual
module in predicting array performance may lead to
discrepancies with actual system performance. This is due
in part to the accuracy at which the max-power tracker finds
the max-power point and the accuracy at which the
temperature sensor measures the junction temperature (i.e.,
back-of-module temperature measurements versus
imbedded-junction temperature measurements). Here, the
accuracy at which the max-power tracker finds the max-
power point was determined to be the major cause of
variations in TCs among those calculated at the module and
array leveis (I-V curve-trace data) versus the system level
(real-time data).

State-of-the-Art Cu(in,Ga)(Se,S),

The current state-of-the-art polycrystalline thin-film
technology from Siemens Solar is a graded alloy with the
notable addition of sulfur. This material is most properly
designated as Cu(in,Ga)(Se,S),. By adding sulfur, the V_
of the device was increased. This increased V_ has the net

affect of decreasing the TC for voltage, thus decreasing the
TC for P to -0.55%/°C.

CONCLUSIONS

Preliminary temperature coefficients for P__, V_, 1 _,
V.. |, and FF based on individual module, array, and
system data were calculated. Table 4 summarizes these
results. Note that the data were not corrected for spectral
effects; thus, these preliminary coefficients may be
influenced by spectrum. The cause of the elevated P,
temperature coefficient determined at the system level is
attributed to max-power-point tracking error.

Max-power current was found to exhibit a weaker
inverse correlation with temperature at the module level
than at the array level. Power and voltage exhibited a
strong inverse  correlation with  back-of-module
temperature at both the module and array levels. This is
mainly due to the narrow (about 1 eV) bandgap of the CIS
material, which results in a strong inverse correlation
between voltage and temperature. Fill factor was shown
to exhibit an inverse correlation with temperature. Finally,
the temperature-corrected module and array powers are
shown to be relatively stable over the period of evaluation.

Table 4. Temperature Coefficients

Module Array System
TC R TC R TC R’
P -067( 096| -079| 089( -083| 097
(- -0.07f 021 -0.19] 043| -053| 088
v -0.60y 096| -063]| 086| -043| 0.93
I, 0.00{ 0.00{ -0.03| 0.05 na na
V., -0.54| 098| -056] 094 na na
FF -0.15 0.85| -0.25 0.80 na na
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ABSTRACT

The confluence of technology development and market
readiness is opening up major business opportunities for
photovoltaic (PV) systems throughout the developing world.
The National Renewable Energy Laboratory (NREL) and
Sandia National Laboratories in Albuquerque (Sandia),
working on behalf of the U.S. Department of Energy, have
launched pilot projects in several countries throughout the
world over the past 3 years. The focus of these pilot projects
has been the development of in-country institutional
capabilities necessary to deliver the promise of PV electricity
to the rural populations. In addition to country-specific
activities, NREL is conducting several technology, information,
and partnership projects focused on further accelerating the
education, training, business, and technology developments
necessary to bridge the gap between promise and reality.
This paper summarizes these efforts.

COUNTRY PROJECTS

Country-specific, pilot-project partnerships have been
developed and are being carried out in Brazil, India, China,
South Africa, Mexico, and elsewhere. A common theme in all
these country coliaborations has been to team up with strong
in-country affiliates to build on the existing in-country
institutional capability.

Brazil

In Brazil, the Joint U.S./Brazilian Renewable Energy Rural
Electrification Project was established following the Earth
Summitin Rio de Janeiro in June 1992. in collaboration with
the Centro de Pesquisas de Energia Eletrica (CEPEL) and the
local state-owned electric utilities, instaliation of the hardware
for Phase 1 of the project was completed in 1994 and nearly
800 PV lighting systems are continuing to operate
successfully. Installation of Phase 2 hardware is now nearing
completion in 5 additional states, where emphasis has
expanded into other applications (water pumping by both PV
and small wind-electric systems, stand-alone home
electrification with basic ac power, two 50-kW village-scale
hybrid power systems for diesel-fuel displacement in the
Amazon Basin, and additional home, school, and heailth clinic
dc power systems). The objectives of these pilot projects are
to establish technical, institutional, and economic confidence
in using renewable energy (PV and wind) systems to meet the

needs of the citizens of rural Brazil.

Of particular interest both in Brazil and elsewhere
(particularly Indonesia) is the nearly economic opportunity for
vilage-power retrofits. The northern region of Brazil, including
most of the Amazon Rain Forest, is sparsely populated—10
million people living in 5 million km?, or less than 7% of the
country’s population in 56% of its total area. Electricity
generation, where it exists, is mainly based on isolated
thermal-electric systems ranging from a few kilowatts, in smail
villages, to tens of megawatts in the capital cities. There are
more than 300 of these mini-grid systems operated by local
utilities and thousands of privately owned systems. The cost
of electricity from these systems is high and strongly
dependent on system size. In the villages with diesel systems
under 100 kW, the cost can be more than US$ 0.50/kWh.
These high costs are due more to operation and maintenance
costs and low capacity factor than to high fuel costs. The two
hybrid power systems being installed in Joanes (Para) and
Campinas (Amazonas) will demonstrate the technical
opportunities (and probiems) of operating PV-wind-battery-
diesel hybrid power systems in remote locations in Brazil {1].

India

In India, activities are under way with the Ministry of Non-
Conventional Energy Sources (MNES) and the West Bengal
Renewable Energy Development Agency (WBREDA) to
supply technical and economic support to the Ramakrishna
Mission. The Mission is a well-respected humanitarian
organization working in the general area of rural and
subsistence-level dwellers. The Mission has identified the
Sundarbans, the delta region of southern Bengal, where the
Ganges River meets the Bay of Bengal, as an ideal area for
the pilot project. The Mission will be responsible for educating
and training the users of PV systems and for collecting the
revenues from system owners.

Three hundred homes in seven villages will be provided
with electric lights and auxiliary power sockets. In addition, a
clinic, weaving facility, and youth club will receive lights and a
vaccine refrigerator. Several battery-charging stations will be
built, and a spice grinder and water pump will be PV powered.
The villages will also receive street lights. Approximately 30kW
of PV panels {polycrystalline silicon) will be deployed.

This project is cost-shared 50-50 with the Ministry of
Non-Conventional Energy Sources in india, who will provide
batteries, compact fiuorescent lamps, and other balance-of-
system components. MNES will pay for custom duties and a
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technical consultants WBREDA and Exide Industries, Ltd. to
assist in installation and maintenance. The Government of
India will provide a 50% subsidy to purchase the home lighting
systems and the system owners will be required to provide the
remaining amount in the form of a down payment and future
payment of a long term, low interest loan. By requiring direct
user investment in the systems, a pride of ownership should
provide a more serious interest in keeping the systems well
maintained. In addition the owners will be required to pay a
small amount into a maintenance fund which will be used to
provide door-to-door service for maintaining the systems. The
Ramakrishna Mission will use the down payment money to
establish a revolving line of credit so that the systems can be
replicated for other users in the area. It is expected that
entrepreneurs will be attracted to invest in home lighting
systems expansion and that the battery charging stations will
represent an opportunity for a revenue producing venture.
The Mission will provide the banking and revenue collection
functions in the area. By involving the women of the village in
the use of the systems, their empowerment in being actively
involved in caring for the systems will be a positive force in the
villages.

Based on the success of this project, the Mission will
raise additional funds to purchase and promote cost-effective
system installations.

China

Rapid growth in economic development coupled with the
absence of an electric grid in large areas of the rural
countryside have created a need for new energy sources both
in urban centers and rural areas in China. The Ministry of
Electric Power in China has announced that China needs to
install 100 to 130 GW of new electric generating capacity by
the year 2000 to meet the demands of the growing economy.
Concerns over environmental pollution from the increased use
of coakHired steam turbines to meet this capacity expansion is
a growing concern. As a consequence of these factors, there
is a growing interest in China for the development of
renewable energy resources and technologies to meet energy
demands and help mitigate pollution problems. Interest in the
use of renewable energy is reflected both at the central
government level in Beijing and at the local level in the
provinces and autonomous regions of China.

China has an abundance of renewable energy resources
in the form of solar, wind, biomass, hydro, geothermal, and
ocean tidal resources. Chinais also already one of the world’s
largest users of renewables, ptimarily in the form of
hydropower and biomass. The solar resource of the country
is also enormous and is strategically located in areas of the
greatest need in terms of rural energy development. There
are more than 120 million rural people in northern and western
China and over 300 coastal islands that currently have no
access to the electric power grid and no near-term prospects
for grid connection. There is an excellent match of solar and
also wind resources to meet the rural electrification needs of
these people.

The current installed capacity of PV systems in China is
small, but growing rapidly. In 1993, the installed capacity of
PV systems was about 3.5 MW,, and by 1995 the installed
capacity was about 5 MW, Most of this capacity (60%) is
power for telecommunications applications. About 1.5 MW,
is installed in remote, agricultural, and vilage power

applications, for which opportunities exist throughout China.
There are more than 10,000 rural household systems already
installed, mostly in Inner Mongolia, Tibet, and Qinghai.
Household systems are generally in the range of 20 to 80 W
and are used for fighting and small consumer electronics. The
largest PV systems are in the range of 10 to 25 kW, most of
which are village demonstration systems in Tibet. There is
experience with wind/PV hybrid systems in the range of 200
W to 35 kW. There is at present no experience with grid-
connected PV systems in China. However, the quality of grid
power is a pervasive problem, and the use of PV for grid-
support, uninterruptible power supplies, and peak-shaving
applications in the potential urban market is of high interest in
China.

in the central government of the People's Repubilic of
China, there are three commissions under the State Council
that are actively involved in renewable energy: the State
Planning Commission (SPC), the State Economic and Trade
Commission (SETC), and the State Science and Technology
Commission (SSTC). The SPC is in charge of planning and
budget approval for large infrastructure projects. The SETC
is in charge of industrializaton and retrofitting existing
industries. The SSTC is in charge of planning and program
administration of scientific research and development projects.
Project impiementation and management are the
responsibilities of various ministries, such as the Ministry of
Electric Power (MEP) and the Ministry of Agriculture (MOA).
In February, 1995, Hazel O'Leary, Secretary of the U.S.
Department of Energy (DOE), signed the Energy Efficiency
and Renewable Energy protocol agreement with the State
Science and Technology Commission in Beijing that
established a broad umbrella for Sino/American cooperation
to develop renewable energy technologies and markets in
China.

Prior to and since the signing of the protocol agreement,
DOE has been working closely with key departments in the
SPC, SSTC, and SETC to provide assistance and support for
China's renewable energy planning activities. Such activities
include preparation of the Agenda 21, "White Paper on
China's Population, Environment, and Development in the
21st Century," and encouragement for renewable energy
project development for China's Ninth Five-Year Plan, for the
period of 1996 to 2000. Under the framework for cooperation
established by the protocol agreement, DOE is pursuing
development of three project annexes: (1) with the Chinese
Ministry of Agriculture for rural energy development, (2) with
key organizations for wind energy and hybrid system
cooperation, and (3) for business development activities in
cooperation with the SETC. NREL is providing assistance to
DOE for implementing projects under the protocol agreement
in China.

The high cost, lack of a marketing and distribution
infrastructure, and variable quality of modules and balance-of-
system components are barriers to the widespread
deployment of photovottaics in China. Several cooperative
projects are being conducted in China to address these
problems. Under the protocol agreement, NREL is working
with the MOA and the Chinese State Council Office of Poverty
Alleviation and Rural Development to develop a cost-shared
program to provide household PV electricity systems to rural
families in Western China. This project is being conducted
with the Solar Electric Light Fund (SELF) in Woashington,
D.C, and is designed to expand and strengthen the
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distribution infrastructure previously established in Gansu
province in China. This infrastructure involves a partnership
between the rural energy offices at the county level (under the
MOA), provincial government agencies associated with
poverty alleviation, and local PV system integrators in China.
Rural energy offices exist at the district and county level in
almost every province in China and can help facilitate rural
electrification projects throughout China, providing a
widespread infrastructure for technology deployment. The
use of revolving credit funds for financing the purchase of
household systems to expand the market for PV is a critical
component of the project.

In collaboration with the Chinese Academy of Science in
Beijing and the Center for Energy and Environmental Policy at
the University of Delaware in the United States, NREL is also
working with several agencies of the Inner Mongolian
government and several key investors in inner Mongolia to
develop PV and PVind hybrid projects in Inner Mongolia. A
series of case studies is being conducted for household and
village-power systems to develop technical and economic
performance data and information. The government of Inner
Mongolia is committed to a village electrification program over
the next 5 years, which will involve a number of villages that
will be electrified using renewable energy technologies. Inner
Mongolia also has an established distribution infrastructure for
rural energy-system deployment at the county and village level
that can provide an infrastructure for PV market development.
Involvement of the local electricity bureau is a key component
of this project. Local electricity bureaus at the provincial and
county level potentially represent a national infrastructure for
technology depioyment throughout China [2].

South Africa

Dramatic political changes in South Africa have prompted
an unprecedented effort to improve social equity of the
majority of South Africans. A vital component of this effort
addresses the energy requirements of the poor. This includes
providing power for basic lighting and for productive uses to
some 20 million citizens who do not currently have access to
the existing transmission and distribution system. Aggressive
programs are currently under development in South Africa for
the electrification of rural clinics, schools, and homes.
Although basic lighting for improved quality of life, health, and
education are critical near-term efforts, long-term sustainable
development requires improved economic development.
Renewable energy resources offer tremendous benefits to the
energy, economic, and social challenges South Africa faces.

The South African photovoltaic market is multi-
dimensional, with an existing commercial sector that serves
the game reserves, national parks, telecommunications
network, and farmers. Additionally, and with the new
government, three programs have been developed for rural
electrification: schools, medical clinics, and domestic systems.

The schools program has been funded initially by the
Government of National Unity (GNU) and is administered by
Eskom, the national parastatal electricity utility. The program
hopes to electrify 16,000 schools over 5 years at about 500 W
each, with associated building wiring and audio-video
equipment.

The medical clinics program is run by the Independent
Development Trust (IDT) and has a target of about 2000
clinics. This program is fully functional and electrifies about 10

clinics per month through an extensive network of field agents,
many of whom also work with other development portfolios
such as agriculture and small business development. A typical
clinic system is rated at 900 W, and about 200 installations
have already been completed.

The domestic households program began in 1995 and is
formulated under a new company called Renewable Energy
for South Africa (REFSA), which is a subsidiary of the Central
Energy Fund, and under the oversight of the Department of
Mineral and Energy Affairs. The DOE brokered US AID (U.s.
Agency for International Development) funding of $1.1 million
as a cost-share of the pilot phase, now administered by
ECRE/REFAD (the U.S. Export Council for Renewable
Energy/Renewable Energy for African Development). DOE
has also been instrumental in developing implementation ideas
and bringing international financing institutions into the
discussions. REFSA has received technical assistance from
NRECA (the National Rural Electric Cooperative Association),
Sandia, and NREL.

DOE has a broad and coordinated effort looking at the
complete energy sector in South Africa. The Department's
efforts also include strong efficiency components, capacity
building programs, technical exchange, and policy
development. For renewable energy, the DOE has worked in
partnership with both NREL and Sandia National Laboratories
on a multi-tiered program that includes building manufacturing
capability, market development, technical interchange for
R&D, and pilot testing of a variety of technologies.

Cooperation between Spire Corporation and in-country
partners Renaissance (a South African empowerment and
investment company), AEG (Pty) Limited (affiliated with ASE
Americas), the University of Port Elizabeth, and others has led
to the establishment of Suncorp, a black-owned business for
PV module assembly and solar system supply to a wide variety
of emerging PV markets in South Africa, Suncorp will provide
locally manufactured product that will help meet the needs of
the South African Reconstruction and Development
Programme's efforts to stimulate the socio-economic
development of disadvantaged communities in South Africa.
A key to successful expansion of rural electrification is the
development of a local marketing, distribution, maintenance,
and financing infrastructure. Independent of the Suncorp
efforts, NREL and Sandia are aiso working with local in-
country affiliates to pilot a Solar Enterprise Initiative that will
establish local franchises with commercial financing as part of
the REFSA program.

Mexico

Mexico represents a major potential market for
photovoltaics. Mexico has more than 80,000 villages,
representing 7 million people with no access to grid-supplied
electricity or its associated economic opportunities; a potential
market on the order of $1 billion. Over 100,000 communities
are without potable water, another $1billion potential market.
The agricultural sector offers even larger opportunities; as
examples, there are 600,000 cattle ranches in need of water
pumping, representing a $6 billion potential market, as well as
a great need for irrigation systemsfor citrus and other crops.
The Mexican government has recently shown considerable
interest in renewables, subsidizing the purchase of more than
30,000 solar home-lighting systems aver the last few years
and incorporating renewables components into some of its
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federal agencies. However, aside from the solar home
systems, the other market sectors remain largely untapped,
and Mexico is implementing a variety of development
programs, particularly in the agricultural sector, that offer
excellent opportunities for PV if the agencies involved can
acquire the capabilities necessary for accessing and using the
technology. The North American Free Trade Agreement and
Mexico’s proximity to the United States offer special
advantages to the U.S. industry.

Sandia and NREL are implementing a multi-year program
in Mexico to facilitate the use of renewable energy, primarily
PV and wind, in rural, off-grid, productive-use applications.
This program is co-sponsored by the DOE and the USAID.
Like other programs described in this paper, the approach by
Sandia and NREL emphasizes sustainability and the
development of in-country institutional capacity. The program
team is working with established Mexican organizations and
within established and funded programs to incorporate the
use of renewable energy technologies where they are the best
technical and economic solution. The team provides training
and technical assistance and uses the implementation of pilot
projects as a tool to institutionalize the use of renewable-
energy technologies. About 30 cost-shared PV systems have
been installed to date, and more than 100 systems will be
installed by the end of 1996. Also, significant near-term
replication of these projects is under way, as the Fideicomiso
de Riesgo Compartido (FIRCO - a federal shared-risk trust
fund under Mexico's agriculture department) initiates a major
$225 million development program. Sandia and NREL are
providing technical assistance as FIRCO begins to implement
hundreds of PV and wind projects, with equipment purchases
made entirely with Mexican funds (no U.S. cost share).

Productive-use applications are those that provide an
economic or social benefit to the end-user. They have a high
degree of sustainability and replicability because a means for
paying for the systems is builtin. Examples include water
pumping for livestock or crop irrigation, lighting for commercial
or business activities, communications, power for grain-
grinding or carpentry, and ecotourism.

The Sandia/NREL Mexico program is divided into specific
projects and cross-cutting activiies. The projects include
working with FIRCO at both the state and national levels,
along with state-agency activities in several states, including
Chihuahua, Sonora, Baja California Sur, and Quintana Roo.
In addition, the program has cooperative projects under way
with Conservation International, The Nature Conservancy,
World Wildlife Fund, and their local Mexican partner
organizations to incorporate the use of renewable energy into
ongoing protected-areas management activities in Mexico.
Cross-cutting activities include solar and wind resource
assessment, training, technical and economic analysis,
financing mechanisms, industry interactions, project
monitoring and evaiuation, and environmental assessments.

DEVELOPMENT STRATEGY

A common theme in all these country collaborations has
been to team up with strong in-country affiliates to build on the
existing in-country institutional capability. Different types of
organizations have emerged in each country. In Brazil, the
electric utility industry is a key player. In China, the rural
energy offices of the Chinese Ministry of Agriculture are key
piayers. In India, the non-governmental Ramakrishna Mission

is a key player. In South Africa, diverse governmental and
private-sector capabilities are being focused on developing
new institutions. And in Mexico, federal and state agricultural
development agencies have emerged as strong partners. The
key issue in PV commercialization is the development of these
institutional capabiiities as rapidly as possible.

Toward that end, our efforts are increasingly focused on
developing in-country institutional capability. Activities include
the following:

«  Internships to train in-country professionals

»  System design software for renewable energy and hybrid-
system analysis

«  Educational and media communication tools to train local
experts in effectively relaying the renewables message

»  Policy consultation to facilitate informed decision-making
by local officials

»  Academic programs to further educate engineers and
scientists, in cooperation with U.S. colleges and
universities .
« Financial support through linkages with international
financing institutions
+  Development of local in-country centers of excellence to
facilitate technology transfer and project expertise

= Electronic information access to provide rapid, up-to-date
information on products, literature, projects, design tools,
financing, and contacts

+  Specialized technology consultation for country-specific
needs

« Testing and evaluation services to ensure reliable
systems and components under local conditions.

International partnerships are helping to accelerate both
the development and the implementation of renewabile energy
technologies. Although these efforts span across the entire
range of renewable technologies, PV is often the entry point.
Moving into the next century, it is increasingly important to
work more closely with government agencies, utilities,
businesses, research laboratories, development and
investment organizations, and consumer and community
groups to support sustainable economic development through
the worldwide use of renewable-energy technologies.
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ABSTRACT

We have studied a novel extrinsic gettering method
that uses the large surface areas produced by a porous-
silicon etch as gettering sites. The annealing step of the
gettering used a high-flux solar furnace. We found that a
high density of photons during annealing enhanced the
impurity diffusion to the gettering sites. We used
metallurgical-grade Si (MG-Si) prepared by directional
solidification casting as the starting material. We propose to
use porous-silicon-gettered MG-Si as a low-cost epitaxial
substrate for polycrystalline silicon thin-film growth.

BACKGROUND

Photovoltaic (PV) solar cells made using thin-film
crystalline silicon on a low-cost substrate have the potential
for. low cost, high efficiency, and long-term stability [1].
However, the lack of a suitable low-cost substrate that can
be used for epitaxial growth of thin-film silicon at
temperatures of 600°C or above without contaminating the
film has, so far, prevented the development of truly low-cost,
thin-film crystalline silicon for solar-cell fabrication [2-4]. The
objective of this study is to develop such a low-cost, high-
temperature, epitaxial substrate for polycrystalline silicon
thin-film growth. Our approach is to make such a substrate
by using a novel porous-silicon gettering method to create
low-impurity layers on both surfaces of a metallurgical-grade
silicon (MG-Si) wafer. The novel porous-silicon gettering
method involves a simple stain etching for generating a
porous silicon layer on both surfaces of the MG-Si wafer and
a high-temperature (1000°C) annealing step using a high-
flux solar furnace (HFSF) [5]. The porous silicon layers are
removed, along with the gettered impurities, after gettering.
If the subsequent epitaxial thin-film silicon growth is done on
this substrate at a temperature lower than the annealing
temperature, then the low-impurity layers can serve as
diffusion barriers to prevent impurities in the bulk of the MG-
Si substrate from contaminating the film.

Gettering reduces impurities in a2 wafer by localizing
the impurities in regions away from the active device
regions. The effectiveness of gettering depends on the
establishment of gettering sites for absorbing impurities, the
diffusion coefficients of the impurities in bulk Si, and the
segregation coefficient of the impurities at the gettering
sites. Using electrochemically etched porous silicon to getter
impurities and other defects in electronic-grade silicon has
been studied previously using conventional furnaces [6-9].

The significant increase of the surface area achieved with
the porous silicon (nearly 600 mé/cm ), as well as the larger
lattice parameter of porous silicon compared with that of
bulk Si, greatly enhance the probability of tying up the
contaminants during the annealing step. Recent studies of
enhanced impurity gettering by nanometer-scaled cavities
in silicon also indirectly confirmed that porous silicon should
provide effective gettering sites [10,11]. These studies
showed that metallic contaminants react with Si dangling
bonds present on the intermal surface of the
nanometer-scale voids created within Si crystals. The
resulting cavity-trapped impurity states of the metal are
more stable than the silicide phase. For instance, the
binding energy of Cu within the cavity traps is 0.5 eV larger
than in the Cu3Si phase.

The intense incoherent light irradiation in a HFSF
may also enhance the diffusion of metallic impurities. In a
study using an artificial light source, Borisenko and Dorofeev
[8] showed that intense photoelectronic excitations caused
by light absorption generate excess impurity interstitials in
the surface layer. This enhances the diffusivity of impurities,
because the diffusion of interstitial metallic atoms is an order
of magnitude faster than that of substitutional atoms [12].

EXPERIMENTAL METHODS

The MG-Si was prepared by directional
solidification casting. Wafer-sawing damage was chemically
removed using an HF and HNO4 solution before porous-
silicon etching. A simple and low-cost chemical etching is
used to generate porous silicon layers on both front and
back surfaces of the silicon wafers. A high-flux solar fumace
[5] is used to provide high-temperature annealing. The
porous-silicon gettering sites, along with the gettered
impurities, can be easily removed by oxidation followed by
a HF dip or a silicon chemical etch. Each porous-silicon
gettering process removes up to about 10 pm of wafer
thickness. This gettering process can be repeated so that
the desired purity level is obtained.

NREL's high-flux solar fumace uses an off-axis
design. A flat, tracking heliostat 32 m< in area reflects
sunlight onto a faceted primary concentrator of 25 curved,
hexagonal mirrors with a 7-m focal length. Both the heliostat
and primary concentrator are front-surface aluminum mirrors
coated for enhanced-ultraviolet-reflectivity. The primary
concentrator focuses the light to a position inside the target
bay, where 94% of the energy falls inside a 10-cm-diameter
circle. The wafer under HFSF processing is positioned in the
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center of the sample chamber, facing the incident sunlight
and supported by three point contacts at the edge and a
thermocouple tip touching the back surface. For annealing,
an argon atmosphere of 600 torr is used in the sample
chamber. For diffusion, an atmosphere of 2% oxygen and
98% argon of 600 torr is used. To determine the wafer
temperature during HFSF processing, we used a type K,
thin-wire, inconel sheathed thermocouple in direct contact
with the back surface of the 300-micron-thick wafer. The
temperature difference between the front and back surfaces
of the wafer is calibrated by observing the temperature
difference (78°C) of the melting point (801°C) of a NaCl
paste painted on the front surface of the wafer and the
temperature of the back surface measured by the
thermocouple. For all the experiments reported in this paper,
we use the front surface temperature as the sample
temperature. The maximum possible systematic error of the
temperature at the front surface of the wafer shouid be less
than 20°C. Conventional furnace annealings were done in
a Tempress 8-inch-diameter quartz tube furnace. The
sample-temperature accuracy should be well within 5°C.
The depth profiles of impurities before and after
gettering were measured using secondary-ion mass
spectroscopy (SIMS). The junction profiles after phosphorus
diffusion were measured using a Solid State Measurements,
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Inc., computerized, spreading resistance probe.

POROUS SILICON GETTERING

We used an HN03/HF (1:100) etching solution for
the porous-silicon etching of MG-Si wafers [13]. This
chemical etching method (also known as stain etching) is
very simple, requiring no electrodes and no applied voltage;
fast, taking 10 minutes or less: and produces porous silicon
on both sides of the silicon wafer. The resulting porous
silicon layers are about 2-um thick and are strongly
photoluminescent [14]. The porous-silicon-etched Si wafers
were then annealed in an HFSF for 15 to 30 min. at a
sample temperature of 1000°C.

SIMS depth-profiling measurements done from the
front (illuminated) and back surfaces of the MG-Si wafers
showed that the HFSF annealing treatments caused
impurities in the bulk of the wafers to diffuse and segregate
at the porous-silicon-etched surfaces. The effectiveness of
this impurity gettering process increases with the HFSF
treatment time. Strong gettering effects were observed for
Al, B, Fe, Cu, and Cr impurities. For example, Figure 1
shows the copper impurity levels as a function of the
sputtering time (which is proportional to the distance from
the surface) for the front surface of an as-polished MG-Si

O Porous Si-etched, MG-Si annealed @1000 °C for 30 min
Y Porous Si-etched, MG-Si annealed @1000 °C for 15 min
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Fig. 1

SIMS depth profiles of the Cu impurity of (1) an as-polished cast MG-S;, (2) the same sample

after porous-silicon etch and a 1000°C, 15-min. HFSF anneal, and (3) the same sampile after porous-

silicon etch and a 1000°C, 30-min. anneal.




wafer, the identical wafer after porous-silicon etching and a
1000°C, 15-min. HFSF annealing treatment, and the same
wafer after porous-silicon etching and a 1000°C, 30-min.
HFSF annealing treatment. The sharply increasing or
decreasing Cu profiles very close to the surface region
obtained during about the first 200 seconds of sputtering are
most likely due to measurement errors caused by variations
in surface morphology and cleanliness. The high-copper-
concentration region near the surface of the wafer
corresponds to the porous-silicon-etched region, which is
about 2-um thick (about 1500 s of sputtering time). Copper
has a very high diffusion coefficient, and there is even a
slight copper gettering effect (not shown) at the surface
region after porous-silicon etching but before annealing. The
amount of surface gettering significantly increases with high-
temperature annealing and with annealing time, as shown
in Fig. 1. Clearly, the combination of a porous-silicon etch
and an. HFSF annealing treatment effectively getters
impurities to the porous-silicon-etched surface layers.

PHOTON-ENHANCED DIFFUSION

To heat a silicon wafer in a HFSF to 1000°C, we
need concentrated sunlight of about 40 W/em?2. Such
intense illumination can increase the ratio of interstitial
impurities over substitutional impurities [8]. The diffusion of
interstitial impurities is faster than substitutional impurities,
because substitutional diffusion requires additional intrinsic
defects such as vacancies or silicon self-interstitials.
Furthermore, the diffusion of interstitials into the silicon is
promoted along the direction of heat flow, from the irradiated
front surface to the back of the wafer. We observed higher
levels of gettered impurities in the front surface than in the
back surface, especially in the grain-boundary regions.
However, there is a significant temperature difference
between the front and back surfaces during HFSF
annealing: 78°C at the front-surface temperature of 801°C.

To more positively identify the photon-induced
effects, we compared the phosphorus diffusion properties of
HFSF-processed, single-crystal silicon wafers against
conventional furnace-processed wafers in the temperature
range of 775°C to 950°C. The two groups of samples used
the same 300-um-thick, 0.2-chm-cm-resistivity, float-zone
growth, boron-doped, single-crystal silicon wafers, same
spin-on phosphorus dopants from Emulsitone Co., and
same diffusion temperatures and diffusion time (20 min.).
The long diffusion time of 20 min. is chosen to reduce the
effects of minor variations in heating and cooling rates. The
junction profile measurements after diffusion show that
HF SF-diffused samples have considerably deeper junctions
than conventional-furnace-diffused samples (see Figure 2).
The difference in the junction depths is equivalent to a
temperature difference of 25°C on the low-temperature side
and 75°C on the high-temperature side. These temperature
differences are larger than the maximum possible error
(20°C) in our estimation of the front-sample surface
temperature during HFSF annealing. Comparisons of the
peak surface phosphorus concentrations for the two groups

Junction Depth (microns) |

of samples (See Figure 3) show that HFSF-annealed
samples have higher peak surface phosphorus
concentrations at temperatures below 875°C. At
temperatures above 875°C, the peak phosphorus doping
concentrations for the two groups of samples are about the
same. We believe the enhanced phosphorus diffusion in
HFSF-annealed samples is due to photon-reiated effects.
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Fig.2  Junction depth vs. diffusion temperature for solar-
furnace-diffused samples (solid line) and conventional-
furmace-diffused samples (dotted line).

Hartiti et al. [15] obtained similar effects of photon-
enhanced diffusion of phosphorus when comparing rapid
thermal processing (RTP) and conventional themmal
processing (CTP) methods between temperatures of 800°C
and 1000°C. However, the difference between RTP and
CTP decreases with temperature and disappears above
900°C, whereas the difference in the junction depths
between HFSF- and CTP-processed samples observed by
us increases with temperature. Hartiti et al. attributed the
enhancement they observed to photon-enhanced Si-Si
bond-breaking, which reduced the surface barrier for
phosphorus diffusion.
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Fig.3 Peak phosphorus doping concentration vs.
diffusion temperature for solar furnace-diffused samples
(solid line) and conventional-furnace-diffused samples
(dotted line).
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CONCLUSIONS

We have proposed here a new type of low-cost
substrate that can be used for epitaxial growth of thin-film
polycrystaliine silicon without impurity contamination. We
have demonstrated how such a substrate can be made from
metallurgical-grade silicon wafers by showing that the large
surface area created by a porous-silicon etch provides
effective gettering sites and that the presence of photons
during HFSF annealing enhances gettering efficiency. A
porous-silicon-gettered MG-Si substrate has several
advantages: (1) It is suitable for epitaxial polycrystalline
silicon growth because the substrate itself is also
polycrystalline silicon; (2) The film contamination from the
substrate can be avoided if the film growth temperature is
less than the gettering temperature of 1000°C because the
gettered surface layers can serve as diffusion barriers; (3)
It is a highly conductive substrate; (4) The substrate can be
textured before film deposition; and (5) The porous-silicon
etching and HFSF annealing can be done in large areas at
low cost.

We have also demonstrated that porous-silicon
gettering is a very effective extrinsic gettering technique for
Al, B, Fe, Cu, and Cr impurities. The special features of
porous-silicon gettering include: (1) A simple and iow-cost
chemical etching is used to generate the porous layers on
both sides of the Si wafer to provide a large number of
efficient gettering sites; (2) Porous-silicon etching causes no
permanent damage to the substrate; (3) A high-flux solar
fumace is used to provide low-cost, low-contamination, high-
temperature annealing; (4) Impurity diffusion is enhanced by
incident photon flux during annealing; (5) The gettering
sites, along with the gettered impurities, can be easily
removed at the end the process; and (6) The gettering
process can be repeated to obtain the desired purity level,
with a loss of only 10 um of wafer thickness for each
gettering cycle.
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ABSTRACT

High-performance Cu(in,Ga)Se,(CIGS)-based solar
cells are presently fabricated within a narrow range of pro-
cessing options. In this contribution, alternative substrate,

. absorber, and buffer layer processing is considered. Cell
performance varies considerably when alternative sub-
strates are employed. These variations are narrowed with
the addition of Na via a Na,S compound. Sputtered and
electrodeposited: CIGS precursors and completed
absorbers show promise as alternatives to evaporation. A
recrystallization process is required to improve their quali-
ty. (In,Ga),Se buffer layers contribute to cell performance
above 10%. Further improvements in these alternatives
will lead to combined cell performance greater than 10% in
the near term. '

INTRODUCTION

High-efficiency Cu(in,Ga)Se, (CIGS)-based soiar cells
exhibit performance approaching 18% [1]. They are read-
ily made within a narrow range of processing parameters.
These include a single substrate type (soda-lime glass), a
single "heterojunction partner/buffer layer and method to
make it (CdS by chemical-bath deposition [CBD]), and
absorber fabrication by either evaporation methods or sel-
enization of metal precursors.

In this contribution, we report on efforts that diverge
from this mainstream and create more flexible opportuni-
ties for CiGS-based solar-cell and module processing. The
alternatives are listed in Table 1. They include back-elec-
trode/substrate systems that may be chemically decoupled
from the absorber by the introduction of impurity-gettering
barrier layers. Required impurities, such as Na, are intro-
duced controllably. Alternative substrates to soda-lime
glass are investigated. Altenative absorber processing,
such as sputtering or electrodeposition, has successifully
produced nearly 10% device performance to date [2,3].
These material delivery techniques are considered to be
more transferable to production-scale systems than is the
vacuum co-evaporation process. We report here on the
evolution from the CIGS bulk material to the thin-film prod-
uct.

Finally, several non-CBD, non-CdS heterojunction
partners have been investigated and show promise [4,5].
The (In,Ga)y(Se,S)x material system is especially attractive
because buffer-layer formation can occur in-line with the
absorber. Success in these areas depends on a high level
of understanding of the physical and chemical operation of

Table 1. Alternatives to conventional CIGS absorber-
based cell components.

Cell Component Alternative
Substrate/ Soda-lime glass
Mo back-contact Soda-lime glass w/ 1000A of SiO,
(w/ & wio Na_S) Smooth ALO,
7-mil Stainless Steel
20-mil Pilkington Glass
Absorber DC Sputtering
Electrodeposition
Junction Buffer (In,Ga) Se
InSe

the conventional, high-efficiency, CIGS-based device
structure.

EXPERIMENTAL

Altemative 5-cm x S-cm substrates described in Table
1 are prepared by depositing a 1-um Mo film by DC sput-
tering at 4-mTorr operating pressure. In some cases, a
100-A Cr layer is evaporated prior to Mo deposition. On
soda-lime glass (SLG) substrates, a 400-A SiO, barrier
layer is first evaporated on a 2.5-cm x §-cm section to get-
ter Na out-diffusing from the SLG. In the experimental
matrix, CIGS absorbers were deposited on these substrate
configurations with and without the incorporation of 200 A
of Na,S. The recipe for the deposition of the absorber is
described in detail elsewhere [§]. The devices were com-
pleted with standard CBD of 500 A of CdS, foliowed by RF
sputtering of 500 A intrinsic and 3500 A Al-doped ZnO lay-
ers. ‘

Alternative CIGS thin-film absorbers are deposited on
standard Mo/SLG substrates. Precursor films are pre-
pared by DC sputtering at 150-200 W from a CIGS target
fabricated at Target Materials Inc., from bulk material syn-
thesized at ASARCO, Inc. Electrodeposited (ED) precur-
sors are synthesized at NREL by a proprietary technique
developed for Davis, Joseph, and Negley Corp. Precursor
films are subsequently recrystallized by exposure to either
Se or Cu-Se under a temperature profile up to 550°C [2].
The absorber is completed with an (In,Ga,Se) vapor treat-
ment at 550°C to bring the composition from the two-phase
Cu-rich region to the single-phase In-rich region. Devices

are completed in the conventional manner described
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Fig. 1. Deposition profile for in-situ, alternative buffer
layer using (In,Ga)y(S,Se).

above.

Alternative buffer layers are introduced in-situ follow-
ing the deposition of a conventional graded CIGS absorber
- described in detail elsewhere [6]. In Fig. 1, the processing
scheme is illustrated. The surface of the absorber is ter-
minated by lowering the temperature and continuing with a
vapor activity of (In,Ga,Se) for a period of 2 and 4 min. The
lower the temperature, the less in-diffusion of Cu into the
layer from the absorber. These structures were subse-
quently completed in one of three ways: (a) CBD CdS/i-
ZnO/Al:ZnO, (b) chemical-bath treatment (CBT) in NH,OH
and a Cd salt, followed by the bi-layer ZnO, and (c) bllayer
ZnO.

3-uym Ni/Al evaporated grids completed all of the
above structures with about 4% coverage. Current-Voltage
(i-V) characterization is carried out at AM1.5 illumination,
and device efficiencies are quoted as total-area to include
grid losses. Quantum-efficiency (QE) measurements are
made in the dark and under voltage and light-bias in the
wavelength range 380-1500 nm. Capacitance-Voltage
(C-V) is conducted at 100 kHz from -2.0 to 0.5 V. Film
characterization is accomplished by scanning-electron
microscopy (SEM) to investigate morphology issues and
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by X-ray diffraction (XRD) to look at structural changes in
the evolution of the precursor to the completed absorber.

RESULTS
Substrate

The purpose of looking at alternative substrates is
two-fold. The first is to understand the role of the SLG, with
the hope of decoupling the absorber quality and device
performance from what is intended to be the cheapest and
lowest-quality component of the cell. The second is to cre-
ate opportunities for replacing the SLG in applications that
require mechanical flexibility, improved thermal conductivi-
ty, or electrical coupling to an interconnect structure.

In Fig. 2, data are presented for the open-circuit volt-
age (V,.) and conversion efficiency (n) of devices fabricat-
ed on five substrate configurations, with and without the
addition of Na,S as a sodium source [7]. For cells that do
not contain Na, or that have a SiO, barrier layer between
the SLG and Mo, V,.'s range from 550 580 mV. For cells
that contain Na and/or upon the introduction of the Na,$§,
Vo 'S range from 600-670 mV. The exception in this case
is the cell fabricated on AlL,O4. This corresponds to +AV,,
of 20-50 mV with the introduction of additional Na into the
absorber. Even more dramatic, and yet unexplained, is the
general, and sometimes drastic, improvement in fill-factor
(FF) with the addition of the Na,S. For the cells on SLG,
the anomalous FF behavior (22% and 40 %) is believed to
be related to the ZnO processing [1]. The addition of Na
appears to neutralize this phenomenon.

One significant result here is the 13.2% cell fabricated
on a flexible 7-mil. stainless-steel (SS) substrate. This
opens up applications where either flexible and/or con-
ducting substrates are advantageous. A flexible substrate
would have advantages from a specific power (W/kg) per-
spective or from a manufacturing perspective, where roll-
to-roll processing would offer cost advantages.

Fig. 2. Comparison of V. and device efficiency for cells fabricated on different substrates, with and without the addi-
tion of Na,S as a sodnum source. Devices incorporating Na,S include an MgF, anti-reflection coating.




Table 2. Parameter space for sputtered precursors
and general recrystallization processes.

Processing Parameter} Variable Space

Sputter Pressure 20:8 cycles
(mTorr) 8
8:3 cycles
3
Substrate Temp. Plasma ambient (50" - 80°C)
("C) 200°C

Precursor Processing | (a) None

(b} Cu (25°C) -> Se anneal @ 550°C

(c) Cu,Se @ 550°C

(d) Cu,Se (sputtered) -> Se anneal @ 550°C}
{e) Se only @ 550°C (for Cu-rich precursor)

Absorber

The purpose of this effort was to look at sputtering
from a compound CIGS target and electrodeposition of a
CIGS precursor as alternative delivery technigues to co-
evaporation of the elemental constituents. A matrix
approach to the sputter deposition process, and subse-
quent processing of both sputtered and ED precursors was
pursued (Table 2). The goal was to create an absorber that
exhibits similar structure and morphology to that of an
evaporated film. In Fig. 3, XRD data for the as-deposited
sputtered precursors are shown. The observed trend is
that precursor films deposited at ambient temperature (AT)
and at higher pressure exhibit no crystalline behavior,
whereas those deposited at 200°C and at higher pressure
exhibit crystallinity and preferred orientation. In the sput-
tering process, the kinetic energy of the species arriving at
the substrate depends on the background pressure and
decreases approximately by an order of magnitude in
going from 3 to 20 mTorr {8]. For a CIGS molecule, the
energies may roughly be 200 and 20 meV, respectively, at
those pressures. Therefore, a preliminary explanation for
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Fig. 3 Structural comparison by XRD of CIGS thin-film
sputtered precursors deposited under different condi-
tions.
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Fig. 4. Structural comparison by XRD of CIGS thin-
film sputtered precursors deposited at 3 mtorr and
recrystallized according to the conditions of Table 2.
(a)-(d) reference Table 2.

Table 3. Parameter space for precursor sputtering
and recrystallization processes. Bold lettering implies
as-deposited condition.

Process v, J, FF ] n_JComments
(mv) § imaleme} (%) ] (%)
Sputtering 508 § 24.3 57 7.0 [CIGS + Cu + Se + (In,Ga.Se

Electrodeposition | 545 | 34.0 66 ] 12.3 [CIGS:CS + (In,Ga,Se)

the observed phenomena is that the kinetic energy of the
sputtered material influences the degree of crystallinity in
the absence of substrate heat, whereas the energy impart-
ed to the arriving species by the substrate at 200°C domi-
nates growth kinetics in that scenario. it is unctear, how-
ever, why the sample deposited under a higher sputtering
pressure would exhibit exclusive (112) orientation, a high-
er total energy state, whereas the lower pressure produces
a film with both (112) and (220) orientations.

The purpose of the recrystailization process is to take
the poorly crystallized precursors and convert them to
high-quality CIGS thin-film absorbers. Cu,Se has previ-
ously been identified as a suitable material, under the
appropriate temperature and chemical conditions, to act as
a fluxing agent for the recrystallization process. We have
considered three mechanisms for introducing the Cu and
Se, and one for activating excess Cu already in the film,
described in Table 2. Of the four techniques (b)-(e), the
simple selenization process and the sequential processes.
(Cu,Se or Cu followed by Se) are the most applicable to a
manufacturing environment.

In Fig. 4, XRD analysis of recrystallized sputtered pre-
cursors suggests that all processes are similar in their
impact on a minimally crystallized film. The analysis iden-
tifies the chalcopyrite phase and a slight preferred (112)
orientation. After the film sees an excess of Cu, Devices
can then be fabricated. In Table 3, we present our best
results to date. The 12.3% device by electrodeposition is
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very encouraging. The sputtering results continue to be
preliminary. Carrier collection within the absorber appears
to be poor as observed by the low short-circuit current
density (J.). This study, however, has proven to be fruit-
ful in elucidating the relationship between the sputtering
process and the final product.

Buffer Layer

The purpose of this effort is to replace the CBD CdS
with an in-situ process for forming the junction in CIGS-
based cells. This would allow continuous vacuum pro-
cessing from the absorber through to the ZnO deposition.
In Fig. 1, the process for the creation of an (In,Ga),Se
buffer layer is described. In Fig. 5, data are presentec( for
devices fabricated with such a structure. Completed CIGS
absorbers were exposed to (In,Ga,Se) vapor for an addi-
tional 2- or 4-min. at either 300°C, 400°C, or 500°C. The
temperature influences the in-diffusion of Cu from the
absorber which, in turn, influences the bandgap and con-
ductivity type of the surface layer. The data (I-V and QE
not shown) suggest the formation of a discrete n-type layer
at 300°C, producing a buried junction and poor spectral
response. At 500°C, there is sufficient Cu in the layer to
consider it an extension of the p-type absorber. it conse-
quently is a poor heterojunction partner to ZnO. The inter-
mediate temperature appears to create a buffer layer that
is neither isotype to the absorber nor sufficiently n-type to
move the junction away from the heterointerface. This
recipe has succesfully produced a device with total-area
performance of near 11%. Continued optimization of the
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Fig. 5. Vi Jeo and device efficiency for devices

made with modified buffer layers fabricated in-situ with
the absorber.

properties of this layer, as well as the properties of the ZnO
window layer, will drive the performance well above the
present benchmark.

FINAL REMARKS

This contribution has initiated work on creating more
flexible and potentially manufacturable processes to fabri-
cate high-quality, CIGS-based solar cells. Although far
from optimized, we have identified alternatives to SLG sub-
strates, evaporated absorbers, and CdS buffer layers.
Individual substitution of each of these processes has pro-
duced devices with performance over 10%. It is now our
intent to optimize the individual processes and combine
them into one simple, reproducible, high-yield process that
may easily be scaled to a manufacturing environment.
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ABSTRACT

This paper presents an analysis of performance data on
the two 6-kWac grid-connected photovoitaic systems at
the National Renewable Energy Laboratory (NREL). The
performance parameters analyzed include dc and ac
power, aperture efficiency, energy, capacity factor and
performance index which are compared to plane-of-array
irradiance, ambient temperature, and back-of-module
temperature as a function of time, either daily or monthly.
Power ratings of the systems were also obtained for data
corresponding to different test conditions. This study has
shown, in addition to expected seasonal trends, that
system monitoring is a valuable tool in assessing
performance and detecting faulty equipment. In addition,
methods applied for this study may be used to evaluate
and compare systems employing different cell
technologies.

INTRODUCTION

The goal of this study was to evaluate and compare the
performance of two identical 6-kW,. grid-connected
photovoltaic (PV) systems located on the roof of the Solar
Energy Research Facility (SERF) building at NREL in
Golden, Colorado. The systems began operation on
March 23, 1994. The evaluation was done by the analysis
of performance data obtained by continuous system
monitoring for the period August 1, 1994, to July 31, 1995.
The performance parameters analyzed include dc and ac
power, aperture area efficiency, energy, capacity factor,
and performance index. These parameters are compared
to plane-of-array (POA) irradiance, ambient temperature,
and back-of-module temperature as a function of time,
either daily or monthly. The energy output of the systems
was also simulated using PVFORM, a simulation
program. The power ratings of the systems were also
obtained for data corresponding to different test
conditions. Finally, system losses were determined.

The results show, in addition to expected seasonal trends,
that system monitoring is a valuable tool in assessing
performance and detecting faulty equipment. Each

system was given an estimated rating of 6 kW, based on
Photovoltaics for Utility-Scale Applications (PVUSA) test
conditions (PTC).T The systems were found to produce a
similar amount of total energy, but were operating at
approximately 7% below their estimated rating. This may
be attributed to the design inverter efficiency being
estimated at 95% (compared with the measured value of
88%) and the module aperture-area efficiency being
estimated at 12.8% (compared with the measured value
of 11.0%). The continuous monitoring also revealed faulty
software in the peak-power-point tracking equipment.
Furthermore, the methods applied in this study may be
used to evaluate and compare systems employing
different cell technologies.

Fig. 1. Photograph showing the SERFEAST array.

SYSTEM DESCRIPTION

Each system, comprising 2 monocrystalline Si array, was
estimated at 6 kW, under PTC when deployed. The
SERF arrays each consist of 140 PV modules connected
with the following configuration: 5 source circuits, each
with one positive and one negative monopole; each
monopole consists of 14 series-connected modules. The

t PTC: PVUSA test conditions - 1000 W/m?® POA
irradiance, 20°C ambient temperature, and 1 m/s
wind speed.
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dc rating of each array at standard test conditions (sTC)?
is 7.43 kW. This dc rating was obtained by summation of
module peak power at STC. The arrays are mounted on
the roof of the SERF building at a fixed tiit of 45° from the
horizontal and aligned with the building, approximately
15° east of true south. The SERF building is located at
39.7°N latitude and 105°W longitude and the elevation is
approximately 1800 m [1}. The systems are identified as
SERFEAST and SERFWEST, corresponding to their
position on the SERF building. The SERFEAST array is
shown in Figure 1.

DATA ACQUISITION

The data acquisition is centered around Campbell
Scientific data loggers connected to a computer via
modem link, with data sampled every 5 s and stored as
15 min averages. The data are estimated to be accurate
to £ 1%. For the purposes of this study, the performance
data were restricted to those collected between August 1,
1994, and July 31, 1995.

RESULTS AND DISCUSSION

Figure 2 shows the dc and ac power (normalized to
1 OOOW/mz), back-of-module temperature, aperture
efficiency, and inverter efficiency as a function of time
over the period monitored for the SERFWEST system.
The data were restricted to POA irradiance greater than
850 W/m® for analysis of power and associated
parameters. The heavy solid lines represent a 50-point
moving average for each parameter and are included to
serve merely as a guide to the eye. From the figure, the
expected inverse correlation between system output and
back-of-module temperature is clearly demonstrated.
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Fig.2. Normalized dc and ac power, back-of-module
temperature, aperture-area efficiency, and inverter

efficiency vs. time for the SERFWEST system.

The aperture-area efficiency is defined as the ratio
Pouw/Pin, where Pin is the POA irradiance for net module

$ STC: Standard test conditions -1000 W/m? POA
irradiance, 25°C cell temperature, and air mass
1.5 global spectrum.

aperture area (module area excluding frame) of system

and Poy is the dc power output. The annual average
aperture area efficiency was determined to be 11.0%,
compared with the design value of 12.8%. This
discrepancy may be attributed, in pan, to various array
losses that were not adequately accounted for and to
prevailing weather conditions. It should be noted that the
annual average aperture efficiency based on all the data
collected was determined to be 10.5%.

The system losses, which ultimately determine system
performance, may result from array losses and those
associated with dc to ac conversion. .The array losses are
caused by wiring, module shadowing, soiling,
degradation, reflection, and effects related to temperature
and spectral variations. The energy lost because of array
losses, excluding temperature, was determined to be
10.6% as measured relative to the STC array rating. The
temperature losses were found to be as high as 13%
when modules operate at 55°C. The losses associated
with dc to ac power conversion on power conditioning
equipment used are easily quantified by direct
measurement of dc- and ac-power outputs. These losses
are illustrated in Figure 2 by the inverter efficiency,
defined as the ratio Pa/Psc. The annual average inverter
efficiencies determined using POA irradiances above
850 W/m® were 88.6% and 88.3% for the SERFWEST
and SERFEAST systems, respectively. This is
approximately 7% below the design inverter efficiency of
95%. At 75% of full load (6kW,.), the inverter should run
at 95%. [t should, however, be noted that the annual
inverter efficiencies based on all data collected were
86.7% and 86.4% for the SERFWEST and SERFEAST
systems, respectively. The cumulative effect of all the
system losses is about 30% of possible energy generation
as determined by the array STC ratings of 7.43 kW per
system.

The total annual dc energy produced by the two systems
was 120MWh and 11.8 MWh for SERFEAST and
SERFWEST, respectively. The monthly energy produced
shows variation caused by seasonal insoiation and
prevailing weather conditions. These variations, spring
and fall maxima and corresponding winter and summer
minima, are depicted in Figure 3, together with energy
production as predicted by a modeling program, PVFORM
[2). PVFORM uses actual radiation and meteorological
data to simulate output based on system parameters and
typical system losses. The radiation and meteorological
data used are direct radiation, global horizontal radiation,
ambient temperature and wind speed. These data were
obtained from the Reference Meteoroiogy and Irradiance
Station (RMIS) at NREL [3,4]. The RMIS irradiance data is
accurate to + 3% for global horizontal, + 1% for direct
normal, and + 5% modeled irradiance [4,5]. The total dc
energy as obtained by the simulation differs from the
actual SERFWEST energy produced by 1.5%, thereby
indicating the significance of performing a simuiation. it
must, however, be stressed that by performing a
simulation many input parameters influence the ultimate
output and may therefore be misleading. During the
months in which a significant difference between
measured and simulated energy is observed, the




difference may be attributed to either temperature effects
or snow on the arrays. More specifically, the lower
measured energy in September, June, and July could be
attributed to temperature and weather patterns, while the
March difference may be ascribed to snow on the arrays.
It is worth noting that the unusually low energy production
of the SERFEAST system in July 1995 may be accounted
for by the fact that the peak-power tracking equipment
had a software error. This error resulted in the low energy
production and does, in pan, account for the difference in
total energy production. The error was corrected in

August 1995.
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Fig. 3. Comparison of actual dc energy with simulated
dc energy for both systems. The simulation was
performed using PVFORM and employing RMIS data.

Seasonal trends in performance are also depicted in
Figure 4 by the monthly capacity factors and performance
indices, calculated using the estimated PTC system rating
of 6kWa and shown as percentages. The low
SERFEAST system performance in July may be
accounted for by the faulty peak-power tracker as
discussed above. The capacity factors for May are the
lowest, excluding July SERFEAST data. This may be
aftributed to adverse weather conditions. The
performance index, however, shows that May is a good
month. This is because the reduced irradiance in May is
accounted for in determining the performance index; this
may be misleading as it could be assumed that May is a
high energy producing month, which is not the case. The
performance index does, however, show that in May the
systems performed well under the prevailing conditions.

Outdoor power ratings were obtained for the systems

relative to STC, PTC, and Nominal Operating Cell

Temperature (NOCT)§ under the conditions of the

Nominal Terrestrial Environment (NTE). For these

calculations the data were restricted as follows:

STC: POA irradiances > 750 W/m? and back-of-
module temperature between 23°C and 27°C,

§ NOCT: Nominal Operating Cell Temperature - cell
temperature at NTE - 800 W/m? POA irradiance,
20°C air temperature, andr 1m/s wind speed.

PTC: POA irradiances > 750 W/m® and ambient
temperature between 18°C and 22°C and 1 m/s
wind speed, and

NOCT: POA irradiances between 750 W/m’ and
850 W/m®, ambient temperature between 18°C
and 22°C and wind speed between 0.8 m/s and
1.2 m/s.
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Fig. 4 (b). Monthly performance index for both

SERFEAST and SERFWEST systems.

The dc and ac power, as a function of POA irradiance for
the SERFEAST system, is shown in Figure 5 for PTC.
The solid lines represent a least-squares fit to each data
set, with the appropriate equation aiso shown. The
outdoor ratings at the above-mentioned test conditions
are summarized in Table 1 below.

Table 1. Outdoor rating of systems at different test
conditions. The NOCT wvalues are normalized to
1000 W/m? for comparison.

Ref. DC POWER (W) AC POWER (W)
Condition East West East West
STC 6851 6857 6140 6157
PTC 6260 6287 5509 5563
NOCT 6408 6463 5720 5814
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Fig. 5. SERFEAST dc and ac power as function of POA

irradiance for PTC outdoor rating.

From Table 1, it is evident that the systems do not
perform as predicted. The PTC estimate of the systems is
6 kWac, and the measured outdoor rating is lower than
this by 7.3% and 82% for the SERFEAST and
SERFWEST systems, respectively. This lower outdoor
rating may be attributed, in part, to the fact that the
inverters operate at lower annualized efficiencies of about
88% compared to the rated 95%.

SUMMARY AND CONCLUSIONS

The data obtained from continuous system monitoring
used to evaluate and compare performance of the two
systems showed that the systems operated in a similar
manner. The expected seasonal fiuctuations for mono-
crystalline Si were also observed. These seasonal
variations (spring and fall maxima and corresponding
winter and summer minima) are clearly illustrated by
analyzing energy production data and associated
parameters. The analysis of energy produced also
illustrated the value of continuous monitoring to detect
faulty equipment, as was the case for the peak-power
tracking software. Furthermore, the energy produced was
also modeled using a simulation program. This
simulation, using system design parameters, yielded a
total dc energy that is comparable with that measured,
thereby illustrating the value of modeling system energy
output. When modeling system performance, the
application of system derating was found to be critical.

The analysis of system power output showed that the
systems were overrated (at PTC) by approximately 7% to
8%. This may be attributed to the design inverter
efficiency being estimated at 95%, compared with the
measured value of approximately 87%, as well as the
apenture-area  efficiency being overestimated. The
average measured aperture-area efficiency was 11.0%,
which is significantly lower than the design value of
12.8%.

The annual average capacity factor and performance
index were determined to be 19.6% and 82.5%,
respectively. The performance index was, however, found
to be misleading for the months with adverse weather
conditions, as was the case for May 1995.

An analysis of the system losses revealed that, when
excluding the effect of temperature, the average array
losses amounted to 10.6% of potential energy production
as measured relative to STC array rating. The
temperature losses may be as high as 13% when
modules operate at elevated temperatures. The annual
average of dc to ac conversion losses was found to be
about 13% of the generated dc power. The cumulative
effect of all the system losses is about 30% of the dc
array rating at STC.

Finally, the methods of analysis, as applied in this study,
may be used to evaluate different systems comprising
different cell technologies.

ACKNOWLEDGMENTS

The authors wish to thank Roland Hulstrom and Dick
DeBlasio for their support. The assistance of Daryl Myers
in supplying RMIS data and for many useful discussions is
acknowledged. Ben Kroposki is acknowledged for
supplying temperature coefficient data and useful
discussions.

This work was supported by NREL under Contract No.
DOE-AC36-83CH10093 to the U.S. Department of
Energy. ‘

The work was also conducted as part of a joint project
between NREL and the University of Port Elizabeth, South
Africa.

REFERENCES

[11 T. Strand, L. Mrig, and R. Hansen, “Technical
Evaluation of Photovoltaic Systems at NREL” PV
Performance and Reliability Workshop, Lakewood, CO,
September 1994

[2] D.F. Menicucci, J.P. Fernandez, “User's Manual for
PVFORM: A Photovoltaic System Simulation Program for
Stand-Alone and Grid-interactive Applications,” SANDSS-
0376, April 1991.

[38] D.R. Myers, private communication.

[4] D.R. Myers and T.W. Cannon, “Photovoltaic Solar
Radiometric Measurements and Evaluation,” 13th NREL
Photovoltaics Program Review, Lakewood, CO. AIP
Conference Proceedings 353, America Institute of
Physics, Woodbury, NY.

[5] D.R. Myers, "Uncertainty Analysis for Thermopile
Pyranometer and Pyrheliometer Calibrations Performed
by SERL” SERI TR/215-3294. Solar Research !nstitute,
Golden, CO, April 1988.

142




SINO/AMERICAN COOPERATION FOR PV DEVELOPMENT IN
THE PEOPLE'S REPUBLIC OF CHINA

William L. Wallace and Y. Simon Tsuo
National Renewable Energy Laboratory, 1617 Cole Blvd., Golden, Colorado 80401, USA

ABSTRACT

Rapid growth in economic development, coupled with
the absence of an electric grid in large areas of the rural
countryside, have created a need for new energy sources
both in urban centers and rural areas in China.
Environmental poliution from the increased use of coal-fired
steam turbines to meet this capacity expansion is a concemn.
There is a growing interest in China to develop renewable-
energy resources and technologies to meet energy
demands and help mitigate pollution probiems. In February
1895, Secretary Hazel O'Leary of the U.S. Department of
Energy signed an Energy Efficiency and Renewable Energy
Protocol Agreement with the Chinese State Science and
Technology Commission in Beijing, China. Under this
agreement, projects using photovoltaics for rural
electrification are being conducted in Gansu Province in
western China and Inner Mongolia in northemn China,
providing the basis for much wider deployment and use of
photovoltaics for meeting the growing rural energy demands
of China.

BACKGROUND

Recently, the Ministry of Electric Power in China
announced that China must install 100 to 130 gigawatts of
new electric generating capacity by the year 2000 to mest
the demands of the rapidly growing economy and to provide
electricity to a large number of rural people presently without
access to the electric grid [1]. Environmental poliution from
the increased use of coal-fired steam turbines to mest this
capacity expansion is a serious concem. As a consequence
of these factors, there is growing interest in China to
develop renewable-energy resources and technologies to
meet energy demands and heip mitigate poliution problems.
Interest in renewable energy is reflected both at the central

~government level in Beijing and at the local level in the
provinces and autonomous regions of China.

China has an abundance of renewable-energy
resources in the form of solar, wind, biomass, hydro,
geothermal, and ocean tidal resources. China is also
already one of the world's largest users of renewables,
primarily in the form of hydropower and biomass [2]. The
solar resource of the country is also enormous and is
strategically located in areas of greatest need in terms of
rural energy development. More than 120 million rural
people in northern and western China and more than 300

coastal islands currently have no access to the electric
power grid and no near-term prospects for grid connection.
There is an excellent match of solar and wind resources to
meet these rural electrification needs. For example, the
richest solar-energy resources in China are located in Inner
Mongolia, Qinghai-Tibet Plateau, Northern Ningxia and
Gansu Provinces. These are regions where population
density is low, and it is often too costly or impractical for grid
extension to reach many of the potential users.

in the central government of the People's Republic of
China, three commissions under the State Council are
actively involved in renewable energy: the State Planning
Commission (SPC), the State Economic and Trade
Commission (SETC), and the State Science and Technology
Commission (SSTC). The SPC is in charge of planning and
budget approval for large infrastructure projects. The SETC
is in charge of industrialization and retrofitting existing
industries. The SSTC is in charge of planning and program
administration of scientific’ research and development
projects. Project implementation and management are the
responsibilities of various ministries, such as the Ministry of
Electric Power (MEP) and the Ministry of Agriculture (MOA).
In February 1995, Hazel O'Leary, Secretary of the U.S.
Department of Energy (DOE), signed the Energy Efficiency
and Renewable Energy Protocol Agreement with the SSTC
in Beijing that established a broad umbrella for
Sino/American cooperation to develop renewable-energy
technologies and markets in China.

Prior to and since the signing of the protocol
agreement, DOE has been working closely with key
renewable-energy departments in the SPC, SSTC, and
SETC, in providing assistance and support for China's
renewable-energy planning activities. Such activities include
preparing the Agenda 21, "White Paper on China's
Population, Environment, and Development in the 21st
Century,” and encouraging renewable-energy project
development for China's Ninth Five-Year Plan, for the period
of 1996 to 2000. Under the framework for cooperation
established by the protocol agreement, DOE is developing
three project annexes: (1) with MOA, for rural energy
development, (2) with MEP and other key organizations, for
wind energy and hybrid system cooperation, and (3) with
SETC, for business development activities. National
Renewable Energy Laboratory (NREL) is assisting DOE in
implementing projects under the protocol agreement in
China.
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PHOTOVOLTAIC DEVELOPMENT IN CHINA

The People's Republic of China has a long history of
research and development of photovoltaic (PV) solar cells.
PV solar-cell research for space applications began in China
in 1958. The first space PV power system for a Chinese
sateliite (SJ-1) was deployed in 1971. There are now two
organizations that specialize in manufacturing space PV
power systems: Tianjin Institute of Power Sources and
Shanghai Xin Yu Power Supply Factory. Terrestrial
applications of PV in China began more than 20 years ago,
in 1974, when China installed a Pvpowered, navigation
beacon light system in the Bohai Ocean. Commercial
production of terrestrial solar cells began in 1976. The
current installed capacity of PV systems in China is small,
but is growing rapidly. in 1993, the installed capacity of PV
systems was about 3.8 MW_ ; in 1994, the installed capacity
was about 5.1 MW, ; and in 1995, the installed capacity was

about 6.3 MWp [3]: Some 60% of this capacity is power for -

telecommunications applications.

About 1.5 MWp of the PV generating capacity is
installed in remote, agricultural, and village power
applications, for which opportunities exist throughout China.
There are more than 10,000 rural household systems
already installed, mostly in Inner Mongolia, Tibet, and
Qinghai. Household systems generally range from 20 to 80
W and are used for lighting and small consumer electronics.
The potential is excellent for increased use of PV solar
home systems in China's northwest provinces. For example,
according to the Qinghai Provincial Electric Power Bureau,
there are 107,000 unelectrified households in the province,
and the Bureau plans to subsidize the electrification of
15,000 households using PV solar home systems by the
year 2000. There are six 7- to 25-kW, stand-alone PV power
stations in China, five in Tibet, and one in Gansu. A 30-kw,
stand-alone power station is under construction in Tibet.
China also has experience with wind/PV hybrid systems in
the range of 200 W to 35 kW, but at present China has no
experience with grid-connected PV systems. However, the
quality of grid-connected electricity is a pervasive problem,
and the use of PV for grid-support, uninterruptible power
supplies and peak-shaving applications in the potential
urban market is of great interest.

At least 16 organizations in China have manufactured
and sold crystalline or amorphous silicon PV modules for
terrestrial applications, with a total manufacturing capacity
of about 5.5 MW_. However, many of them have either
stopped production or are not manufacturing at full capagcity

“because of a combination of the following: (1) outdated
equipment (All of China's PV cell and module production
lines were imported before 1991.), (2) high manufacturing
costs due to lack of automation and small-scale production,
and (3) shortage of silicon wafers. Presently, only five
organizations in China have an annual production level of
PV modules of more than 200 kW,.: Qinhuangdao Huamei
Photovoltaics  Electronics, orp. Ltd.;  Yunnan

Semiconductor Device Factory; Kaifeng Solar Cell Factory;
Ningbo Solar Power Supply Factory; and Harbin-Chronar

Solar Energy Electricity Corp. Chinese-made modules have
a significant price advantage over American-made modules
when the module size is-less than 50 W because of lower
labor costs and the 30% import tariff and value-added tax.
Presently, Chinese module production cannot keep up with
demand, and the average sales price has steadily increased
during the last 2 years.

RURAL ELECTRIFICATION IN WESTERN CHINA

The high cost, lack of a marketing and distribution
infrastructure, and variable quality of modules and balance-
of-system components are barriers to the widespread
deployment of photovoltaics in China. Several cooperative
projects are being conducted in China to address these
problems. Under the protocol agreement, NREL is working
with the MOA and the Office of Poverty Alleviation and Rural
Development of the Chinese State Council to develop a
cost-shared program to provide household PV electricity
systems to rural families in Western China. This project is
being conducted with the Solar Electric Light Fund (SELF),
a non-profit organization in Washington D.C. This DOE-
funded project is designed to expand and strengthen the
distribution and postsales support infrastructure previously
established in the Gansu province in China. This
infrastructure involves a partnership between rural energy
offices at the county and township level (under the MOA),
provincial government agencies associated with the Poverty
Alieviation program, and local PV system integrators in
China. Rural energy offices exist at the township, district,
and county level in all the provinces of China, and they can
help facilitate rural electrification projects throughout China,
providing a widespread infrastructure for technology
deployment. The use of revolving credit funds for financing
the purchase of household systems to expand the market
for PV is a critical component of the project.

Fifty percent of the cost of the project is provided by the
Chinese govermment through the Gansu Provincial Poverty
Alleviation and Rural Development Office, Gansu Planning
Commission, and Gansu Economic and Trade Commission.
The China side of the project is managed by the Gansu
Solar Electric Light Fund (GSELF), which was established
in 1993 for the specific purpose of promoting solar home
systems in Western China. In MaGiacha village in Tonwei
County, Gansu Province, GSELF installed 112 solar home
systems of 20 W each in 1993, with partial financial support
from the Rockefeller Foundation through SELF. In the
MaGiacha project, each householder provided a 300 Yuan
down payment and agreed to pay 12 Yuan/month for 12
years, which totals 80% of the cost with no interest charge.
Additionally, GSELF is installing 172 solar home systems
financed by the United Nations Development Program.
Because the loan collections in previous GSELF projects
have been difficult, the current DOE project is based on
cash sales, with a 80% overall cost recovery. A revolving-
fund account will be set up at the Lanzhou Branch of the
China Construction Bank for purchasing additional systems.
During the project cycle of 18 months {April 30, 1996 to




October 31, 1997), PV solar home systems will be expanded
from 400 sets at the start to at least 600 sets by project's
end (based on nominal 20-watt systems at a selling price of
2,400 Yuan per system).

PV panels and sealed lead-acid batteries will be
purchased from the United States and other balance-of-
system components (including charge controllers, compact
fluorescent lights, and wiring) will be provided by three local
system integrators: Gansu PV Company, Gansu Natural
Energy Research Institute PV Company, and Zhong-Xing
Electronic Instruments Factory. The training of 100 rural
technicians and management staff of local service networks
is included in the project. A "train the trainers" training
session will be conducted jointly by U.S. and China technical
experts. From this base, we hope to strengthen and expand
the sales and service infrastructure, and to gradually build
service networks for PV solar home systems in the
provinces, counties, townships, and villages in westemn
China. At the same time, we hope to increase market
acceptance of American-made components.

PV CASE STUDIES IN INNER MONGOLIA

in collaboration-with the Chinese Academy of Science
(CAS) in Beijing and the Center for Energy and
Environmental Policy (CEEP) at the University of Delaware
in the United States, NREL is also working with several
agencies of the Inner Mongolian government and several
key investors in inner Mongolia to develop PV and PV/wind
hybrid projects in Inner Mongolia. The government of Inner
Mongolia is committed to a village electrification program
over the next 5 years, which will involve a number of villages
that will be electrified using renewable-energy technologies.
Inner Mongolia also has an established distribution
infrastructure for rural energy system deployment at the
county and village level that can provide an infrastructure for
PV market development. Involvement of the local electricity
bureau is a key component of this project. Local electricity
bureaus, at the provincial and county levels, potentially
represent a national infrastructure for technology
deployment throughout China.

A series of case studies is being conducted by CAS,
CEEP, and NREL for household and village power systems
in Inner Mongolia, to develop technical and economic
performance data and information. A report, "Levelized Cost
Analyses of Small-Scale, Off-Grid Photovoltaic, Wind and
PV-Wind Hybrid Systems for Inner Mongolia, China," was
recently published [4]. This report summarizes levelized cost
* analyses performed on household-scale PV (22Wto 1 kW),
wind (100 W to 2 kW), and PV-wind hybrid systems
operating in four counties in Inner Mongolia. The report
concludes that from a systems and users perspective,
levelized costs of stand-alone, renewable-energy home
systems are lower than gen-sets. This signals a sizable
market opportunity for household-scale renewable-energy
systems in Inner Mongolia.
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FIELD COLLAPSE DUE TO BAND-TAIL CHARGE IN
AMORPHOUS SILICON SOLAR CELLS

Qi Wang and Richard S. Crandall
National Renewable Energy Laboratory, Golden, CO

ABSTRACT

It is common for the fill factor to decrease with
increasing illumination intensity in hydrogenated
amorphous silicon solar celis. This is especially
critical for thicker solar cells, because the decrease
is more severe than in thinner cells. Usually, the fill
factor under uniformly absorbed red light changes
much more than under strongly absorbed blue light.
The cause of this is usually assumed to arise from

space charge trapped in deep defect states. We

model this behavior of solar cells using the Analysis
of Microelectronic and Photonic Structures (AMPS)
simulation program. The simulation shows that the
decrease in fill factor is caused by photogenerated
space charge trapped in the band-tail states rather
than in defects. This charge screens the applied
field, reducing the internal field. Owing to its lower
drift mobility, the space charge due to holes exceeds
that due to electrons and is the main cause of the
field screening. The space charge in midgap states
is small compared with that in the tails and can be
ignored under normal solar-cell operating conditions.
Experimentally, we measured the photocapacitance
as a means to probe the collapsed field. We also
explored the light intensity dependence of
photocapacitance and explain the decrease of FF
with the increasing light intensity.

INTRODUCTION

The key feature of a-Si:H p--n solar cells is that
photogeneration occurs in the region with a high
electric field (i.e., the i layer). The carrier drift length
is a unique parameter in the operation of p-i-n solar
cells that distinguishes them from the other types of
solar cells. To achieve a high-efficiency solar cell, it
is highly desirable that the drift length be greater than
the i-layer thickness so that photogenerated carriers
can be collected effectively. Therefore, a probe of
the electric field in the i layer is crucial because the
drift length is proportional to the electric field. We
observe that the fill factor (FF) of a-Si:H p-i-n solar
cells decreases as the light intensity increases. As
we increase the illumination intensity from low levels
to one-sun, we observe a decrease in fill factor of
approximately 15% in as-grown cells.

llumination generates electrons and holes. The
recombination of electron and hole leads to a loss of
carriers. The drift of carriers and the nature of
blocking contacts lead to the photogenerated space
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charge. The space charge is mainly due to the free
carriers, to the trapped charge in the midgap states,
and to the trapped charge in band-tail states. This
space charge screens the applied field and reduces
the internal field. As the light intensity increases,
more electrons and holes are produced. This causes
more photogenerated space charge, further
decreasing the electric field in the i layer. We propose
that a decrease in the electric field causes the FFto
decrease  with  increasing light intensity.
Photogenerated space charge in traps is the main
cause of the electric field reducing. We use AMPS
modeling and photocapacitance experiments to
verify this.

SIMULATION

In general, a complete approach to this problem
entails solving the transport equations of electrons
and holes in an a-Si:H solar-cell device. Although a
simple closed-form solution is not available, we could
solve the transport equations numerically [1,2]. We
model the behavior of a-SitH p-i-n solar cells using
the AMPS simulation program [2]. The details of the
use of AMPS has been published elsewhere [3]. To
test our hypothesis, we model the light intensity
dependence of p-i-n solar celis and emphasize the
effect on FF due to the band-tail states and the
midgap states.

The modeled devices have a homojunction p-i-n
structure with the energy gap of 1.72 eV. The
thickness of the p layer is 100 A, the thickness of
thei layer is 5000 A, and the thickness of the n layer
is 250 A. The thicknesses are close to the
experimental solar cells fabricated at the National
Renewable Energy Laboratory (NREL). The modeling
uses a Gaussian distribution of midgap states and an
exponential distribution of the band-tail states in the i
layer. The simulated experiment is to simulate the
modeled cell with increasing light intensity from
1/1000 th of a sun to 8 suns. We change only i layer
parameters, such as the band-tail width and the
density of the midgap state, for each simulation.

Figure: 1 summarizes the modeling results. We
plot the FF as a function of the shon-circuit current
(Js.) for three experiments. We use the short-circuit
current to reflect the light intensity. For example, a
current of 12 mA/cm® corresponds to 1-sun light
intensity. The parameters of the i layer used in each
experiment is listed in the table below the figure.
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Figure 1. The simulation results of fill factor
as a function of illumination intensity for
three experiments. The designed cell has a
p-i-n structure with i layer thickness of 0.5
mm. The table shows the i layer parameters
for each experiment.

The first experiment is to run a standard cell with
i-layer parameters ciose to the real cell. For example,
the conduction-band tail width (Ea) is 27 meV, and
the valence-band tail width (Ed) is 44 meV. We
choose a midgap defect density (Nd) of 5 x10" cm™
:which is close to the defect density in an as-grown
cell. As expected, we observe a decrease of FF with
increasing light intensity, as in the actual cell. The
symbol O represents this experiment.

To test whether or not this decrease in FF is
caused by the space charge trapped in the midgap
defects, we remove the defects. We do the second
experiment on this new cell without the defect states.
We use symbol O to denote this run. We find that it
has little effect on FF. It also shows a decrease of FF
with the increasing of light intensity. The data of the
second experiment are almost identical to the first
one. This implies that the space charge in midgap
defect states is so small that it causes insignificant
changes in the electric field in the dark. In fact, we
find that the midgap defect density must be as high
as 1 x 10" to reduce the fill factor below that in the
standard cell for just AM1 illumination (Jo=12
mA/cm?) from the simulation.

We proposed that the decrease in FF is mainly
caused by the space charge in the band-tail states.
We hypothesized that if the cell has no band-tails,
there is no light dependence of the fill factor. The third
designed cell is the one without the midgap defects
and band-tails. The third experiment is denoted by the
# symbol. The results support our ideas. it really
shows less dependence on light intensity than the
standard cell. This indicates that most
photogenerated space charge is trapped in the band-
tails. On the other hand, there is a slight but

significant illumination dependence of FF at high light
intensity. We attribute this effect to the space charge
of free carriers.

EXPERIMENTAL

Experimentally, we cannot easily measure the
electric field in the i layer, but we can measure the
effect of space charge using the well-established
capacitance technique. We can measure the
photocapacitance (C,) [4-6], which is a sensitive
probe of the i-layer field distortion. It measures the
response of space charge to the applied voltage. We
measure capacitance in the dark and under
ilumination. We define the photocapacitance by
subtracting the capacitance in the dark ( C, ) from its
value in the light. in the following section, we address
the photocapacitance theory first and then show the
experimental resuits.

It is well known that any space charge has an
associated capacitance [7]. There are two
capacitances in the p--n configuration: one for
electrons and one for holes. For simplicity, one can
think of the total photocapacitance as the two
capacitances added in series. Crandall modeled the
photocapacitance previously {8,9]. The Regional
Approximation was applied to solve the transport
equations and analytical solutions could be obtained
only for two extreme cases. if perturbation to the
system is small, the photogenerated space charge is
so small that the electric field is little changed from its
dark value. In this case, C,, is given by

3
Cph = L—GT (1)

2, +p)V
If the perturbation to the system is large enough that

it determines the shape of the electric field, Cy is
given by
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where e is the electron charge, G is the
photogeneration rate, V is the applied voltage pius

the built-in voltage, d is the sample thickness, He is

the electron drift mobility, 1, is the hole drift mobility,
and c¢ is a constant. The beauty of having an
analytical solution is that the relationship between
the cause and effect is clearly presented. The theory
predicts that at low light intensity, C,, increases
linearly with the generation rate and is reciprocal to
the square of the applied voltage. At high light
intensity, C,, increases with a quarter power of the
generation rate and is reciprocal to the square root of
the applied voltage. Photocapacitance aiso depends
on the drift mobility, but that is not the subject of this
study. Unfortunately there is not an analytic
expression to connect the two regimes.
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Figure 2. The voltage dependence of
photocapacitance plotted as C,,"* and
C,,? versus voitage. The sample has a
n-i-p structure with i-layer thickness of

1.5 um, and the measurement is done at

room temperature with a modulation
frequency of 10 kHz.

In Figure 2 we select two extreme cases to test
the theory. The theory also works for the n-ip
structure sample. The sample has a nip structure and
is deposited on a transparent conductive oxide (TCO)
coated glass substrate with an i-layer thickness of
1.5 um. We chose a thicker sample than the normal
solar cell because it is more affected by the space
charge. The open circles are the data measured at
low red-light intensity. The ratio of C,, to C, is about
4%, which is a small perturbation. We plot C,, ™*
versus voltage using the right-hand axis. The linear
relation is what we expected from Eq. (1). The solid
circles are the data taken at high red-light intensity.
The ratio of C,, to C, is about 650% and the
perturbation is large. We plot C,, * versus .voltage
using the left-hand axis. It also shows a linear
dependence on the voltage. The data support the
theoretical prediction of the voltage dependence of
C, Itis worth mentioning that C,, can be greater than
C, for moderate light intensity although an analytical
solution is not available in that case.

DISCUSSION

In this section, we first discuss the qualitative
explanation for the decrease of FF with increasing
light intensity in a-Si:H solar cells. We use
photocapacitance as an indicator of the electric-field
distortion in the i layer. The larger is C,,, the more
field distortion. Then we discuss the effect of
recombination on the FF.

In Figure 3, we plot the FF and C,, measured at
zero bias as a function of the short-circuit current
measured in one sample. A current of 14 mA/cm®
corresponds to AM1 light intensity. The sample has a
structure of glass/TCO/p/i/n/Pd. The p-layer
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Figure 3. The light-intensity dependence
of FF and photocapacitance in one
sample. The sample has a p-i-n
structure with i-layer thickness of 0.5

um. The photocapacitance is measured
at zero bias.

thickness is about 150 A. The i-layer thickness is
about 4500 A, and the n-layer thickness is about 300
A. The cell has an efficiency over 8 % in the as-grown
state. We show the dark capacitance to indicate the
thermal equilibrium condition. At low light, C,, is only a
small fraction of C,. This implies that at these light
intensities, the system is near its equilibrium
condition and the perturbation of the electric field is
small. As the light intensity increases, C,, increases
and is comparable to C, In this case,. the
perturbation is no longer small. At high light intensity,
C. is many times larger than C,. In this case the
perturbation is enormous. The electric field is near
collapse.

This observation and interpretation agrees well
with our idea that the decrease of electric field causes
the decrease of FFwith the increase of light intensity,
as we see in Fig. 3. We interpret the small FF change
at low light intensity as a result of a small perturbation
of the electric field by photogenerated space charge.
We explain the FF decrease at high light intensity as a
result of a large perturbation of the field.

To conclude, we have studied the field collapse
in a-Si:tH n-i-p and p-i-n solar cells. The simulation
shows that the decrease in fill factor is caused by
photogenerated space charge trapped in the band-
tail states rather than in defects. The
photocapacitance measurement clearly
demonstrates the effect of the photogenerated
space charge. Photocapacitance theory in two
extreme cases has been successfully tested on one
sample at room temperature. We qualitatively explain
the decrease of FF with increasing light intensity,
using C,,, as a measure of electric-field distortion. We
expect this technique will become a useful diagnostic
tool for a-Si:H solar cells.
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SURFACE SEGREGATION AS A MEANS OF GETTERING Cu IN
LIQUID-PHASE-EPITAXY SILICON THIN LAYERS
GROWN FROM Al-Cu-Si SOLUTIONS

T.H. Wang, T.F. Ciszek, R. Reedy, S. Asher, and D. King
National Renewable Energy Laboratory, Golden, CO 80401

ABSTRACT

We demonstrate that, by using the natural
surface segregation phenomenon, Cu can be gettered
to the surface from the bulk of silicon layers so that its
concentrations in the liquid-phase-epitaxy (LPE) layers
are much lower than its solubility at the layer growth
temperature and the reported 1017 cm-3 degradation
threshold for solar-cell performance. Secondary-ion
mass spectroscopy (SIMS) analysis indicates that,
within a micron-deep sub-surface region, Cu
accumulates even in as-grown LPE sampies. Slower
cooling after growth to room temperature enhances this
Cu enrichment. X-ray photoelectron spectroscopy
(XPS) measurement shows as much as 3.2% Cu in a
surface region of about 50 A. More surface-sensitive,
ion-scattering spectroscopy (ISS) analysis further
reveals about 7% of Cu at the top surface. These
results translate to an areal gettering capacity of about
1.0 x 1016 ¢m-2, which is higher than the available
total-area density of Cu in the layer and substrate (3.6 x
1015 cm-2 for a uniform 1.2 x 1017cm-3 Cu throughout
the layer and substrate with a total thickness of 300
umj.

INTRODUCTION

Cu-Al has been found to be a good solvent
system to grow macroscopically smooth Si layers with
thicknesses in tens of microns on cast metallurgical-
grade (MG) Si substrates by liquid-phase epitaxy (LPE)
at temperatures near 900 °C [1]. This solvent system
uses Al to ensure good wetting between the solution
and substrate by removing silicon native oxides, and it
uses Cu to control Al-doping into the layers. Isotropic
growth is achieved because of a high concentration of
solute silicon in the solution and the resulting
microscopically rough interface. The incorporation of Cu
in the Si layers, however, was a concern because Cu is
a major solution component and is generally regarded
as a bad impurity for silicon devices due to its fast
diffusivity and deep energy levels in the bandgap. One
study[2] shows that Cu nonetheless will not degrade
solar-cell performance until above a level of 1017 cm3,
This threshold is expected to be even higher for thin-
layer silicon solar cells owing to the less-stringent
requirement on minority-carrier diffusion length. But to
ensure long-term stability of solar cells, lower Cu
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concentrations in the thin layers are still preferred.

When grown under near-equilibrium conditions
from a Cu-Si melt, the silicon crystal is expected to be
saturated with Cu to its solid solubility limit at the growth
temperature (1.2 x 1017 cm-3 for 9000C). More
components in the melt will slightly change Cu
incorporation about this level because of the change in
free energy in the melt. Using AI-Cu-Si solutions, Cu
incorporation will be a little less from experiments and
calculation with the multi-component regular solution
model. During post-growth cool-down, the Cu will
become supersaturated and segregate to the surface or
precipitate at the defect sites. The free-silicon surface is
the preferred escape site for the supersaturated Cu
atoms because the high free energy in the bulk will be
spent on creating a new Cu-terminated surface if Cu
has lower surface energy than silicon. This indeed is
the case: Cu aggregates to the surface during cool-
down after layer growth. We may incorporate this
surface segregation phenomenon to effectively getter
fast-diffusing Cu from the bulk of silicon without using a
dedicated gettering procedure.

LPE GROWTH OF SILICON

The liquid phase epitaxial growth setup and
procedure is described elsewhere [1]. Thin silicon
layers of 10-30-um thickness were grown at
temperatures around 900 °C on pure Czochralski(CZ)
single crystal substrates in this study. The solution
compositions were kept nearly constant at 23%Si-
28%AI-49%Cu for the growth runs to minimize their
effects on Cu incorporation in solid silicon. After a
sample is withdrawn from the solution, a free silicon
surface is exposed and the sample temperature is
gradually reduced to room temperature. It is during this
cool-down period that surface segregation occurs for
various impurities in silicon crystals (both the layer and
substrate) depending on their relative surface energy to
silicon.

_ SURFACE SEGREGATION

Surface segregation is a redistribution of
solute atoms (e.g., Cu) between the surface and bulk of
a (Si) crystal from the as-grown uniform distribution unti!
the total energy of the crystal becomes a minimum. The
equilibrium surface composition (mole fraction in the




surface monolayer), x*,, of Cu as a function of.

temperature is described by the Bragg-Williams
equation [3]. The equation predicts a full surface
coverage at temperatures somewhere below the growth
temperature,

i —
- B

xg xgu exp AG + ZQ.iiCu(‘xgu i ‘xgu) ,
1-xf  1-xC, RT

where AG=(us’®-us™)-(pe,”-1e,”®), s are the surface
and bulk chemical potential of pure Si and pure Cu, x®,,
is the bulk mole fraction of Cu, and g, is the
interaction parameter between Si and Cu in the solid.
For the grown Si crystal, a binary Si-Cu consideration
(excluding Al) leads to ., = 12.81RT,, where T, is
the growth temperature.

Due to the residual stress near the surface
region even in as-grown layers, segregation to the
surface is not limited to the top monolayer. Thus,
combined with the fast diffusivity and relatively low
solubility of Cu in silicon, this surface segregation effect
may be used to effectively getter Cu from the bulk of the
silicon thin iayers and substrates.
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Fig.1. SIMS depth profile of Cu with a total sample
thickness = 160 um.

The significance of surface segregation is
evidenced by the depth profiling of Cu obtained with
secondary-ion mass spectroscopy (SIMS) analysis in
thin-layer silicon grown on high-purity single-crystal
silicon substrates (Figs. 1 and 2). Because of the
dynamic nature of SIMS measurements, the signal in
the first 100 A is not accurate, but both samples

show Cu enrichment in the 0.3-0.4-um surface region.
One can easily notice the difference in the bulk Cu
concentrations between the two samples. A logical

explanation is the difference in total Cu content due to
different substrate thicknesses. Both samples are
expected to be saturated with Cu at the growth
temperature of 9000C. The sample in Fig. 2 is thicker
and would gather more Cu during growth from in-
diffusion of Cu than the sample in Fig. 1. During the
sample cool-down period after growth, Cu out-diffuses
to the surface and results in different levels of reduction
in bulk Cu concentrations.
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Fig.2. SIMS depth profile of Cu with a total sample
thickness ~ 310 pm.

GETTERING OF Cu

To fully use this Cu sink near the surface, a
slower cooling after layer growth can be done to speed
up the segregation process (Fig. 3). The same sample
was analyzed with X-ray photoelectron spectroscopy
(XPS), which shows as much as 3.2% of Cu in a
surface region of about 50 A. More surface-sensitive,
ion-scattering spectroscopy (ISS) analysis reveals
about 7% Cu at the top surface as shown in Fig. 4.
Surface contaminants (e.g., O, C) prevented accurate
measurement at the top monolayer, but this
composition represents the minimum amount of Cu at
the surface.

The siow diffusers (like B shown in Fig. 3) also
exhibit surface segregation, yet the effects were limited
to much smaller regions, indicating that surface
segregation for slow-diffusing impurities is farther away
from reaching the equilibrium state during the sample
cooling period. Otherwise, one would expect it to extend
to a depth and exhibit a profile similar to Cu.

According to the Bragg-Williams equation, the
amount of Cu segregating to the surface wouid follow
the curves in Fig. 5, where AG is the driving force




arising from the difference between the chemical
potential differentials (surface to bulk) of pure Si and
Cu, and Q is the interaction parameter (regular solution
model) between Si and Cu in the solid silicon, which we
determined experimentally to be 12.81RT,. Therefore, it
is straightforward to apply surface segregation as a
gettering step following the LPE growth process.
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Fig. 3. Slower post-growth cooling as compared to Fig.
2.
107 ¢ .—//')_wow
= . Cu
k=4 —— Si
[
S 10
4
4
8
= oy
‘.,
fall E
‘.. W&
100 ot pa® e
-
0 50 100 150 200

Sputter time (min.)

Fig.4. Cu depth profile by 1SS.

Taking the Cu depth profiles in Fig. 3 and Fig.4
as nearly equilibrium, the ?ettering capacity is
estimated to be about 1.0 x 1018 cm-2, higher than a
monolayer of Cu, owing to the extensiveness of Cu
enrichment in the sub-surface region.

The total areal density of Cu in the layer and
substrate is estimated to be 3.5 x 1015 cm2 at the
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uniform concentration of 1.2 x 1017 for the total
thickness of 300 um, for example.

After removing the top Cu-enriched surface
region by wet chemical etch, bulk concentration of Cu is
typically about 1 x 1016 cm-3, as seen in Fig. 6.
Diagnostic solar cells made in such layers exhibit
efficiencies as high as 15.3%, compared to 15.7% for
Czochralski (CZ)-Si control cells.
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Fig.5. Equilibrium surface composition of Cu as a
function of temperature. The upward and downward
arrows are example paths for decreasing and
increasing temperatures, respectively.
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Fig.6. Cu depth profile after a surface etch in 3:1:2
mixture of nitric, hydrofluoric, and acetic acids. The
boron profile is shown as a reference to indicate no
significant surface segregation between the time of the
acid etch and SIMS measurement.




Note that this surface segregation will have the
same effect in gettering other fast-diffusing impurities
like Ni or Fe. Due to their overall lower solubility in
silicon (5 x 1016 cm-3 for Ni, 2.5 x 1015 ¢m"3 for Fe at
8009C), the bulk concentrations of these impurities after
surface segregation should be low enough to not cause
any device performance degradation, even if a low-
purity metallurgical-grade-Si is used as LPE substrates.
Slow diffusing impurities in a metallurgical-grade-Si
substrate will not catch up the epitaxial growth front,
thus they will not be of a concern.

For grain boundaries, the relative (to the bulk)
chemical potentials of Si and Cu atoms at these
iocations are very likely to be lower than that of a free
surface. This implies that the difference between the
relative grain boundary energy of Si and that of Cu is
smailer than the difference between the relative surface
energy of Si and Cu. The same argument may be made

for other defects in silicon. Experimental evidences are

abundant, including SIMS analysis in which no
significant impurity enrichment at grain boundaries was
observed and the necessity of a thick sample in.order to
Cu-decorate defects in silicon [4]. Therefore, free silicon
surface is the preferred escape site for fast diffusing
impurities even for defected materials provided a small
silicon thickness and sufficient time are given.

SUMMARY

Surface segregation can be used to effectively
getter Cu and other fast-diffusing impurities (supposedly
having lower surface energy than silicon) from bulk
silicon when the impurity concentration exceeds its
room-temperature solubility and when the silicon crystal
is in thin (a few hundred microns) forms. When a free-
silicon surface is available, this gettering process does
not need special procedures, but only a prolonged cool-
down step. The estimated total areal gettering capacity
of 1.0 x 1016 ecm2 should be sufficient for Cu
concentration up to 1.2x1017 cm-3 in a silicon wafer as
thick as 800um.

Silicon layers grown by LPE from Al-Cu
solutions have shown below 1 x 1016 em3 in Cu
concentration, and such a level of Cu impurity does not
appear to degrade solar-cell performances.

This gettering procedure may be conveniently
incorporated in many (sheet or ribbon) crystal growth
and wafer processes, by using a siow cool-down and a
surface-removal procedure. As a matter of fact, such a
procedure may have already existed in many current
processes naturally.

ACKNOWLEDGMENTS

We thank Dr. Y.S. Tsuo for diagnostic cell
fabrications. Support for this work was provided by the

U.S. Department of Energy under contract No. DE-
AC36-83CH10093 to the National Renewable Energy
Laboratory.

REFERENCES

[1] T.H. Wang and T.F. Ciszek, Conference Record of
the Twenty-Fourth IEEE Photovoltaic Specialists
Conference, Hawaii, 1994, p.1250.

[2] J.R. Davis, Jr., A. Rohatgi, R.H. Hopkins, P.D. Blais,
P. Rai-Choudhury, JR. McCormic, and H.C.
Mollenkopf, IEEE Trans. Electron. Devices, ED-27,
1980, p.677.

[3] J.Du Plessis and G.N. Van Wyk, J. Phys. Chem.
Solids, 49(12), 1988, p. 1441 and p. 1451.

[4] T.F. Ciszek, in: Semiconductor Silicon 1973, Eds.
HR. Huff and RR. Bugess (Electrochem. Soc.,
Pennington, NJ, 1973), p.150.



PV-HYBRID VILLAGE POWER SYSTEMS IN AMAZONIA

C. L.-Warmer, R.W. Taylor
National Renewable Energy Laboratory (NREL)
1617 Cole Bivd.,Golden, CO 80401, USA

ABSTRACT

The Brazilian Amazon region is an ideal location for
isolated mini-grid systems. Hundreds of diesel systems
have been installed to supply electricity to this sparsely
populated region. However, the availability of renewable
energy resources makes the Amazon well-suited to
renewable energy systems. This paper describes the
technical aspects of two hybrid systems being installed in
this region through the cooperative effort of multiple
partners: U.S. Depariment of Energy, through NREL, and
Brazilian CEPEL/Eletrobras and state electric ultilities.

INTRODUCTION

The U.S. Department of Energy (DOE), through
the National Renewable Energy Laboratory (NREL), is
implementing a joint technology research and
demonstration task with the Centro de Pesquisas de
Energia Elétrica (CEPEL) in Brazil [1]. In this program,
DOE is cost-sharing renewable-energy pilot projects with
Brazilian state-owned utilities. As part of this program, two
hybrid power systems were procured for villages in the
Amazon region of Brazil (see Figure 1). This paper
describes the design, present status of installation, and
plans for the operation of these systems.

AMAZON REGION: ELECTRIC
ENERGY ASPECTS

The Amazon region in Brazil is sparsely
populated, with 17 million people living in 5 million km?.
This translates to less than 12% of the country’s
population in 58% of the total area. Electricity generation,
where it exists, is based mainly on isolated diesel systems
ranging from a few kilowatts in small villages, to tens of
megawatts in some capital cities. Only 9% of Brazil's
electric energy is consumed in Amazonia, but
consumption has been increasing at a rate of about 18%
per year for the last 20 years, while the national rate
increased at only 8.2%. Over 30% of the population does
not have access to electric energy [2].

More than 300 mini-grid systems are operated by
local utilities, and thousands more are privately owned.
Table 1 gives the distribution of system capacity for the
300 systems operated by utilities. Normally, the small
systems operate for only 6 to 12 hours per day [3].

C. M. Ribeiro, M. Moszkowicz, A. J. V. Borba
Centro de Pesquisas de Energia Elétrica (CEPEL)
Rio de Janeiro, Brazil

Figure 1. Map of South America indicating the Brazilian
Amazon region.

Table 1. Distribution of Utility Diesel Systems,

by Size [3]
% of Total # of
System Size (kW) Systems

0-100 10
100 - 500 37
500 - 1000 23

> 1000 30

Total 100

The cost of remote electricity is high and
depends strongly on system size. In villages with diesel
systems smalier than 100 kW, the cost can be greater
than US$ 0.50/kWh. These high costs are due largely to
operation and maintenance and low capacity factor, and
secondarily, to high fuel costs. The small systems are
normally very unreliable. As a result of the present
situation, small remote villages experience both high
electricity cost and very low-quality energy service, if any.
High electric costs are not bome by villagers, however,
due to fixed electric tariff rates mandated by the
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government. Hence, such service, when provided, must
be subsidized.

In 1995, the total Brazilian national budget for
fossil fuel to run the utilities’ isolated systems reached
ailmost $250 million, which corresponds to more than 1
billion liters of diese! and 320,000 gross tons of oil. The
planned budget for 1996 is $340 million. Recently, in a
Brazilian national meeting, it was proposed that this
budget be directed gradually to fund renewable-energy
projects where- ever funds were subsidizing the operation
of diesel systems. :

AMAZON REGION: RENEWABLE
RESOURCES AVAILABILITY

The Amazon region is extremely rich in
renewable-energy resources. The average insolation is 5
kWh/m?-day, with very little variation throughout the year.
The wind regime has proven to be significant near the
coast, and there are other promising locations as well.
And biomass, either through planted wood or vegetable oil,
and hydroelectric also have potential.

To quantify the availability of solar and wind
resources at both hybrid power sites, measuring stations
have been instalied and resources monitored.

DESCRIPTION OF THE HYBRID SYSTEMS

Details of the two systems and their locations
appear below. Apart from research and demonstration
interests, both hybrid systems are expected to reduce
fuel consumption, increase the lifetime of diesel
generators currently instalied at the sites, and improve
service quality. The designs of the systems are
significantly different. The Campinas system will meet the
entire load requirement with PV-generated electricity, and
the Joanes system will operate in a “peak shave® mode,
transferring the peak demand of the village to “off peak”
periods at the diesel generation plant. In this way, it will
use the maximum energy available from renewable
sources. In Joanes, renewable generation is expected to
reach 115 MWh/year, or some 45% of the total present
demand. A concurrent program for energy conservation in
the village is expected to boost the fraction of the load met
by renewable energy to over 60%.

Joanes

The first system, a 50-kW PV-wind-battery
hybrid, is being installed in the village of Joanes, located
at the municipality of Salvaterra, on Marajo Island, state of
Para (see Figure 1). The system design and control and
the power- processor hardware were supplied by New
World Vilage Power Company (NWVP) of Vermont. This

system will operate either isolated or interconnected to the
local grid. While in the interconnected mode, it will either
deliver excess energy to or charge the battery bank from
the grid. '

One year of solar radiation (global horizontal,
direct normal, and diffuse), ambient temperature, and wind
(speed and direction) data at the site is available. During
this period (May 1994 to April 1995), the average wind
speed was 6.58 m/s, and the daily average global-
horizontal radiation was 5.30 kWh/m*. There is a good
match of resource availability to the demand during a
typical day. Figure 2 shows the average normalized daily
profile of load, wind, and solar energy for Joanes.
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Figure 2. Daily load and generation profiles,
village of Joanes - annual daily average (1994/1995).

The ratio of diffuse to global radiation ranged from
0.26 in July 1994, to 0.63 in February 1995, whereas the
clearness index ranged from 0.40 in April 1995 to 0.60 in
September 1994. The average temperature was
approximately 27°C.
System  Design, and Grid
Connection

Configuration,

This system is based on a rotary converter
(shaft-coupled DC motor and synchronous alternator),
rather than an electronic inverter, for power conversion. It
comprises four 10-kW wind machines supplied by Bergey
Windpower and 10 kW of PV modules from Siemens Solar
Industries. A system schematic showing the connection
to the Salvaterra grid is given in Figure 3.

PV structures were designed to aliow monthly
manual adjustment of the slope by the operator. The
battery bank was sized to carry the load during a typical
daily peak period (6:00 p.m. to 12:00 a.m.) without any
real-time contribution from renewable sources. Control,
data acquisition, fault detection, and diagnostics are
primarily provided through programmable logic controllers
(PLCs) connected via a serial link to a local operator
interface (a computer running an algorithm based on the
Wonderware Intouch software package).




Bergey Feeders to Joanes

Remote

Excel Substation payines
1111w ]
t — e
r_ _i_-.. — - —— _-.-- i I alvaterra
o TTEREEEE e |, o
I y—— . Control '!
I ' I v I Local
i | t  Operation
i Rotary Converter | i Interface
l : System | : 9
228 vDC B Attt - J l
- Centralized
Remote
- Battery >
Operation
Bank interface
PV Panels I\SAodules
10.2 kWp ":ﬁ"‘sg"s

Figure 3. Simplified schematic drawing of
Joanes hybrid system.

AC switches, PV contactor, and battery bank
state-of-charge are controlled by the PLCs. Wind turbines
have their own controllers and will be disconnected from
the DC bus if the battery bank is fully charged or the
system is off. Battery state-of-charge is assessed
through terminal voltage monitoring, compensated by
current and temperature. The battery will be recharged in a
constant current/constant voitage sequence with
temperature compensation. Equalization charges are also
planned. Specific charge/discharge parameters are’
programmed for the characteristics of the selected battery
bank.

Regarding grid connection, Joanes is connected
to the Salvaterra power plant, one of 41 utility owned and
operated diesel systems presently installed in Paré. The
piant has a nominal capacity of 1.2 MVA. Joanes receives
its electricity from this system, through a 17-km line
operated at 13.8 kV. The village has 170 consumers, plus
public lights. There are 4 transformers in Joanes with a
total of 165 kVA, and distribution to consumers is at the
line voltage, 110 V.

Operation Strategy

As envisioned, operation of the system is
fundamentally driven by fuel displacement and peak load
reduction at the Salvaterra power plant. The day is divided
into key periods, as shown in Figure 4.

Typical Load Curve
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Figure 4. Operation of the Joanes hybrid system
adjustable operation windows over typical load
curve.

Two operation windows are defined: “Supply
Time” and “Charge Time.” During charge time, the system
will be connected to the grid and the battery will be
recharged to a maximum preset level. During supply time,
the system will be isolated from the grid, carrying the
village load. The windows will be defined by the operator in
both relative position to the load curve and duration.
Qutside the defined windows, the village will be supplied
by the grid, with renewables charging the battery bank.

Campinas

The second hybrid power system, a 50-kW PV-
diesel-battery hybrid, is being installed in the village of
Campinas, about 100 km upstream from Manaus, in the
state of Amazonas, between the Solimoes and Negro
rivers (see Figure 1). System controls and power
processor for the Campinas plant were supplied by
Advanced Energy Systems Lid. (ASES), as a
subcontractor to Bergey Windpower Corp. A 50-kW PV
array was supplied by Solarex Corporation. Two existing
diesel units, currently supplying the village load, are being
modified to interface with this hardware.

System Design and Configuration

A system schematic is given in Figure 5. PV
panels are fixed, tilted 8° toward the south. Control, data
acquisition, fault detection, and diagnostics are primarily
provided by the AES inverter’s internal capabilities. A local
operator interface is connected to the inverter via a serial
link.
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Figure 5. Simplified schematic of
Campinas hybrid system.

Operation  Strategy

This system will keep the diesel units from
running, unless a sequence of cloudy days occurs that
depletes the battery bank state-of-charge. In this case,
the diesel will run to supply the load and recharge the
battery bank to a preset maximum state-of-charge. While
running, the diesel generators will be operated close to the
nominal power rating to achieve high operating efficiency
and to avoid damage to the units due to undetload
conditions. If the load requirement is greater than the
nominal power of the inverter, the diesel generator will be
turned on and the inverter will supply the remaining power
requirement.

The Brazilian state electric utilities (CELPA in
Para and CEAM in Amazonas) are responsible for site
preparation, village grid connection, system installation,
operation, and maintenance, as well as for supply of the
battery bank. System performance will be remotely
monitored using a satellite communication system
supplied by Ascension Technology.

PRESENT STATUS OF PROJECTS

Currently, site preparation at the two villages has
been substantially completed, the equipment is in-
country, and instaliation of the two hybrid power systems
is slated for May 1996 {4,5].

CONCLUSIONS

The hybrid systems described here represent two
significantly different approaches to the problem of remote
power supply using renewable energy. Deployment of both

systems is expected to provide the Brazilian utifities with
installation and operating experience in hybrid power.
Monitoring the performance of these systems will
contribute significantly to the body of knowledge in hybrid
power systems, influencing the design, implementation,
and operating strategy of future projects.

Concurrent  with  this  program, energy
conservation measures are being implemented in both
villages. Regardless of the specific design, energy costs
are very high for these regions when compared to
conventional, large grid- connected systems. This high
cost reinforces the need for aggressive energy
conservation measures and appropriate use of electricity.

This joint technology research and demonstration
program has succeeded thus far because key institutional
relationships between United States and Brazil have been
developed. Furthermore, the necessary in-country training
and manpower requirements for sustainable renewable-
energy technologies, including hybrid village power
systems, have been established. The project is yielding a
number of benefits beyond the actual energy generated,
including enhanced sales, profits, and employment
opportunities for renewable-energy manufacturers; cost-
competitive alternatives to diesel, kerosene, and grid-
extension; and improvement of economic and social
conditions for the rural population due to the availability of
reliable electric power.

A new project headed by CEPEL has recently
been launched to further evaluate the wind and solar
potential of the Amazon region, as a follow-on to the
current program. In this second step, each of the nine
state utilities in the Amazon region will supply one village
with centralized or distributed solar or wind systems,
according to the availability of each resource and village
load characteristics.
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ABSTRACT

Substantial progress has occurred in polycrystalline
thin-film photovoltaic technologies in the past 18 months.
However, the transition to first-time manufacturing is still
under way, and technical problems continue. This paper
focuses on the promise and the problems of the copper
indium diselenide and cadmium telluride technologies, with
an emphasis on continued R&D needs for the near-term
transition to manufacturing and for next-generation
improvements. In addition, it highlights the joint R&D efforts
being performed in the U.S. Department of Energy/National
Renewable Energy Laboratory Thin-Film Photovoltaic
Partnership Program.

INTRODUCTION

Following are some highlights covered in this paper:
(1) a record, total-area efficiency of 17.7% has been
achieved for a thin-film CuinGaSe, (CIGS) solar cell
fabricated by NREL scientists; (2) a total-area efficiency of
12.4% for a thin-film CulnSe, (CIS) solar cell fabricated by
International Solar Electric Technology (ISET), where the
CIS absorber layer was deposited by a non-vacuum
technique; (3) an aperture-area efficiency of 13.0% for two
thin-film CIGS minimodules (40.4 and 50 cm?) fabricated by
Solarex and jointly by Siemens Solar Industries and Showa-
Shell, respectively; (4) fabrication by Solar Cells, inc. of a
9.1% efficient, 6728-cm? area CdTe module; (5) installation
of four nominal 1-kW and two nominal 10-kW thin-film CdTe
grid-connected PV arrays by Solar Cells, inc; (6) installation
of two nominal 25-kW thin-film CdTe PV arrays by Golden
Photon Inc., and Solar Cells, Inc.; and (7) commissioning of
a 2-MW thin-film cadmium telluride (CdTe) manufacturing
plant by Golden Photon.

FILMS AND DEVICES
Higher Efficiency with Ga-Alioyed CuinSe,

Since the last IEEE meeting in Hawaii, university
and industry groups have focused their efforts on CIGS films
and devices. Ga alloying made it much easier to achieve
cells with higher open-circuit voltages (Vo). However, short-
circuit current densities (Jg.) have frequently suffered with
Ga alloying [1]. Most groups obtained their own champion
cell resuits with absorber layers having an effective bandgap
of 1.1 to 1.2 eV. This corresponds to a Ga/(Ga+in) atomic
ratio of 25% to 30%. In many instances, the Ga content of
the absorbers is graded, either accidentally (the Ga tends to

accumulate near the rear or Mo contact of the absorber) or
deliberately, by introducing a Ga profile. Several Ga profiles,
as well as absorbers with more or less Ga grading, have
allowed researchers to achieve celis with high efficiencies.
Table 1 summarizes selected results of cells from various
university and industry groups measured at NREL. Aside
from making it easier for all groups to obtain cells with high
Ve, Ga alloying has also improved the areal uniformity of
cell efficiencies and the adhesion of the absorber layers to
the Mo contacts, although Ga alloying has not completely
eliminated all delamination problems. A highlight of Table 1
is the NREL world-record 17.7% CIGS cell, the highest
efficiency for any thin-film cell. Details of the cell are covered
elsewhere in this Proceedings.

Table 1: CIGS Solar-Cell Parameters
total-area efficiencies

. Group Area Voc Jse FF n Comments
- temy | V] | e | o) %]

NREL 0.41 674 34.0 772 17.7 Record for alt
thin films

iEC 041 607 336 72.8 15.0 “Standard” CIGS
absorber

IEC 0.40 746 25.2 69.7 13.1 High Ga content

wsu 044 500 34.7 65.5 113 $8I double-
graded
absorber, ZnO
window (no CdS)

ISET 0.47 473 385 68.0 124 Non-vacuum
deposited CIS,
no Ga

Solarex 0.41 592 345 758 155

EPV 0.42 507 316 696 13.8

NREL 0.41 540 34.0 66.9 12.3 Eiectrodeposited
precursor

Higher Ga alloy contents corresponding to absorber
bandgaps >1.2 eV have in the past caused a more
significant deterioration of the solar-cell currents and fill
factors (FF) [2]. The group at the Institute of Energy
Conversion (IEC, U. Delaware, Newark, DE) has been quite
successful in limiting the worsening of device performance
upon the incorporation of larger Ga concentrations
(Ga/Ga+in >0.4). A cell with 13.1% efficiency and a V. of
745 mV was obtained. IEC conciuded that the current-
voltage dependence in this cell was limited by voitage-
dependent coliection mechanisms, resulting in effective
diode quality factors >2 [3]. It is important to note that the
inferior carrier collection not only occurs in CIGS, but also in
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Fig 1. NREL researchers achieved 17.7% cell efficiency for CIGS in 1996. Progress toward high efficiency supports the
idea that low-cost thin films will eventually reach 15% module goals.

CulnS, and in pentenary alloys. This raises the question
whether the worsening of device performance with increasing
bandgap or Ga- or S- alloying may be linked to something
besides defects introduced by the alloying elements. iIn
addition to progress within the individual research groups,
there has also been a significant exchange of materials
between university and industry groups. Although initially
some university groups objected to investigating CIGS
(arguing that it would make more sense to understand the
CIS system first), the use of Ga alloys has advanced device
performance at all levels for all groups. As an exception,
ISET obtained remarkable cell results for an un-alloyed CIS
cell deposited by a non-vacuum deposition process (see
Table 1), and Siemens’' standard absorber is a double-
graded pentenary Cu(In,Ga)(S,Se), alioy.

Thin-Film Partnership Teamed CIGS Research

The DOE/NREL's Thin-Film Partnership Program
has organized two CIS research teams: the "junction" and
the "absorber" teams. Table 2 lists the participating groups
funded by the Partnership Program. Several other groups
(e.g., ITN Energy Systems of Wheat Ridge, CO, and Comning
of Corning, NY) outside the NREL Partnership Program have
also regularly attended the team meetings and are
considered team members.

Table 2: NREL-Funded CIS R&D Partners

Colorado State U. (CSU)

Device analyses, team leader "junction” team

Florida Solar Energy Center CIGS from sputtered metal precursors and selenization
(FSEC)

Institute of Energy C: High Ga-content CIGS, material and device analyses,
(IEC, U. Deiaware) champion celis

Purdue U. Nurnerical solar-celi modeling

U. of Florida (UF)

Selenization, S-alioys, singlé-crystal CIS, rapid therma!
processing of CIS

U. of South Fiorida (USF)

Se vapor selenization, manutacturing-friendly process

Washington State U. (WSU)

Alternative heterojunction layers (CdS replacements)

U. of Toledo (UT)

Laser-scribing steps used in CIS (and CdTe) modute
manufacturing

National Renewabie Energy
Laboratory (NREL)

Absorber formation, junction formation, material and
device analyses, champion cells, team leader
"absorber” team

Siemens Solar Ind. (SSl)

Cell p ing to test imp. d pre
cell processing, supplier of layers

, round-robin

Energy Photovoltaics (EPV)

Cell processing to qualify large-area deposition
processes, non-H,Se selenization

Intemnational Solar Electric
Technology (ISET)

Ceit work to qualify deposition p . N urn-
deposited CiS

Solarex

High-efficiency cells




The two CIS teams have exchanged samples for
analyses and device completion. Two comprehensive
documents were generated that provide the structural,
compositional, and luminescence properties of these
absorbers. Despite the substantial compilation of materials
data, it remains difficult to recognize material attributes that
would predict good device performance. It also should be
emphasized that the exercise of cross-processing layers into
cells has revealed that each layer must be optimized in
conjunction with the other layers. For example, although
both NREL and Siemens Solar have obtained high-efficiency
cells, the cell efficiencies were usually lower when NREL
deposited its own ZnO on CIGSS-coated substrates provided
by Siemens, or when Siemens deposited its ZnO on NREL
absorbers. The current-voltage measurements for most
samples were carried out at |IEC, whereas the compositional
and structural analyses were mostly done at NREL. To build
on their early cross-cutting work, the Partnership's CIS
teams are now being organized into smalier teams focused
on specific problems.

The teams initiasted a systematic study of
investigating the advantages of the chemical bath deposition
(CBD) process by replacing it with a physical vapor
deposition process. It was found that the exposure to the
bath's background solution (CBD solution without thiourea)
alone (prior to the evaporation of the CdS layer) positively
affects the performance [4]. In general, it appears much
easier to obtain high CIS cell efficiencies using CBD CdS.
Attempts to entirely eliminate the CdS layer are under way.
A very remarkable result was achieved in the Siemens/
Showa-Shell collaboration described below. Presently, it is
not clear whether eventually appropriately treated CIS/ZnO
junctions will achieve the same device performance as can
be obtained today only by using a CdS layer, or whether
other buffer layers, such as those investigated by the
Stuttgart group [5], will be needed.

Table 3: CdTe Solar-Cell Parameters
{total-area efficiencies)

More Groups Fabricate High-Efficiency CdTe Celis

There has not been a new efficiency record for
CdTe cells since the Hawaii meeting. This is because it was
recognized that the process used by the USF group to
fabricate the 15.8%-efficient [6] record cell was incompatible
with low-cost. soda-lime giass substrates because of
substrate temperatures >600°C. instead, the work was
focused on understanding the processing requirements for
high-efficiency cells at lower (<550° C) substrate
temperatures. The major accomplishment has been that
more groups have been able to achieve total-area cell
efficiencies in the 12%-14% efficiency range using
processing temperatures compatible with low-cost glass.
Also, the understanding of what affects the device
performance appears to have advanced. Although a variety
of deposition techniques have resuited in high-efficiency
cells, the University of South Florida is leading the U.S.
groups with a 14.2%-efficient cell prepared on a soda-lime
glass superstrate. Table 3 gives the performance of several
selected cells prepared by various groups. Table 4 lists the
groups involved with CdTe solar-cell research.

Thin-Film PV Partnership Teamed CdTe Research

The Partnership CdTe researchers created two
research teams: the "stability" team, which addresses cell
and module stability issues, and a high-efficiency cellthin
CdS team. The stability team initiated a study of various
minimodules. Light-soaking and measurements are carried
out at NREL. IEC initiated light- and bias-stress experiments
on solar cells. Several modules and arrays fabricated by SCi
have demonstrated acceptable iong-term performance when
exposed to prevailing outdoor conditions. However, some
experimental devices have shown significant degradation
upon bias and light-stress. The analyses of the degradation
phenomena are complicated because there are reversible
and non-reversible changes in the device parameters that
may either improve or degrade them.

crowr | area | v | o FF N Comments Table 4: NREL-Funded CdTe Research Partners
[em’} [mv} ima/em?) %] [%]

USF 0.928 853 217 76.5 14.2 CSS, soda-lime U. South Florida (USF) CSS of CdTe and CdS, high-efficiency/thin-CdS team
giass ieader
superstrate,
T asoosscn <500°C X

Colorado State U. (CSU} Device analyses

SCI 0.27 839 219 72.4 133 "CSS,” soda- X .
lime glass Colorado School of Mines Electrodeposited CdTe
superstrate (CSM™)

CSM 0.10 778 224 74.0 12.9 Electro- U. Toledo Sputiered CdTe, CdTe alioys, laser scribing
deposited
g‘g’- usF National Renewable Energy CSS deposition, rear contact, material

nO; " Laboratory (NREL) characterization, CdS/CdTe interdiffusion, stability and

supersirate module testing, team leader, stabiiity team

NREL 069 623 213 733 12.8 7059 rstrat Insti of Energy Co PVD CdTe, rear contact, device measurements, cell
superstrate (IEC, U. Delaware) stability

u. 0.12 806 19.7 733 ] 118 Sputtered CdTe . il

Totedo and Cds, Golden Photon : ‘ -de‘ ; wsottr:;OCdT: devices performance of
commercial pray-depo
LOF
suparstrate Solar Cells inc. {SCI) Solar-cell work to improve stabilized celf performance
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The thin-CdS team initiated a round-robin
experiment where all groups provided cells with different
CdS-layer thicknesses. This experiment was driven by the
quest to reduce optical losses in the CdS, to increase Jq..
Also, the 15.8%-efficient USF cells (prepared at high
temperatures) had successfully employed thin CdS layers.
The results of the CdS-thickness study were that in most
instances a thinning of the CdS layer increased the biue
response of the cells. However, sometimes V. and FF were
reduced in the cells with the thinner CdS. Further, an
"unknown” loss of J.. was frequently observed (typically 1-5
mA/cm?), i.e., a reduction in quantum efficiency for all
wavelengths greater than approximately 500 nm [7].
Presently it is unclear what is the mechanism for this loss
and why this loss was minimized in the n = 15.8% USF cellis.
Recent cell processing has revealed that it is probably
beneficial for the surface of the SnO, superstrate to be quite
resistive. A dual SnQO, layer had been used by the USF
group for a long time. Other groups have adopted this
processing. The main effect is an increase in V., especially
when the CdS layer is thin. It is presently not well
understood why the resistive layer is beneficial, but it
appears to be a genuine observation in all technologies that
the emitter or window layer of the cells should be quite
resistive to achieve good values for V. [8].Significant effort
was also devoted to improve the CdTe/metal-contact
interface. In this area, several groups use proprietary
recipes (“treatments” of the CdTe surface) or buffer layers
that enhance cell performance and stability. 1EC developed
a new metallization procedure that involves the application
of a thin Cu layer, low-temperature annealing, and an etch
step to remove the excess Cu [9]. Cu "doping" of the rear
contact improves the device performance, but aiso leads to
cell degradation. As in the case of CIS, it was realized that
the optimum rear contacting scheme depended on the other
layers of the cell. Thus, during round-robin sample
exchanges, IEC’s contacting procedure produced device
results that were sometimes superior and sometimes inferior
to the results that other groups obtained using their own
optimized CdS/CdTe/contact combinations.

MODULES AND TESTING

Progress at the minimodule and module level has
also been encouraging. Tables 5 and 6 summarize the
minimodule and module performance of several groups
worldwide. Thus far, in a joint effort by SSI and Showa-Shell,
an aperture-area efficiency of 13.0% has been verified by
NREL. Graded CIGSS has been used as the absorber layer.
The thin-CdS layer was replaced by a Zn-based buffer layer.
A similar 13%-efficiency result, but with CdS, was achieved

Table 5: CIGS Minimodule Performance

Manu- Arsa Voc Jee FF 1 Comments.
facturer fem?} [mV} {mA/em?) %1 ™%}
$8I/She Zn Buffer
wa Shell 50.2 . 674 2.81 068 13.0 (no Cds)
Solarex 404 1.6 1.69 0.66 13.0 PVD
absorber
ISET 144.9 945 162 0.64 9.8 Two-stage
EPV 202.3 11.5 1.23 0.64 8.0 Se vapar

Table 6: Module Performance

Company Material Area n Power
fem?) %] W}

SCt CdTe 6728 9.1* 61"
ssI* cis 3830 11.2 431
Sst cIs 3858 10.3* 3.7
8P Solar* CdTe 4540 84 382
S8t cis 3261 10.4* 35.7¢
Golden Photon CdTe 3528 7.7 27.2
$St cis 938 111 10.4*
Matsushita CdTe 1200 87 10
B8P Solar CdTe 706 10.1 7.1
Golden Photon CdTe 832 8.1 6.8°
ISET Cis 845 6.9" 58"
EPV cis 791 72 5.7
EPV cis 722 6* 4.3

*NREL-measured;**Unencapsulated;**Not monolithic

for a CIGS minimodule by Solarex, Newtown, PA. A process
similar to NREL's was used for the Solarex minimodule
fabrication. The Vapor-Phase Manufacturing Consortium,
funded by the U.S. Advanced Research Projects Agency and
led by ITN Energy Systems, has fabricated a minimodule
with a reported aperture-area efficiency of 7.1% on a flexible
substrate. For power modules, the most impressive
performance improvement has been for a CdTe module
fabricated by SCI. Their best aperture-area efficiency is
9.1%, with a power output of 61 W verified by NREL.

After 7 years of testing of SSI's CIS modules at
NREL's outdoor test facilities, the modules display
remarkably robust performance. SCl's CdTe modules show
good, stable performance after 2 years of testing at NREL
[10].

Several companies are expanding their pilot line
and manufacturing facilities. Golden Photon, Inc. (GP!),
Golden, CO, has installed a 2-MW CdTe manufacturing line
in Golden, CO (Figure 2). SCI plans to install a 10-MW CdTe
manufacturing line in Toledo, OH, in late 1997. EPV is
setting up a 200-kW CIS pilot line in Lawrenceville, NJ. ISET
is setting up a 50-kW pilot line in Inglewood, CA, for CIS
specialty products. Materials Research Group (MRG), Wheat
Ridge, CO, is supplying equipment to Lockheed Martin (LM),
Denver, CO, for LM's CIS pilot line. in Europe, the Center for
Solar Energy, University of Stuttgart, and Phototronics
Solartechnik/Putzbrunn, Germany, are jointly developing
prototype 900-cm® CIGS modules using an evaporation
technique. Nordic Solar Energy AB, Kista, Sweden, in
collaboration with Uppsala University, Sweden, is also
scaling up its activities to fabricate 900-cm? prototype CIGS
modules. ITN Energy Systems and MRG are supplying
equipment and plant design for a 1-MW CdTe manufacturing
piant for Polyplex in New Delhi, India. in another joint effort
EcoSolar (Pune, India), National Physical Laboratory (New
Delhi, India) and Colorado State University (Fort Collins,
CO), funded by the U.S. Agency for International
Development, are setting up a pilot line to make CdTe
modules in Pune, India.




TECHNICAL ISSUES

The CIS and CdTe technologies face a number of
immediate and longer term issues and opportunities,
compiled in Table 7.

Fig 2. Golden Photon Inc., has installed a 2-MW CdTe
production plant in Golden, CO, the first CdTe module
manufacturing plant in the worid.

Table 7. Issues and Opportunities

What are the critical-path issues in relation to “first-
time” manufacturing success? Table 8 summarizes six of
the key issues.

Success in resolving these issues will determine if
either or both CdTe and CIS will be successfully
manufactured. No timeframe is assumed for these activities.
Those who are first to address them will carry the enhanced
burden of facing them sooner than others. They will also own
the business opportunity of leading those who do not follow
aggressive commercialization paths.

An issue implicit in the above is that of “technology
base.” Itis because the technology base of these innovative
PV materials is relatively sparse that they sustain such high
risks during important transitions (e.g., to first-time
manufacturing). Although the sparse technology base cannot
be identified as a “critical path” issue (due to its ambiguous
nature), progress to improve it is highly important for
manufacturing success.

Several of the issues/opportunities in the tables
require further clarification. CIS and its alloys have been
used with spectacular success to make solar cells.
Numerous creative processes and device designs (including
compositional and deposition temperature gradients) have
been exploited, so that a goal of 20% efficiency now seems
reasonable. However, scale-up to manufacturing has been
slow and problematic. Amidst the wealth of CIS-alloy process
choices, companies must find the right one. To this point, no
one can be certain that they have chosen correctly.

The “champion” efficiency of CdTe has not
improved lately. Although work to ensure the general use of
thin CdS is important for moving the field toward 16%,

Issue/Opportunity Matarial Timeframe something new—probably in terms of voltage, perhaps
Technology Base (matsrials, p Both \mmediate through alioy gradients and better contacts—will be needed
devicss) to bring CdTe toward 20% efficiency.
Manufacturabifty (scale-up and yiekd) Both \mmediate It will be awhile before e[ther CdTe or C_IS can fully
- _ reach their cost potential. Both will be preoccupied with the
Process Selection and o s mmedme transition to first-time manufacturing. However, once this
Adapting Lab-Cell Results to Module Both Immediate transition is made, strong focus on process improvements
Prototypes will be essential. These should result in costs dropping below
intrinsic Stability cdTe Immediate $100/m?, and eventually towards the $50/m? level.
Encapsulation and dary Stability Both Immediate an .
interactions i Table 8. Critical-Path Issues for First-Time
In-Plant Environment, Safety, & Health Both Immediate ManUfaCtu"ng
Product Re i Bath Mid-T
uct Recyelno - Critical Path Issue Comments
Improved Lab-Cell Efficiency (thin CdS, CdTe -Immediate
alloys, gradients, contacts) CIS Process Selection Selection from v:;ious fo.rms of delivery,
» a | il
Lower-Cost Processaes (rates, capital costs, Both Mid-Term
materials use, thinner cells, encapsuiation) CIS Process Yield At reasonable efficiencies (> 8%)
High Cal for CiS alloys Mid-Term CdTe Process Yield At reasonable efficiencies ( > 7%)
Simplified Manufacturing and Better Outdoor
Performance CdTe Module Stability and psulati [ ing, water vapor, chemical
i diffusion; 1ati
Improved TCOs (performance and cost) Both Mid-Term design and cost
Fiexible, Lightweight Modutes (and Roli-to- Both Mid-Term in-Plant ES&H, including off-spec disposal Worker safety and procedures,
Roli Processing) {both) biomonitoring, regulations, retumn or
P ing of off-sp dules and
Multiunctions (and efficiencies >20%) Both Mid-Term process debris; cost
g:m?;dcédmgw Available Substitutes for In, | Both Long-Term Demonstrated Outdoor Reliability fﬁﬁﬁ%}e o 10-kW) systems in
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CIS alloys with Ga and S move the bandgap
towards 1.5 eV. This not only has substantial cell-
performance benefits, it has substantial manufacturing and
outdoor module performance benefits. Manufacturing
advantages from lower current densities are fewer scribes
per module and better performance from typical TCOs.
Although this research opportunity is not crucial in the near-
term (and some work is already being done), it is likely that
work in the future will move in the direction of higher-
bandgap alloys.

Neither CIS nor CdTe is presently made on flexible
substrates at performance levels near the state-of-the-art on
glass. However, interest exists in CIS to develop flexible
arrays, and progress is being made. Similar activity in CdTe
is minimal due to the requirement for a glass superstrate. It
remains to be seen whether the market and cost advantages
claimed for roll-to-rofl processing are valid.

After CIS and CdTe are established and 10%
commercial modules are a reality, substantial privately
funded research may be directed toward polycrystalline thin-
film multijunctions and toward semiconductors without
toxicity and availability problems. R&D sponsored by the
public sector may begin to address these opportunities in the
next few years.

APPLICATIONS

Several PV systems have been installed worldwide
using CdTe modules. GPI has mainly installed CdTe PV
arrays for water pumping. Cumulatively, GPI has installed
less than 100 kW in the United States and overseas. Two
25-kW CdTe installations have recently been deployed at
China Lake, CA. The arrays were supplied by GPI! and
SCl (see Figure 3). SCI has deployed two nominal 10-kW

Fig. 3. Solar Cells Inc., has deployed several muitikilowatt
CdTe arrays. This one is a 10-kW array in Ohio connected
to the Toledo Edison utility grid.

grid-connected arrays at PVUSA, Davis, CA, and in Toledo,
OH. The PVUSA array was recently measured at 12 kW. In
addition, SCI| has supplied four nominal 1-kW arrays to
NREL, Toledo Edison (2 arrays), and Tunisia. The SCi CdTe
arrays have demonstrated stable performance at various
locations.

CONCLUSIONS

Despite substantial technical progress, many issues
obstruct the successful introduction of CIS and CdTe thin
films in the marketplace. However, the effort to overcome
these technical issues is well under way. New approaches
(flexible substrates, non-CdS designs, new processes) and
new corporate entries reflect the ongoing technical vitality of
the field. Record efficiencies at all levels (cells through
modules) are a strong reminder of the potentiai of these
technologies if they can be developed to full commercial
success.
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