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ABSTRACT

The elastic differential cross section for the scattering of
negative pions by hydrogen was measured at laboratory pion kinetic
energies of 230, 290, 370, and 427 Mev. The elastically scattered
pions were detected by a counter telescope which discriminated
against recoil protons and inelastic pions on the basis of their
shorter ranges. Nine differential-cross-section points obtained
at each energy were fitted by a least-squares program to a Legendre
polynpmié.l series. At the three higher energies, D waves are
required to give a satisfactory fit to the data. The real part of the
forward-scattering amplitudes calculated from this experiment are
in agreement with the predictions of dispersion theory. The results
of this experiment in conjunction with data from other pion-nucleon
scattering experiments support charge independence at these higher

energies,
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I. INTRODUCTION

The scattering of pions by nucleons has hitherto been extensively
investigated from very low energies up to 300 Mev. In this.energy
region, dominated by the well known (3/2, 3/2) resonance,. the
experimental information is quite consistent and in good agreement
 with theory. _1 ' - A '

- Above 300 Mev, the data on pion scattering are quite meager.
The're are a few good measurements with~high.resolution and good
statistics up to 330 Mev.? Above: this energy, most of the existing
data are of'a qualitative nature'.'

In the experiment described . here, the differentidl’ elastic-
scattering cross section for negative pions on protons has been
measured at laboratory energies of 230, 290, 370, and 427 Mev for
the incident pion. Also, the differential cross sections for combinations
of the inelastic differential cross sections lis_tédbelow have been
measured.

In addition to the elastic-scattering interaction, -
T +p~—>7m +p, : _ (1)

other competing interactions for w incident on protons are the

elastic charge exchange,
- .0
T 4+p>m 4, | 2)
and the inelastic interactions leading to final states with two pions,
- = +
m tp-m +w +n,

and

.':rro + Tl’o + n,



with.a threshold at 170_'Me\}. The inelastic cross sections with three
final-state pions with a threshold at 345 Mev have small enough cross
sections at the highest energy measured in this. experiment (427 Mev)
so that their effect was not considered.

From the experiments described here on élastic ‘scattering,
information about the magnitudes of the various angular-momentum
states present in the pion-nucleon interaction as a function of 'enerrgy
is obtained. The rapid increase of one of these waves is consistent
with the tentative interpretation that the second resvunaince in the pion-

E

proton interaction, occurring at 600 Mev > is a D3/Z resonance.

Another phase of the theoretical implications of these experiments
is ohtained from the dispersion-theory approach, whetreby the in-=
clusion of D and higher waves in the scattering analysis can be
checked with the predictions of these theories by using the values
of f2.4 (pion—nu'cleon coupling constant) and zero-energy. scattering
lengths, which have been found to give Jgood agreement with lower-
energy data. 7 ] .

The combination of m - p elastic scatteringb data with the
data at the same energy for charge exchange and 11;+A - p elastic
~scattering can be used, as pointed out by Stanghellini, 8 to infer a
quantitative limit on the accuracy to which the charge-independence
hypofhesis is valid at these higher !energie‘s. _

The most r:nmp]:ete interpretation of pion-nucleon experiments
so far has been based on an analysis in terms of scattering amplitudes
and phase shifts. This approach is, of course, desirable at the higher
energies also, and may be carried out consistently when the higher--
energy data become adequate. The main complication introduced
at these energies, in addition to the larger .number of phase shifts
necessary, is that these become complex quantities because of the
existence of the inelastic channels. For a satisfactory determination
of the phase shifts, the differential and total inelastic reactions possible
have to be known .to an accuracy comparable to that of the elastic data.

A tentative set of phase shifts up to 600 Mev has been proposed by

Q)

o



Walker based on the existing elastic and inelastic da.ta."‘s The validity
and accuracy of this set can be confirmed as discussed above when
the missing and poorly known data 'appi'oac.h the accurate state of the

elastic data obtained in this and similar experiments.
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II. - EXPERIMENTAL -METHOD.

A. Experimental A:rra.hge'i'nén't

1. Magnets and Collimators

. A diagram of the experimental arrangement is shown in Fig. 1.
Negative pions were prodliced By inserting a beryllium target into the
internal proton beam of the Berkeley synchrocyclotron. The proton
beam had an energy of 730 Mev, and the target was 2-in, thick in the
dircction of the beam. The pions were deflected out of the cyclotron
by its magnetic field through a thin aluminum Win_dow in the vacuum
tank. A two-section quadrupole maguet with an aperture of 8-in,
focused the emerging beam of pions, which then passed through a
rotatable iron collimator 8-ft. long.

The pion beam was momentum-analyzed by paésing it through
a horizontal magnet system. During the initial run at the two higher
energies, one wedge magnet was used (as shown in Fig. 1) which bent.
the beam through 55 deg. The entrance and exit.angles of the beam
were chosen to meet the wedge-ma‘gnet double -focusing condition so
that a maximum intensily of uscful beam counld be obtained. 10 Furt.her
fine focusing was obtained from a .thre-e'-sect.ion quadrupolé magnet
with.an 8-in. aperture. Dufing the final ruxi at the two lower energies,
- where obtaining sufficient bean’q‘ intensity was less difficult, two magnets
replaced the one wedge magnet because the latter was unavailable at '
the time. Together they bent the beam 60 deg. A three-section
quadrupole magnet of 4-in. aperture replaced the larger one used
initially. A photograph of part of the second experimental arrangement
is shown in.Fig. 2. ' ' | |

The current séttings for the bending magnets needed to obtain the
negative -pion beam ene'rgies' deéir'ed were détermined app)roximately
by wire-orbit measurements. The quadrupole magnets were adjusted
to maximize the beam intensity for each éetting of the bending-magnet

system. The two-section quadrupole magnet almost doubled the beam
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intensity The 4-in. aperture, three-section quadrupole gave an
add1t1ona1 effect of similar magmtude The 8- in aperture, three-
sectlon quadrupole follow1ng the double focus1ng Wedge magnet increased
the 1ntens1ty by only about 50%.

After the magnet sYstem, the beam passed through a 2-ft. -thick
lead collimating wall. Intensities in excess of 104 pions/sec were

obtained for a 2-in. diam beam out of this collimator ‘at all energies

used.

2. Pion Beams

Four energies of pion beams were used. These beam energies ’
with their energy spreads and contaminations are listed in Table I.

The current settmgs of the bendlng magnets needed to give the desired
energies were determined from wire-orbit data. Then the average
energy and energy' spread of the pion beam at each setting was ac-
curately determined from range measurements in copper. From these
range measurements, the fractional muon contaminatioﬁs' of the beams
were also found. Samble differehtial and integral range curves for

the 290-Mev pién beam are shown in Fig. 3. Three breaks are
identified in the integral curve. Point A is the beginning of the pion
ranges and point B their end. Point C is the end of the muon ranges,
past which is found only an electron-shower tail. The method of
measuring and interpreting these range curves is discussed in details
in Appendix A. ‘

Extrapolating the electron-shower tail of the range curves back
to zero range using measured shower curves gives only an exaggerated
upper limit to the electrons present in the beam. H The majority of
electrons present in this tail come from charge-exchange reactions
in the copper absorber. Consequently, the electron contamination of
the beam was measured directly at the two lower energies by using
a .gas Cerenkov counter set to count particles with a f$ wvalue greater
than 0.99. 12 At the two higher energies, estimates were made of the
upper limit to the number of electrons in the beam. Charge-exchange

reactions in the lead wall followed by electron-pair formation from



_12-

Table 1

ANegat'ive pion beam energies and contaminations

.Pion beam : Use of Muon : Elec;cron _
energy, lab . .. beam . contamination . Contamination
(Mev) (%) . (%)

230 £ 6 - Data run 15 £ 1 5 & 1
290 £ 7 " + 1 1 +£1
370+ 9 g 4.5 1 1 %1
427 % 10 z 42 11
1207 " Calibration 3 %3 S
155 £ 5 " 38 £ 3 _——
192.£ 7 " 13 &2 -
294 £ 6 " 5% 1 _——
378 £ 9 L 41 -
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the 1'r0 -decay gamma rays was shown by upper -limit calculations
to contribute less than 0.5%. Electrons from the decay of 1r0 mesons
in the internal beryllium target were similarly estimated to give less
than 1.5% . The electron contaminations obtained are given in Table I.
Horizontal and vertical beam profiles were measured in the
position of the liquid hydrogen target with a 1/4-in. -square .counter
placed in coincidence with the two beam-monitor countersl‘ {(No. 9,
Table II).. The profiles obtained at the two lower energie§ are shown

in Fig. 4; similar ones were found at the two higher cnergies.

3. CAounters

All the counters, with the exception of the gfis,éerenkov counter,
were plastic scintillation counters mgde ol a solid solution of terphenyl
in polystyrene. The sizes of the counters are listed in Table II - All
the scintillators were viewed through lucite light‘pipes by RCA 6810A
photomultiplier tubes.

During the data runs, counters 1 and 2 were used as monitors,
and counters 3,4, and 5 were combined into a counter telescope to
detect elastically scattered pions. The location of these counters
with respect to the hydrogen target is shown in Fig. 5. The details
of the counter -telescope design are discussed in Section II.B.1. The
other counters listed'in Table II were used in measuring the pion-

beam properties discussed in Section II. A. 2.

4. Electronics

A block diagram of the electronics is shown in Fig. 6. The high
monitor counting rate, up to 2)’(104 counts/sec, req‘uired‘ high-speed
electronic circuits. The synchrocyclotron operates at 64 pulses/sec,
the pulse width being approximately 400 psec. Each of these pulses had
a fine structure of pulses about 1}210-8 sec wide spaced 5.4)‘(10-8
sec apart due to the phase stability bunching of the accelerated protons.
With existing electronics, it was not possible to resolve separate
particles arriving in a single fine-structure pulse. The correction
necessary because of multiple counts in one fine-s"tructure pulse is

discussed in Section II.C. 1. The counting rate during the coarse

pulses reached 106 counts/sec.
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Table II

Scintillation counter sizes

‘ Counter Width Height -Diameter . Thickness

No. © (in.) (in.) (in.) , (in. )
1 3.00 3.00 0.25
2 " '2.00 0.25
3 3.00 4.00 0.50 .
4 6.00 6.00 0.50
5 11.00 12.00 0.50
6 6.00 0.50
7 12.00 1.00
8 1.00 0.25
9 0.25 0.25 " 0.25

o
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Fig. 4. Horizontal and vertical beam profiles taken with
a 1/4-in. —square counter at the position of the liquid

hydrogen target.
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The Evans coincidence circuits13 and Hewlett-Packard pré—
scalers used were tested with a pulser and found to be able toloperate
continuously at 10 megacycles, enough to adequately resolve counts
from the separate fine-structure pulses. Hewlett-Packard 460A
distributed amplifiers were used for amplification .of the pulses.

- Discriminators were used to select and uniformly shape all pulses
above a selected threshold voltage. 14 To maintain constant:—height
output pulses from the 6810A photomultiplier tuBes, large capacitors
were used in the tube bases (1 pf in the last sta;_v.e), which prevented
voltage drops of more than 1%.

Both fourfold coincidences, 1234, and fivefold coincidences,
12345, wefe recorded in addition to the monitor doubles, 12. During
measurements at forward angles,..a 1/4-in. -thick éountér with a 2-in. -
diam sewmicular hole at one edge was used to défine the incidenf beam
more accurately. It was placed just before the target, armd connected
in anticoincidence with counters 1 and 2 to reduce direct beam spray
into the telescope. |

In order to obtain the data necessary to correct for multiple
counts in one fine-structure pulse, 5.4)(10-8 sec delay was inserted
part of the time between the monitor and telescope. The interpretation
of this data is discussed in Section II. C. 1. To increase the speed of
collecting data during the .second run, the circuit area of. Fig. 6.
enclosed in a dotted rectangle was duplicated, and placed in parallel

. with the area shown. The signal from the monitor to this added
circuit was delayed 5.4'%X 10_8 sec, and data taken simultaneously. ‘
This added circuit was balanced occasionally by removing the delay
and adjusting the discriminator setting as required to give eq=ual num -
bers of counts from both circuits.

‘Before use, all counters were placed directly in the negative .pion
beam and the voltages on the photomultiplier tubes set at a value in the
region where a plateau in the counting rate as a function of voltage
occurred. Each counter in the final arrangement was tested for proper

relative delay by varying its relative delay, and setting this delay at the




-20-

value where a maximum counting rate was found. Discriminator
levels were set by replacing tﬁe counters with a pulser adjusted to
give pulses at the output of each coincidence circuit about \Balf of
their ‘satufation heigh{:, |
" Small Ru!%®_.rp!0°

3, 4, and 5. The strength of these sources was chosen to give single

beta sources were attached to scintillators

counts about ten times noise background in each counter. . Daily
me‘asur'ements of the singles counting rate for each counter were
' made to check for constancy of amplification. Adjustments of the
phofomultiplief—tube voltages were made occasionally to keep this

counting rate constant.

5‘. . Target

The liquid hydrogen target used consisted of a small container
with vertical side walls 5-in. high made of:0.02-in. -thick Mylar.
Copper end pieces 4-in. wide and 8-in. ‘long with 2-in. -radius ends
_supported the Mylar walls, which were bonded to-the end plates with
a Versamidepoxy mixture. The container was surrounded by a
vacuum. ‘

The small target chamber was .attached to a large liquid hydrogen
reservoir, which was jacketed in turn by the liquid nitrogen reservouir.
The target was suspended directly in the m beam. The target -could
be emptied into or filled from the reservoir by closing or opening the
target vent line.

" Bulging of the mylar walls in the vacuum due to the l-atmos
pressure in the target was found By measurement to increase the
effective thickness of the target 7% at liquid hydrogen temperature.
The method of measuring the térget thickness is discussed in Section
1 III. A. 3. Mpylar windows in the vacuum-chamber wall not only
provided a low-Z material through which the beam passed but also

allowed a visual check on the liquid hydrogen level in the target.
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. B. . Counter Telescope

"1, Design
Scintillation counters 3, 4, and 5 were grouped together into a
"~ rigid counter telescopé with the relative positions shown in Figure 5.
This telescope was placed on a dolly which pivoted about the center
of the hydrogen target in a horizontal plane. The distance from this
pivot axis to the telescope was variable so thatthe solid angle subtended
‘could be adjusted. The height was also adjusfable for initial alignment.
In order to distinguish the elastically scattered pions [interaction
(1)] from their recoil protons and the other charged particles produced
[interactions (3)], copper absorbers were placed between counters
3 and 5 in the telescope. Because the elastically scAatte‘red pions have
greater range than any of the other charged particles at a given Alab:-
-oratory angle, the absorber thickness was chosen to allow only the
elastic pions to reach counter 5.

.- Relativisitic two-body kinematic equations were used to find the
maximum energy of pions from interactions (3) by taking as the mass
of one of the outgoing particles the sum of a pion.and nucleon mass.

The relativisitic equations employed and sample results. obtamed are
given in Appendix B. An IBM-650 computer program was used to
make these calculations. 4 |

From the solut1ons to the relativisitic kinematics problem, it
was found that the minimum amount of ;opper absorber needed in the
counter telescope was approximately the same for a given kinetic
energy of elastically scattered pions independent of the energy of the
incident pion. In particular, it‘wasfound that.the amount of copper

needed in g/cmz, CIi , was ,lesf;:s_ than that given by the simple linear

equation

C1 = (T - 100)/2 A o | | (4)

+
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where Ci is the ideal amount of absorber arid T is the laboratory
kinetic energy of the.elastically scattened pions in Mev. This can
be seen from Fig. 7, where Ci calculated from Eq.. ({1)_'a‘.nd the
actual minimum amount of absorber needed at the four energies used
~are plotted versus T. Consequently, the amount of absorber given
by Eq. (4) was wed: throughout the experiment.. In practice, the actual
. amount used,  C, was the nearest amount greater than ACi_‘,that it
was possible to get from combinations of existing pieces.- .

The size of counter 3 was chosen to have a reasonabl_e solid
- angle of acceptance when placed as near the target as possible. The
- position of counter 5 was determined by the maximum thickness of
copper (7 in.) nceded at the highest energy. Then the sizes -of
counters 4 and 5 were chosen large enough to reduce lusses from

multiple coulomb scattering in the absorbers to less than 0.5%.

2. Calibration

For the highest energy scattered pions, the amount of ‘cépper
"'required in the telescope transmitted only about 1/3 of the pions.
‘Consequently, it was of great importance to measure accurately the
efficiency of the counter telescope throughout its range of use.

I'he calibration of theé counler lelescope was carricd out with
essentially the same beam set up shown in Fig. 1. At the lower
energies, minor adjustments of the wedge magnet and r'otating
collimator positions were necessary. The telescope was placed
directly in the main pion beam just after the monitor counters. The
number of te leécope counts per monitor count gave the fraction of
particles transmitted, F, after a small correction for accidentals
was made. . A

" The m beam energy was varied from 100 to 430 Mev by adjusting
the current through the bending magnet. Settings of the current were
obtained from wire-orbit dafa taken before the calibration run.

Accurate determinations of the energy were made at five points by .
measuring ranges in'cbpper (see Appendix A). The wire-orbit curves
were used as extrapolation guides between these points to determine

intermediate energies accurately.
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amount, C., (dashed line) as a function of the
kinetic energy of the elastically scattered pion.
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At each energy at \;vhich the efficiency was measured, the
nearest amount of copper obtainable to the amount given by Eq. (4)
was used. In addition, 1/2=in. more and then 1/2-in. less was
used. The telescope was also rotated horizontally at a few energies
to measure the decrease in the efficiegyresulting from the increaéed
effective thickness of the copper. This latter effect was found to
agree within experlmental errors with what one would expect from
geometrical considerations. .

Because nof the relatively higher fractional contamindlivn in the
pion beam at lower energies, it was necessary to determine carefully
this contamination in order to minimize the effect of calibration el;;rbrs
on the final results. For this reason, a detailed discussion of the
method of determining the muon conlawination from rangc mcasure-
ments is given in Appendix A.

The results of the calibration-range-curve measurements are
giveﬁ in Table I. The unusually high muon c‘c;htamina_-tion at 155 Mev
resulted from the physical impossibility of adjusting the position of the
internal beryllium target properly at this energy. In Fig. 8 is shown
a plot of the fractional muon contamination as a function of beam energy.
A smooth curve connects the points from which contaminations at
intermediate energies were read. '

On the assumption that the munns count with 100% efficiency,
the counter efficiency, E, is related to the measured fraction
transmilled, F, and the fractional beam contamination, K, by thc

equation
=(F - K) /(1 - K). (5)

In order to interpolate the measured efficiencies to cnergies
and absorber thicknesses actually used, the efficiency values obtainéd
from Eq. (5) above were fitted by the least squares method and the
fitted function used in the extrapolation. The logarithm of the

efficiency was fitted to a sum of two power series of the form
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N <§”
) j Lo K
-InE = £ A (T - 100 +.(C - C) &, B (T - 100,

j=0
- (6)

where T  is the energy of the:el.astically._scattered pions in Mev, C
is the actual copper thickness used in g/cmz, and;,Ci is the ideal
copper thickness in g/cm2 obtained from Eq. (4). .

To find the coefficients Aj and Bk in.Eq. (6), first the
measured values of -1nE at one beam energy and different absorber
thicknesses, C, were fitted to a straight line. ' Then.from “this fit,
the quantity -1nE was extrapolated to its value for C .;‘Ci . The filrst
summation in Eq. (6) wust have this cxtrapolated value at that energy.
Furthermore, the second summation in Eq. (6) must équél the slope
of the linear fit at that energy. The values of N' and N' necessary
for these two summations to adequately fit their point's at various
energies were determined on the basis of a 'XZ test. The resulting
values of Aj and Bk. are listed in Table III. A plot of the ideal
efficien;y, Ei’ {for C = Ci ) is shown in Fig. 9. .The least-squares
fits were made by using an IBM-650 computer program. The least-

squares formulas used are discussed in Appendix C.
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Table III

-Telescope efficiency constants

J, k Aj Bk

0 . -1.235% 10"1 -8.204% 1078
1 $7.513%10°° +1.046%10 %
2 £3.193% 107" £2.207%10°°
3 -3.837% 10°8 ~2.917% 10" 8
4 -2.331% 1077 +7.294x 10~
5 +2.131x 107! #3.180% 10" 13
6 6.678%10 1% 1.718%10°1°
7 -17 +2.100% 10" 18

+7.189X 10
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C. Experi%henté.l Procedure

1. Accidentals and Background '

The only important source of false counts in this experiment
results from more than one particle passing.through the monitor
during a single fine-structure pulse. For reasons discussed in
Section II. A. 4, it was. not possible to resolve individual particles
in one fine-structure pulse. The resulting number of extra counts
in the telescope was measured by delaying the signal from the
télescope relative to the monitor so that it arrived during a separate
fine-structure pulse (Section II. . A, 4). In ordér to minimize the
error introduced by these accidentals, it was necessary to limit the
pion-beam intensity throughout the runs to about 1'04 counts/second:

Other possible sources of accidentals were measured by
similarily'delayin'g pulse.s from individual counters relative to the
rest. All of these other sources of accidentals prove.d to be negligible.

The background counts during the run were measured by cycling
with the target empty and full at each. different laboratory angle This

was done for both regular and accidental runs.

2. Counting Rates

The counting rate for scattered pions was of the order of 10
counts/min. In order to maximize the efficiency of taking data, the
relative time spent measuring each of the four types of data outlined
above was chosen equal to the square root of the telescope time
counting rate for that type of data.

During the short cycles of measuring the four types of data,

. all conditions were kept as constant as possible. Laboratory angles V

were changed as a rule after each cycle.
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D. Related Measurements

. 1. Simultaneous Experiments

“While this experiment was being carried out én one side of the
hydrogen target, .other éxperimehts were p'e'rfbrme.d'o'n the other side.

During the data run at 230 and 290 Me'v, a m_e'a'sure.‘f:r;)e.nt was.
made of the charge-exchange process given in interaction (2). ? _
During the data run at 370 and 427 Mewv, the positivé -pion pfoduction
_ processes given in interactions (3) weze measured. ;5 o

In order to avoid a possible change in background level, data
cycles were completed during periods when no ’_cha'nges'in tllzé"se- other

eXperiments were made.

2. Total Cross Section

Also in éon-junction v;/i_th this experiment, the toté..l cross section
was measured. This was done by using‘the samé pion beam arrange-
.ment and .magnet settingA that were ﬁsed_in the differential-cross-section
| measurements. The small hydrbgen-target was ,_rjeplaced',,with one’
4-ft 1Aong16 and counter 7 Wés used as.a detector, This ekperiment
ané its results ére describge_d‘elsewhere. 17 The importance to this
experiment lies in the fact that the beam ‘energies for which. total
cross sections were obtained were identical with those for which the.
elastic-scattering cross section was measured, independent of Lhe

uncertainties in determining these energies.
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III. RESULTS

A. Differential Cross Section

I. Scatte‘red Pions Counted

The number of real el'aAstically scatteréd pioﬁs éoﬁﬁted ;t each
energy and angle was determined as follows. The'.quintuple co-
incidences, 12345, were analyzed for each cycle by first dividing by
the corresponding number of monitor counts, 12. For the target-full
ahd-empty‘runs separately, the real counting rate per monitor count,
'R, was determinéd by subtracting the accidental rate, A, from the

total rate, T, usihg the formula

where MT is the average monitor rate per unit time during a cycle
for totals, and MA is the average monitor rate per unit time during
a cycle for accidentals. The ratio of monitor rates corrected the
accidental rate when the accidentals were measured separately from
‘the totals.. When the simultaneous accidental circuit was included
(see Sec. II.A.4.), this ratio became one.

i The background real counting rate, RE ; obtained by using
Eq. (7) for the target-empty data, along with the corresponding
target full rate, RF’ gave the final ratio of scattered palfticlés per

monitor count, I, counted by the telescope as
I=R. -R : - (8)

The values of I obtained from different cycles at a given energy and
angle were combined by means of a weighted average to give the

average number of scattered particles per monitor count, IA,vby

I, =Z I (AL) "2y Z (AT )7, (9)
1 1 1 1 i
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where Al is the standard deviation determined from counting statistics
(see Sec. III. C. 1). - N . '
The average number of quintuple counts per monitor count, IA )

obtained at each energy and angle are liéted in T‘vable Iv.

2. Efficiency . ’ A _
In 6rde_3r to correct for the number of elasti‘c pions lost in the
telescope absorber, it was necessary to divide the counts obtained at
each point by the efficiency of the counter. This correctiqn is included
in Eq. (10). | N . L | .
The efficiency for the quintuple data was obt‘aineda from Eq. (6).
The laboratory kinctic cnergy of the scattered pions neéaeﬂ, T,
was found from the relativistic kinematics program (Appendix B).
This energy was substituted in Eq. (4) to find the ideal absorber
thickness, 'C'i . These two quant';tieé with the actual absorber thickness,

C, then were substituted into Eq. (6) to find the efficiency, E.

3. Target Constnat

The laboratory differential cross section, dO/dSZ, is related to

the average scattered counts per monitor count, »'IA', by the equation
-do/da = I / EQK . - : B (10)

"Where E is the efficiency, € 1is the solid angle subtended by the
counter telescope, and K, the target constant, 1s the number of
- scattering centers per unit area normal to the beam direction. For

hydrogen, it is given by the equation

K=Nyry

L ' . X (11)
where N0~ is Avogadro's number, Py is the-density. of the liquid
‘hydrogen in the target, and L is the average thickness of the target

parallel to the beam direction.
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Table IV

n~ elastic-scattering differentidl cross sections

T T O T T
(Mev) {deg.) {in.) (9/cmd) ! (x108) (’:ni“/‘:{:’r’jd) (*'ﬁ:‘/"s/tﬁa Q (deg.) o
230 15.0 30.00 65.69 14.75£1.36 4.70£0.43° 3.03£0.30 20.1
22.4 23.00 62.85 24.90%1.24 4.5820.23 3.1440:17 30.0 : : -
38.0 ° 23.00 54.40 16.01£0.73 2.76£0.13 2112011 50.0
54.6 15.00 45.82 24.0040.85 "1.64£0.06 1.45£0.06 70.0- '
72.7 15.00 - 42.97 13.18£0.47 0.84%:0.03 0.8940.04 90.0
92.7 15.00 19.94 - 16,18 %064 0.80+0.03 1.06 %0.05 110.0
114.8 15.00 8.67 20.98£0.78 . 0.90£0.03 1.4840.07 130.0
139.5 15.00 2.98 " 28.02+0.84 1.06£0.03 2.1140.07 150.0 '
159.4 23.00 2.98 12.2920.49 1.03£0.04 2.2320.10 165.0
290 15.0 30.00 91.62 8.28%1.71 2.99+0.62 1.6740.33 20.8
21.8 23.00 88.67 15.97 41,02 3.3530.21 1.99£0.12 30.0-
36.9 23.00 80.26 10.5840.66 2.1540.13 1.43£0.08 50.0 W
53.2 15.00 65.69 18.65£0.97 1.49£0.08 1:160.06 70.0 w
70.9 15.00 48.70 | 11,67£0.58 0.80 £0.04 0.77£0.04 90,0 !
90.8 15.00 34.51 8.03£0.39 0.48£0.02 0.58+0.02 110.0
113.2 15.00 19.94 9.8920.45 0.50£0.02 0.7840.03 130.0
138.3 15.00 © 8.67 14.870.75 0.65+0.03 1.25£0.05 150.0
158.8 23.00 5.96 8.03£0.45 0.7740.04 1.63£0.08 165.0
© a0 10.4 48.00 134.40 2.2320.56 2.6840.67 1.1440.33 15.0
20.9 23.00 126.03 10.27£0.53 :  2.680.14 1.38£0.07 30.0
35.5 15.00 114.65 20.08+1.13 2.1420.12 1.2640.07 50.0
51.3 15.00 94.62 16.02£0.74 " 1.50£0,07 1.06 £0.05 70.0
68.7 15.00 74.28 9.20£0.45 - 0.7540.04 L0.6740.03 90.0
88.4 15.00 54.40 .. 5.56%0.26 0.39£0.02 0.45£0.02 110.0
111.0 15.00 34.23 6.83£0.30 0.41£0.02 0.63£0.03 130.0
136.7 15.00 22.92 7.49£0.41 0.39£0.02 0.7440.04 150.0
157.9 23.00 19.44 3.56£0.27 0.4020.03 0.87£0.07 165.0
427 10.1 46.00 156.85 4.24£0.66 4.97£0.78 2.18£0.37 15.0
20.4 23.00 150.98 11.1621.47 3.20%0.42 1.5740.21 30.0 :
34.7 15.00 134.40 25.8141.60 2.95%0.18 1.66 £0.11 50.1
50.2 15.00 114.65 17.3120.89 1.80£0.09 1.23£0.07 70.2
67.4 15.00 91.61 9.6420.52 0.8710.05 0.76 £0.04 90.2
87.0 15.00 65:59 4.74£0,27 0.35£0.02 0.41£0.03 110.2
109.7 15.00 45.82 6.02£0.33 0.41£0.02 0.64£0.04 130.2 '
135.8 15.00 28.65 9.58+0.47 0.54£0.03 1.0940.06 150.1
157.4 23.00 22.92 3.86£0.24 0.47£0.03 1.07£0.07 165.1
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The target pressure was about 1 atmos at all times. The

density, Py used in.Eq. (l1) was actq:ally taken as the difference
between the densities of the target-full liquid and the target-empty
vapor. These densities were obtained ffom the-nyogenic;Data Book. 18 ’
The liquid density used was that of boiling liquid hydrogen, 70.2 g_/l,
- It was assumed that the target-empty vapor had a temperature between
the boiling points.of liquid hydrogen and liquid nitrégen. - The vapor
density was chosen as 0.9%0.8 g/1, the average of the hydrogen gas
densitiés at these two temperatures. 'I'he resultant value ot -
ppy is 69.3%0.8 g/1. | | _
. The average thickness of the target, L, was determined by
'measu\ring the bulging of the target sides at a matrix of points at
room and liquid nitrogen temperature with 1 atmos more pre'ssure
inside the target than outside. These measurements were then
linearly extrapolated to liguid hydrogen temperature. The resultant
thicknesses were averé._qu with weights determined from the beam -
profile measurements (Fig. 4).to get the average thicknesé,, L, which
"was 4.230-in. The. resultant value for the targét cénstant,' K,

determined from Eq. (11)is 4.48%0.05%X10%> cm 2.
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B. Corrections

1. Finite Target and Telescobe

The total cross section is determined from Eq. (10) strictly
only for a point target and telescope. As a result, the values
determined from this equation are in error because of the finite size
" of both the target and counter telescope. ' ‘ | ' |

To ;correct'for this effect, the product of efficiency and solid
angle, Ef, that appears in Eq. (10) must be replaced by an appropriate
average vfalue, - BR. An average value for this product which gives by
"Eq. (10) e difvferential cross section equivalent to what a point target .
and telescope at the. 1aboratory angle 8 would measure was determined
~as follows. The target was divided into volume elements, V, and the
counter into area elements, A, and the contributions from each

element pair were summed by using the formula

z Z N(V) E(V A) F(Y) AQ (V A) A (12)

ER(6) = D
o F(6) Z z N(V)

e

Where N(V) is the relative beam intensity at the volume element,

V from the beam-profile measurements E(V A) is the efflc1ency
f_or the counter for pions scattered from volume element, V, into
telescope area element, A, F(y) is the laboratory differential cross
section at an angle, -y, obtained from the cross sections determined
by using. Eq (10); v is the angle the line between volume element,
V, and area element, A, makes with the beam direction; and AQ(V, A)
is the solid angle subtended at volume element, V, by the telescope
area element, A. , |
' More specific formulae for the quantities appearing in Eq. (12)
. are discussed in detail in Appendix'D. These calculations were
carried out using an IBM-650 computer program. . This program
divided the volume and area dimensions into n parts. The value of

n beginning with 1 was increased by 1 and the two resultant values

for EQ extrapolated to n equals infinity by the formula




A
(n +1) EQ -n. EQ.
Ta = n+1l . n - P (13)

® n + 1)% -

which neglects teﬁrms of order l/nz and higher. The value of n was
again increased until successive results from Eq. (13) agreed w1th1n
0.5%. This occurred with n equal to four in all 1nstances This -
correct1on for finite target and telescope s1ze d1d not exceed 3% at
a.ny- po1nt

The results obtained for thé total scattered pion differential
cross sect1ons in the 1aboratory system, dO/dﬂT , are listed in
- Table IV.  These values were obtained from Eq. (10) aftcr rcplacing

EQ by ﬁ from.Eq. (IZj.

2. Beam Contamlnatlon and Attenuation

The muon and electron contamination of the incoming pion beam,
the decay of pions-into muons between the monitor and target, and the
attenuation of both incident and scattered pions by the target material
required that a negative correction be applied to the monitor counting:
rate, where the monitor is to be regarded as counting only those pions
that enter into the scattering experiments. 'l'his correction does not
change the form of the ‘angular distributioﬁ, only its normalize‘tion.'

The fractional beam contaminations were determined from
range meaeurements (Appendix A), and the vaIuee obtarned are listed

in Tab‘le' I.

3. Coulomb Scattering

The measured cross sections result from a combination of
‘nuclear and coulomb scattering. At the energies and laboratory -
angles measured in this experiment, interference between these two

19,20 and the nuclear contribution

types of scattering is negligible,
‘can be determined by subtracting the coulomb cross sections from
.the measured cross sections. The laboratory coulomb cross sections

dO/dQc , in mb/sterad were obtained from the for_mula.21
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5.178 , ' (14)

do /a
€ (vp)? sin? (6/2)

where p is the momentum of the pion in Mev/c for a pion.of velocity,

v, in units of c, the velocity of light.

4. Charge-Exchange Correction

The counter telescope acts-as an approximately 1%-efficient

counter of gammma rays. This results from pair production of electrons
in the target, air,. and front half of counter 3. Consequently, some
decay.gammas from the charge-exchange -rro mesons are detected,
and as a result, the measured cross sections must be reduced by

1% of the charge-exchange cross section at the same energy.

Only approximate values of these charge-exchange cross sections
are needed because of the small size of this correction. Values from
the literature were used for this purpose. 9 After the coulomb-
corrected cross sections were converted to the center-of-mass system
by using the values of dﬂ/dﬂ* obtained from the relativistic kinematics
program (Appendix B), the: contribution from the charge-exchange
process was subtracted. The final barycentric differential cross
section, do/ dﬂf , obtained and the corrésponding center -of -mass

e

angle of scattering, 8" , are listed in Table IV.
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C. - Errors

1. Counting Statistics

The statistical standard-deviation errors in the counting data
were set equal to the square root of the corrésponding number of
counts. Monitor counts were taken as exact in this experiment,
either because data was taken relative to them, or be:causgg the
number of monitor counts was so large that ;chev statistical error in
them was negligible. - . . .

. -The errors in the quantities T and A appearing in Eq. (7)
were arrived at, and they were propagated in the usual way through
Eqgs. (7) and (8) to give a standard deviation error, Al, on the quantity
I of Eq. (8).' The various values of I were averaged by using Eq. (é).
. Such averaging corresponds-to making a least-squares polynomial.

. fit of zero order. This calculation was done using an IBM-650 com-
puter program (Appendix C), and the XZ; test applied to test the
consistency of the quantities, Ii , with the average. No improbable
values of I were detected. Values of the standard deviation error,

'AIA , obtained on the average quantitie.s, 1, » are listed in Table IV.

2. Other Sources of Errors

The errors in the measured efficiency points, E, obfained from
Eq. (5) arise effectively only from the unc'ertai'nty', AK, in the beam
contamination, K, since the large number of counts taken makes the
statistical error in the fraction transmitted, F, negligible. The

error, AE, in the efficiency, E, is thus given by the equation

(1 -'F)

AK . (15)
(1 - K) 2

AE =

This formula has been written down explicitly to show the important
“fact that the uncertainty in the efficiency is smaller than the un-
éertainty in the contamination fraction by a factor of about (1-F)

for the small values of K observed. Thus the error in the measured
efficiency is.significantly less than the error in the beam contamination

(1/10 as large for efficiencies greater than 90% for example). As a
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result, even the uncertainty in the electron contamination of the
calibration beam, which was estimated and included_as a random
error addition to AK, did not give efficiency errors in excess of
4% at any point. At most points, they were less than 2%. Error
matrices were computed for both of the least-squares polynomial"
fits in Eq. (6), and the errors in the extrapolated efficiency values
found from them.

The uncertainty given in the target constant, K, of Eg. (10)
‘arose primarily from the uncertainty in the temperature .of the
hydrogen gas in the target when it was not full of liquid hydrogen
(Sec.III. A. 3).

" The error in the solid-angle determination was negligible.
Small errors arising from the coulomb and charge-exchange correction
were included.

Both the muon and electron contaminations were evaluated for’
the pion beams used in the data runs (Table I). The errors in these
contaminations appear directly as errors in the correction factor
'multiplying' the total angular distribution. Since«théy did not exceed
2%, however, they were included for convenience as additional
random erroré in the individual differential cross-section points
because their contribution is small.

The combined results of all of these errors are listed as
standard-deviation errors, AdC /dﬂ* , on the final differential cross-
section points, do/dn* , in Table IV. A plot of these differential

cross sections is shown in Figure 10.
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Fig. 10, Differential cross sections of elastically
scattered pions for various incident beam energies. -
Dashed curve is least-squares fit with S and P
waves only, Solid curve is best fit. The square ,
points on the ordinates were obtained from dispersion .
relations and are not included in the fits.
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D. Pion Production Cross Sections

Though this experiment was not primarily intended to measure
cross sections for any of the pion-producticn processes givén in
interactions (3), some information about them is available from the
quadruple, 1234 data taken. No copper absorber was placed between
counters 3 and 4 at laboratory angles greater than 60 deg. Thus, all
charged particles from reactions (1) and (3) are counted which have
an energy above some.thr-eshold energy (approximately 25 Mev)
necessary to penetrate through the target walls and counter 3 and 4.
No recoil protons can appear at laboratory angleé greaterAthan 90 deg.
Consequently; back of 90 deg in the laboratory systerﬁ,' and even at
the smaller laboratory anglés" where recoil protons have ‘energies |
- below the detection threshold, only charged pions from interactions
(1) and (3) are counted by counters 3 and 4.

Thus if at a laboratory angle,I 0, the elastic differential cross
section is d'O‘/dQT, and the differential cross section for the first of
'intergctions (3)is dO‘l/ d®  and for the second’it is dOZ/ dQ, then
the measured quantity obtained from the quadrupole data, d04,/dQ ,

“is given to a first approximétion by the equation
d0'4/dQ = do/d Q T ¥ f‘(Zdol/dQ + dcz/dQ), (16)

where f is the fraction of pions from interactions (3) that have an
energy above the threshold energy for detection. .
Since dO/dQT has been determined in this experiment (Table IV).,

- and data concerning dOl/dQ was obtained in another experiment (see
Section II. D. 1), 15 information about d4do 2/dﬂ is theoretically obtaih— ‘
able.

_ Consequently, the quadruples data, 1234, was analyzed in the
same way as the quintuples data to get values from Eq. 9 for

IA' + AIA' for the quadruples data (see Sec. III.A.1). These values
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are listed in Table V. These 'quahtit'ies. in turn were used to find
d04/dﬂ % Ad04/dﬂ from Eg. 10 in the same way as d0 /dSZT
* AdO /dQT was obtained for.the quadruples data, except that the
efficiency was assumed to be 100% since.there was no absorber
between counter 3 and 4. The results are listed in Table V for
rheaninfgul‘ angles. .From the results listed in Table IV, valués
for the quantity, £{(240 l/dﬂ. +.do 2/ds‘Z), were then calculated by
means of Eq. (16). These values are listed in Table V..

It is necessary to evaluate the fraction, f(6), appearing-in
Eq. (16). Because of the large statistical errors in all of these
data, for simplicity the laboratory energy spectrum at all-angles
was assumed to have the approximé.te form, sin ~(21TT/Tm,-aX )y
where T, the kinetic energy of the pion at that angle, has a maximum
value, T ' . Thus, the fraction detected, f(8), is given by the

max’
formula

£(6) = Itcosl.(Z TT. / T .07 1] /2, . (17)

where Tth , the énergy threshold for detection, is taken as 25 £ 5 Mev.
The values of f obtained from Eq. (17) are listed in Table V.

By using kqgs. (16) and (17), values for the quantity,l d(ZOl + 02)/d§,2,
- were obtained, and are listed in Table V. A plot of these points is

shown in . Fig. 11.



Table V

Pion-production differential-cross-section data

Beam Lab Dist., I,'+Al," do,/de d(0,+0,) d@2o, +0,)
energy angle, 6 D A 6 A igdo /dq dQ e &
(Mev) (deg.) (in.) (x 10°) (mb/;:erad) Ad(201+02)] fraction A a(20, +a,)
a0 aq
{mb/Sterad) {mb/sterad)
230 72.7 15.00 22.63£1.29 0.93+0.05 0.09%.06 0.38+.17  0.24% .19
92.7 15.00 22.06£1.34 0.93 +0.06 0.13£.07 0.114.15 1.18£1.72
114.8 15.00 23.38+1.08 1.00£0.,05 0.10 £.06 0 -
139.5 15.00 24.85+1.,01 1.05+0.04 0.01 .05 0 -
159.4 23.00 11.99+0.92 1.18+0.09 0.15%.10 0 -
290 70.9 15.00 23.53 +1.86 0.99+0.08 0.19%.09 0.79+.08 0.24%.12
90.8 15.00 15.95 21,09 0.66 0,05 0.18+.06 0.69%.12 0.26%.10
113.2 15.00 13.32 £0.84 0.56 £0.04 0.06 .05 0.524.15 012 .11
138.3 15.00 18.75 £ 1.21 0.804 0,05 0.15%.06 0.33%.18 0.45 % .31
158.8 23.00 8.48 1,35 0.84£0,14 0.07 .15 0.21%.17 0.33£.76
370 88.4 15.00 18.77+0.,70 0.77+0.03 0.38 % /04 0.87%.05 0.44 .06
111.0 15.00 14,02 +0.66 0.6040.03 0.19% .04 0.80+.08 0.24+.06
136.7 15.00 12.52+0.73 . 0.53+0.03 0.14% .04 0.72%.10 0.19%.06
157.9 23.00 6,7840.97 0.67+0.10 0.27%.11 " 0.63 #:13 0.43 +.20
427 87.0 15.00 22.111.02 0.89+0.04 0.54 .05 0.92%.03 - 0.59%.06
‘ 109.7 15.00 18.87+1.07 . 0.80£0.05 0.39+.06 0.88 £.05 0.44 .07
135.8 15.00 19.01 +1.06 0.81 £0.05 0.27+.06 0.81%.07 0.33 .08
157.4 23.00 6:6740.92 0.66 £0.09 0.77%.09 0.25+.14

0.19%.10

- Ev-
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Fig, 11, Inelastic combined differential cross sections,"
d(20., + 0,) /d2 for various incident beam energies.
Solid curvés represent least-squares fits to a Legendre
polynomial series.
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IVv. CONCLUSIONS

A. Partial Waves

To determine what orders of angular-momentum states are
present in the elastic-scattering interaction, the measured differential
cross sections, da/dﬂ‘P(Table IV) at each beam energy were least-

squares fitted with a Legendre polynomial series of the form

n
_dﬂ*(eﬂ) = Z Aj2 Pﬁ (cos.6>:< ) . - =_(18>

The magnitude of n necessary to fit adequately the data points at each
energy was détermined on the basis of a XZ test and supporting Fisher
test (see Appendix C). The values of coefficients, A, , obtained for.
various values of n at each energy are listed in Table VI. Also
listed in this table arc the degrees ol freedom, k; the values of-
obtained; the probability, p, that XZ would exceed the value found

in a random sample, and the Fisher probability, F, that An shogld

be zero. ' '

' The first adequate and best fits determined on the basis of these
statistical criteria are indicated by superscripts. a and b in Table
V1. . For the best fits, the error matficgs, Cij , (See Appendix C)
are given in Table VII. The theoreticalicurves obtained from Eq. (18)
for 'S and P waves alone (n.= 2) and for the best fits are shown in
Fig. 10.

At 290 Mev and above, it can be seen that the probability that
the data are consistent with fits based on S and P waves alone is
less than 1%. In fact, the most probable values of n obtained include
an F-wave intefference term (n= 5) at 370 Mev and an F-wave term
(n = 6) at 427 Mev. " Thus the conclusion can be made that at 230 Mev
only- S and P waves are needed, but at the higlher. energies D waves
are present and above 290 Mev . F waves may be present, especially

at 427 Mev.



" Table VI

"Results of least-squares legendre -polynomial fits to elastic 7 - p Data

Fitted coefficients
f:f:gy ?fr?ietr A A 'A A A, A A 2 F
(Mev) n ' “0 ! z(mb/sterad)3 * K ¢ ” (;O) (%)
2306 2® 1.6540.03 -0.55£0.06 1.40£0.06 9.47 6 22 <1
Y 1.6640.03 0.5640.06 1.42£0.07  0.06%0.07 . '8.85 5 16 60
P 166003 0534006 1.38£0.07 -0.01£0.08 -0.15%0.09 5.82 4 -29 20
5 1.6640.03 0.54£0.C6 1.3820.08 -0.01£0.09 -0.14£0.10  0.03%0.10 5.71 18 85
6 1.66£0.03 0.53£0.06 1.37£0.09 -0.0140,10 -0.1520.11 0.01£0.13 -0.06£0.15 5.56- 5 85
29057 2 1.10£0.02  0.56+0.C4 0.91_-*0.04 2 6 < <1
32 1.09£0,02  0.44£0.05 0.7040.05 -0.340.05 . _6.72‘ 5 29 <1
4 1.10£0.02  0.45£0.05 0.75%0.06 -0.28%0.07  0.1120.06 "3.86 41 .15
5 1.10£0.02 0.46£0.05 0.36£0.06 -0.24+0,08 0.15£0.08 0.06+0.07 3.25 3 36 45
6 1.10£0.02 0.47£0,05 0.77£0.08 -0.23£0.08 0.17£0.09 0.08%0.09 0055012 3.08. 2 25 50
37029 2 0.85%0.02 0.45£0.03  0.<8 £0.03 48.2 76 <1 <1
3 0.86£0.02 0.45£0.03 0.370.04 -0.24+0.04 5 16.8 1.2
42 0.86+0.02 0454093  0.32£0.04 -0.32£0.05 <-0.160.05 743 gz 7
5P - 0.8640.02 0.45£0.03 0.33£0.04 -0.26£0.06 -0.10£0,07 0.11%C.06 39773 29 15
6 0.8620.02  0.4720.03 .0.37%0.05 -0.2440.06 -0.07£0.07 © 0.16£C.08  0,0940.10 '3.00_. 2 25 60
427210 2 1.0840.03  0.82£0.06 0.884G.05 _ 50.3 - 6 <1 <1
' ' 3 1.0340.03  0.65£0.07 : 0.50£0.07 -0.36+0.06 88 5 <1 2
4 1.03£0.03 0.61£0.07 0.52£0.08 -0,4920.09 -0.17;0.07  13.6 1 25
52 1.0440.03 0.63£0.07 058%0.06 -0.36+0.10 0012010 0.23+0.08 458 3 21 8
6° 1.0440.03 0.62+£0.07 0.57£0.09 -0.39£0.10 -0.0640.11 0.15x9.11 -0.1240.10 3.05 23 35

-9p-

3First adequate fit.

bBest fit.




Table VII

Best-fit error matrices, Cij

Beam j

energy i 0 1 2 3 4 5 6

(Mev) .

230 0 0.00086 0.00099 0.00107 0.00062 -0.00012
1 ' 0.00388 . 0.00286 0.001 %0 0.00127
2 0.00556 0.00356 0.00250
3 ‘ 0.00702 0.00339
4 0.00763

290 0 0.00049 0.00072 0.00057 0.00009 0.00011
1 .0.00218 0.00175 0.00135 0.00052
2 0.00386 10.00296 0.00187
3 ’ 0.00434 0.00237°
4 0.00399

370 0 0.00029 0.00033 0.00019 -0.00004 -0.00001 0500012

‘ 1 0.00108 0.00060 0.00047 - 0.00020 " 0,00023

2 0.00186 0.00155 0.00123 0.00052
3 0.00358 - 0.00261 0.00195
4 0.00423 0.00219
5 . ) 0.00358

427 0 0.00093 0.00161 0.00148 ©0.00077 0.00035 0.00029 0.00008
1 0.00456 0.00421 0.00313 0.00175 0.00070 0.00051
2 ‘ 0.00723 0.00629 0.00430 1 0.00199 0.00050
3 0.00981 0.00802 0.00520 0.00213
4 ’ 0.01206 0.00882 0.00537
5 ' 0.01208 0.00741
6 ' 0.01001

VA b
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The total elastic cross section, dE , obtained by integrating
the best-fit differential-cross-section curve is given by the formula

o = 4mA (19)

E 0’

"where "A_ is the lowest-order Legendre coefficient. The total

0 ‘

elastic cross sections obtained by using Eq. (19) are listed in Table
: 3

VIII. The differential cross sections at zero degrees, do/an (0),

obtained from Egq. (18) by setting 6 = 0 and propagating errors using

the error matrix (See Appendix C) are also listed in Table VIII.
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Table VIII

'Total elastié and forward differential cross séction

from best least-squares fits, and total cross sections

Beam do (0) .
energy ,Op® AcrE dﬂ* oTiAaT

'iA-Eg*(O)

. dn o

(M‘ev)~ . (mb) - ~(,mb/-sterad) {mb) -
230 20.8+0.4 3.40%0.25 48 2
290 - 13.8+0.3  2.12%0.20 31%2
370 10.9+0.2  1.41 £0.20 © 28.9x1.4

427 © 13.0%#0.4  1.81£0.43 29,5%1.4
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B. Dispersion Relations

Dispersion theofy relates the differential forward-scattering
- 3k
_cross section, do /dQ (0), to the total cross section, O -at the

same energy by the dispersion relation
do /a@ (0) = fr2 +(p /4mo (20)

where p"l< is the morhentﬁrh of the incident pion in the barycentric
system (see Appendix B) and fr is the real part of the forward- .
scattering amplitude for which values are predicted by the dispersion
theory. 7 'I'hé units employed in Eq. (20) are those where Hi=c :Mﬁ: 1
(in these terms the cross-section unit.is 20 mb, and the momentum
unit is 14Q Mev/c_). )
. - Equation (20) may be used to determine values for the real part
of the forward scattering amplitude, fr , from measured values of the
forward differential cross section and the total cross section.
Measured values of the forward diffefential crcss section were taken
from Table VIII, and total-cross-section values were obtained from
the literaturez’ > and are also listed in Table VIII. The calculated
values of fr. are given in Table IX, .andzare plotted in Fig. 12. At
the two higher energies, the value of fr was found to be slightly
negative but much smaller than its statistical error, so it was taken
as zero. Thf error given on fr was determined in this instance
assuming frb to be equal to itg error. Recent theoretical va.lues2
of fr obtaine§ by using the51atést..' values of the m - p total cross
sections at higher energies”™ in the dispersion integrals are also shown
in Fig. 12 for comparison. Within statistics, no disagreement with
these values, and to this extent no disagreement with dispersion theory,
is found.

‘ Equétion (20) may be used alternatively to obtain the forward-
scattering amplitude, dO'/dQ*(O), from the measured total cross
sections, and theoretical values of the real part of the forward-

‘scattering amplitude mentioned above. -The points obtainedby this
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Table IX

Measured values of the real part of forward

scattering amplitude

Beam , £
energy : o
(Mev) ' (fermis)

230 ~0.29%.10.
290 0.28%.13
370 _ , 1 0.00%.12
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Real part of forward -scattering - amplitude, f, (fermis)

1 1 [ 1
") 100 200 200 400
Beam energy (Mev)

MU-19664

Fig. 12. The real part of the forward-scattering amplitude.
Solid curve represents the theoretical values.,
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procedure are shown Aian“ig. 10. ‘;Because of the relatively small
‘contribution-to the differential cross section from the real part
compared to the imaginary part at thése energies, even a 100%
_error in the real part does not significantly effect the magnitude

of the ‘differen'tial cross s’ecti‘ons- or its error. Thus the zéro-degree
.differential cross sections shown in Fig. 10 depend effectively only
upon the experimentally determined total :cros-'s sections, 'and to

this extent thesé 'points may be considered as’additional experimental
points at zero degrees.  When these pointé are included in the fit

by using Eq. (18), little change in the coefficients results (see Ref.

25 for typical results).



-54.

C. Charge Independence.
A test for charge independence:given by Stanghellinise can be
made by .testing the validity of the eguation .-

2

"+, -.f..),, L @1

iy = Uiy -

where 0, +, and - indicate respectively, ™ charge exchange, w
elastic scattering, and w elastic scattering by protons. ..For any
one of these interactions, we can define the quantities appearing in

Eq. (21) by

" - A R
ft‘j2 = do /a0 (0), | L @2)
which is the forward-differential-scattering amplitude (j = 0, +, - ),
Aand
f - 4 23
1J = (P / Tr)oi ) . ( )

*
where p is the barycentric pion momentum (see Appendix B) and
o, is the total cross section for the particular interaction. The .
forward-scattering amplitude, fl_ , 1s related to ft and f. by

the equation
£f.7 = f N S S (24)
Letting a . be the calculated value for the left side of Eq. (21),
and ap be the :calculated value ‘for the right side, a measure of the
validity of Eq: (21) is given by

vV = A(aL_aR)a/L’ . (25)

“where A indicates the uncertainty in the quantity.
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Using this method, "Stanghellihi has found no disagreement
With_,chaljge independence up through 307 ,Mé‘v within the accuracy’
obtainable using available data. Using the values for. w . p-
scattering cross sections at 360 Mev23 in corijunction with 7 - p

9

charge-ex}:hange data at 371 Mev, * the following values were calculated

for a; and ap from. m -.p elastic data obtained in this experiment:
=0.26+.30 and a, = 0.39%.02. Using these results in Eq. (25)

a
gﬁzes Vv = 77%. ThAiI; can be interpreted to mean that the equation is
valid within 77%, which is more accurate than the greater than 100%
error in é:R' - Thus, no disagreement with charg¢ .iﬁdependence is
found at 370 Mev eit'her. Sufficier_lt data is not ava‘ilable at 427 Mev

‘to make'.this test.:
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D... Phase Shifts.

If we assume charge independence: t‘oj‘be“:va".l’id," the general

formula for pion-nucleon scattering.is

o 113/2 L :
do/ag’=x"{|zC = |w+nals? +2250T 1 P2 (éos 67 :
0/de =x"|ZC EA1)a; g g1/ M2y (1| Py (cos 6)
= ,1/22,;0' : .
3/2 L
L T BT T 4 o2
- B ) ’ . ] e
+ z o z (afj=2 +1/2 a:jzﬂ)—l/Z. Pil (cos .8 ).

(26)

where the amplitude, a, is given in terms of its phase shift, 'a, by

| ia
a=———"— = e sina, A (27)

and where X is the wave length of the pion X = ‘H/p*), T is the total
isotopic spin, C.'r 1s an appropriate product of Clebsch-Gordon
coefficients for the particular interaction considered, L is the
maximum -order ahgular -momehtum state that enters, and the P's
are Legendre polynomials. The values of: C’r for various pion-
nucelon interactions are given in Table X.

In Eq. (26) there are present 4L+2 phase shifts. Eiastic
m - p data alone can be fitted with only 2L+ 1 parameters (see
Sec: IV. A). Consequently, m =p charge-exthange or 1-r+ -p
scattering data is also needed in order to determine all ‘of'the phase
shifts. At the higher energies where pion inelastic processes enter,
these phase shifts also have nonnegligible imaginary parts. Pion-
production data must then be included to evaluate these imaginary

components, More than one acceptablé set of solutions may be found
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Table X

Clebsc‘h-:Gordo.n :Product Coefficients, C -

Interaction o '_C:I/Z C3/’2

T +p-~=m +p ' 2/3 ':_1/3 .

fr'+p-i»n9+N ' . N2/3 N2/3 |
‘1;

F S
T +tp-=m +p : 0

rm—
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as a rule, and polarization data is then needed to resolve these
"ambiguities. Tracking is necessary, i.e. phase Shiffs must vary
‘continuously from éétablished valués as energy increases, Before
one can use .available data for different interactions taken at-slightly
different ‘energieé; ‘it must be properly extrapolated.toi corresponding
energies. The paucity of accurate data, especially inelastic d‘ata 15
currently available above 300 Mev leads to large uncertamtles in the
phase-shifts obtainable. _ B '

However, this problem ha.é been undertaken by Walker, et al
in the energy region from 300 to 600 Mev. The 370 427- Mev results
of this exper1ment Wthh have been reported already 25 have been
used in conjunction with data taken by Crittenden-et al. ? and others
to obtain one set of phase shifts tracked from lower- -energy solutions.
Of particular 1n@erest are.the D-wave phase sh1fts, 6, obtained from
370 through 600 Mev, which are listed in Table XI.

The D-wave phase shifts consistent with the results of this |
experiment at 290 Mev may be a.ppfoximately determined by using
other available pion-'-scattering results at-neighboring energies, and
by assuming the:D-wave phase shifts to be small at this energy.

The method for doing this depends upon 1eést-5quares fitting the
elastic = - p differential cross sections to a power series in cos 6 '

ot the form

* n " | * £
do/d@ = Z A, (cos 6 ) . (28)
c2=0 ,_ |
Least-squares f'its,of the form given in Eq. (28) were made to the data
obtained in this experimént using the ‘léast—squares program (Appendix
C); and the resulting values ‘o,f"A_” fo'r the best fitiss obtairied é.r’e listed
in Table XII L o
If the assumption is now made that F waves and higher phase
shifts are all zero, . 4' , the coefficient of the (cos 6*)4 term in Eq. (28),
is a function of the D-wave phase shifts only.. If it is further assumed

that these D-wave phase shifts, ¢, are sma'll, ‘then the D-wave
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Table XI

Experimental D-wave shifts 0

Beam

o

o 0

13 33 15 35
energy S
(Mev) (deg) (deg) (deg) (deg)
290 26720 2.2 -3.5 -3.5
-1.6
3702 4572 2.5 -1.6%1 -3.0
-0 :
4302 7172 2.5 16l -3.0
-1 .
4602 18.5 2 2.8%.7 0.5% .1 .3.7% .1
6002 18.3 735 3.5%0 & b2 3.3 %2
-0

-0

%From Walker et a1.6<




Table XI1

Results of least-squares Power-series best fits to elastic n -p data

Fitted coeflicients

peem | S | A S ST : :
(Mev) (n) (mb/sterad)

230 4 0.91+£0.04 0.55+C.14 2.6:3:!:0.36 -0.02£0.25 -0.66:!:');45 '

290 4 0.76 £0.03 0.87x£0.03 0.72%0.21 -0.69+0.16 0..4’.":t0.27 |

370 5 0.66+0.03 1.03+0.11 0.89+0.25 -1.5610.-.51 -0.45+9D.32 0.81=0.52

427 6 0.77+0.05 0.2'0#0..70 2.4%£0,20 1,10=1.06 -1.99+£1,78

1.47x0.21

-2.19£1,05

...09-
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ampiitﬁdes, ap “in Eq. (27) may be approximated by’

1

ap =0 @)
By expanding the Legendre pol_ynomié.ls in:Eq. (26) into .sines and
. &
_cosines, and collecting the coefficients of the resulting (cos 6 )4
. . 1
. term, formulae relating the 8's to the . A4 coefficients may be

found. Under the above assumptions there results, for. m - p elastic .

scattering,
: 3 2 -1 1 . 2 "2
(2013 #0533 #3054+ 5 055)7 - (053 -5 033 +8, . +5 0,.)7=A,/X
and, for m - p charge-exchange scattering, _ (30)
s 25 )2 'S | o 12 2 A" 2
7 (2013 - 2055 #1305 - 3055)" - 2(-0, 5 ¥033 40,5 - 035)7" = A, /X
' | ‘ (31)

By now employing some experimnental results, the four D-wave
phase shifts that appear in Eqs. (30) and (31) may be determiﬁed.
First, -the fact that no'D waves were detected experimentally in 7 - p
cha;ge.-exchange» scattering through 371 Mev may be used to set A;"
in Eq. (31) equal to zero. This leads either to the condition that

015 = 035 ' (32)

or to the condition that

815 = 035= 4(033 %:0y3) (33)
The first condition, Eq. (32), is almost satisfied within statistics
by all the phase shifts obtained by Walker et al. (Table XI), whereas
the second condition,. Eq. (33); is not. This fact helps to explain why
no D waves were detected up through 371 Mev in the m - p charge- 4

exchange results, 9 and indicates that little or no pure D-wave
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contribution may be expected in the charge-exchange results up
through 600 Mev, even though the~D-weve‘phase shifts are not zero.

- If it is now assumed that Eq.- (32) is ap})roximately correct, the
unknowns in' Eq. (30) may be reduced to threé. - By employing the
two-D-wave isotopic- sp1n -triplet phase shifts experimentally determined

near 300 Mev by both Foote'et al. 26 and Korenchendo and Zinov, 27
it becomes possible to calculate the two singlet 0's also. . Following
Walker, the values of 5 and 5 were taken as the average of
these two experimental determlnatlons, wh1ch 1mmed1at91y determ1nes

5 by Eq., (32). These three values were inserted into Eq (30) and’

15
613 determined using A i 0.47%0.27 (Table: XII), and .
'/)( = 0, 6764*{10 -13 cm:. Two golutions were found The vne around

- 25 deg was discarded because it violates the. cont1nu1ty condition.

The phase shifts finally obtained are listed in.Table XI. The

. statistical error ‘quot-ed_ on 1'5,13 results only f}'gm the uncertainty in

_the value of . A"'. used. _ - ,
Theoretical values for the D-wave; phase shifts have been

-predicted by Chew et al on the basis of dispersion theory.'24 .The

. formulae given for these. phase shifts in units where A= c =_M1_r =1 are

(o]
it

2
112 W
13 = “Mp [1 Foo e ] ’

[ 2
_ 28 w
633 - )‘-'D L‘Z T T9 (w+wr) ] ’
» (34)
> . 2
oy 32 w
615 = XD -4 - 9 (W+Wr ) ] 3

. and
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where.
Sp o=/ et e 3

and
w=E -M. - - (36)

The value of f° has been taken as 0.08, M is the mass of the proton,
and 13* -and E*' ‘are the barycentric rhomentum and total energy
(Appendix B). The value of w at the 3/2 - 3/2 resonance, W
was taken as 2.1. The resulting theoretical values of the phase shifts
at various beam energies are listed in Table XIII.

As can be seen by chpai:";ing the experimental phase shifts with
their theoretical values, there is little agreemenﬁ in magnitude, and .
and 515 . '

13
" A further check was made by substituting the theoretical phase
T

the signs are reversed for 0

shifts at 290 Mev into Fq, (30) to obtain a valne '{'or A , for the
m™T--p elastic-scattelring results. This gave A‘,_1 = 0.14, about one
and one-half standard deviations low.

Good agreement was not anticipated by the authors of these
theoretical phase shifts because the effects of possible pion-pion |
interactioné.wére neglected. Recent res"ults indicate the importaﬁce
of such interactions at these energies, 15 and the disagreement found

here can be attribute'a to them.
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Table XIII

Theorétical D-wave phase shifts, o)

Beam

6

6

o

13 33 15 35
energy ,
(Mev) (deg) (deg) (deg) (deg)
290 -1.26 0.27 0.75 _2.15
.370. . 2,72 ..0.47 . 1.40 . -4.23
430. -3.76 0.55 1.77

-5.53
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E. Pion-Production Processes .~ - ..

- The combined pion-}';;;)cl'uction differentiél-crpss sections
measured, d(201 +. sz)/dﬂ, (see Sec. III.D.) are listed in Table V
and shown in Fig. 11. Because of the complications introduced by the
- three-body pion-production kinematics, no attemptﬁ\‘avas maaé here to
separate the two differential cfoss-secti_ons or cbonveljt therﬁ:to the
barycentric system by using previously measured values of do 1/dQ*. 15
Rather, the combined laboratory differential cross sections were
fitted with a Legendre polynomial series of the formmn

d(2o| +0,)/d =A. P_(cos 6) + A] P, (cos 6),
(37)

which gave an excellent fit at all three energies as determined by a
XZ test (Appendix.C). The total cross section, 20’1 + o, was then
obtained from Eq. (19), and the results are listed in Table XIV.

h Talbsl,e» XIV are also given the valqes of o previously
-reported. By subtracting these values from 201 + o5 the
charged-inelastic-pion cross section, o, + 02 , was obtained, and
the results are listed in Table XIV. These results are in statistical
agreement with other published values.

By again subtracting o, from o, o, values for o, alone
were obtained, and are listed in Table XIV. The errors on these
values of 0, the total cross section for the second interaction
of interactions (3), are so large that little can be learned quantitatively.
However, qualitatively it appeafs‘ that o, may be decreasing with
energy, and.at the higher energies it certainly appears to be.significantly

smaller than o, the total cross section for the first interaction of

interactions (3).
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Table XIV

Pion-production total cross section

Beam

" .energy -

{(Mev)

. -+ Total.cross sections

201'+02

(rob)

o, o, +o

1 17 %

e e

PN

" (rob)

290
1370
427

2.8+0.8

5.0£0.7
7.1%0.7

© 0.4%0.2 1 2.4%0.8

1.93+0.37 °  3.110.8 ~

" 2.0%0.9

1.241.0

0416

3.36:0.74 3.741.0
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APPENDICES

A. The Measurement and Interbrefation of Pion Rén'ges in Copper

. The two purposes -of determining.-the ranges. of pion beams are:
- -..{a)..to determine-the average energy and energy spread.of the
. pions in the beam, .

(b). to determine the fraction of muons in the pion beam.

The electronics setup-used.in measuring the ranges is shown
schematically in Fig. 13. Counters 6 and 7 (Table. II) were used as
detectors for. the intAegraL and differential:ranges, respectively. The
- e'le(;tr'onics circuit is essentially the same as that used in the data
collection runs and is discusséd in Section II.A. 4. The end portions
- of typical integral and differential range curves-is.shown in Fig. 3.

In order to illustrate the form of the measured range. curves,
an idealized pion-beam energy distribution and the integral range
curve that would result from it are shown in Fig. 14. In part A
of this figure, the beam energy ‘distribution has been broken down
into three components. The first is the pion portion. The remaining
two components constitute the muon portion. The first part consists
of muoné resulting‘from pion decays before the beam reaches the
analyzing magnet, which therefore have the same mom entum range .
as the pions. The second part consists of muons resulting from pion
decays after the beam has passed the analyzing magnet, which thus
have a wide momentum spread. In part B of Fig. 14, the idealized
integral range curve that results is shown. The six breaks that
should appear in.this range curve have been numbered for reference.

Analysis of an actual integral range .curve begins with identifi-
cation of the breaks seen in it with the breaks expected in the idealized
curve. Not all of the breaks expected can be identified, however,
becau'se many effects enter which modify the form of the observed
curves. The energy distributions of the beam components are not
actually rectangular, but rounded.. Consequently, the observed
breaks are less distinct. Also, thére is present an ele_ctronmshower

background which drops off approximately exponentially with absorber
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Fig. 13. Block diagram of the electronics used in the
simultaneous integral and differential range-curve
measurements in Cu, ' I BT
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’Fig.‘ 14, Idealized pion and muon energy distributions in
the beam (A), and the resulting integral range curve
expected (B). ’
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thickness. This background arises largely from charge-exchange
reactions in the copper. Aé a result it determines only a rough
upper limit on the fraction of electrons present in the original beam
when extrapolated to zero copper thickness using measured shower
curves, = In addition, in.all of the range curves dbta';ned in-this
experiment, by accident points 3 and 4 and points 5 and- 6 fall too
close together to be distinguiShaBle, This fact was verified by .:
calculating the muon ranges expected from the pion ranges measured.

In practice only three breaks were identified. These are shown
in Fig. 3. The bréaks are labeled A, B, and C. Break A was
identified with idealized break 2, that is the beginning of the pion
region. Break B was identified with idealized breaks 3 and 4, the end
of the pion region and the beginning' of the momentum-analyzed
muon region. Break C was identified with idealized breaks 5 and 6,
the end of the muons and beginning of the pure electron-shower region.
Another 150int, B', was calculated by extrapolating linearly the
electron background back to the range of point B (Fig. 3).

The first information that can be obtained from the range curves

is the energy and energy spread of the pions. First, the pion eneréies

" corresponding with the pion ranges at points A and B of F1g 3 are

found from range tables.28 The average ofvthes.e two energies is the
average pion.energy. The spread in the pion energy is half the
difference between these two energies, after a small correction ié
made to this difference for range straggling.

‘The differential range curves (Fig. 3) were used tovver.if'y the

average energy value for the pion. The position of the maximum in

- this curve should be about 3 Mev- higher than the average obtained

from the integral range curve because about that much energy is
required for a particle to register in the anticounter used in the
differential range-curve measurements. This was found to bé true
in all instances within inherent errors. _

. The second piece of information that can be obtained from the

range curves is the fraction of muons present in the pion beam. In
Ay
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‘order to determine:this fraction, first thé electron background was

-extrapolated to gétithe point, B', (Fig. 3)ias discussed above. For

the narrow region’of ranges involved, a-linear extrapolation was

‘considered accurate-'enough. “The difference between the fraction of

- the incident beam: at poiat B and at point B' is set equal-to'the fraction

of muons-in the beatn with an energy greater than the.-energy corres-

.ponding to the muon range at point B. Some muons are lost.due to

multiple coulomb scattéring out of the copper absorbers. An estimate
of this amount by the tmiethod outlined by Perkins’ls showed the loss to
be less than 1% in all instances considered here, and thus negligible.

It is necessary to determinéed the number of muons .of lower
energy then those found above which have been missed and to correct
for them. All of these muons result from pion decays after the
analy'zing magnet, and as a result it is podsible to calculate the num-
ber missed. The following is an outline of a simple method to make
this calculation with sufficient accuracy. '

The method used to find the fraction of muons missed depends

upon the fact that for a given-energy pion beam, the decay triuons have

" a rectangular energy distributiop in the laboratory system. Further;

more, the muons all go forward inside of a small cone.in the laboratory
system when the pion energy is in the range of energies encountered

in this experiment. In addition, most of the muons are found near

‘'the maximum angle of this cone: ‘This latter fact results in a sharp

cutoff in the number of muons detected as one considers pion decays
farther upstream from the last monitor detector. For the circular
detectors used in this experirnent, the radius of the detector and the

cone anglé determine a distance upstream from the detector.inside

" of which all muons are counted and outside of which essentially none

are detected. The distancé computed in this way can be.increased
slightly to account for the few muons actually missed. The ‘appropriate
factor in this experiment is 1.3, obtained by numerical integration of

an actual curve for the number detected as a function of distance from

. 1 3
- the detector. Because of this'threshold characteristic in the muon

detection, the muon energy spectrum can still be thought of as being
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rectangular with sufficient accuracy. Consequently, the fraction of

the muons lost can be found by simple proportion if one knows the

- maximum and minimum energies of the spectrum expected and the

muon energy corresponding to point B in the range curves. .These

extreme energies and the cone angle in the laboratory system were

' computed by using the relativistic kinematics program (Appendix B).

The number of muons per pion, p, decléying in the critical

length, £ , can be determined easily from the known muon lifetime
by using the formula

p=L/Bver, . | | | - (38)

L
where B and y are the usual relativistic quantities, and T|..L is
the decay mean.lifetime for a pion (2.55x 10-8 sec). Thus the muons

missed in the range curve analysis can be determined and added to

the muon contamination of the beam.
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.B.  Two=Body Relativistic Kinematics.

If a particle of mas¥ ‘Ml "is incident’on’a particlé’ of mass M
which is at rést in the laboratory system of coordinates,” the general
gaquatiori for thé interaction’can be written as
M, (39)

3 4

M, ¥ M; - M

where partiéles of masses M3 and M4 are'produced:

The following quantities are delined:
T'i is the kinetic energy of partic’le.,A i
'I’this the threshold energy of particle 1.
E is the total rei;t{Vié'tié energy for the system
\7 is the value of y for the center of mass of 've}oci'ty,: E "
Ei 'is the total energy of particle, i o
P ié the total momentum of the particles
Pi is the momentum of particle, i
Gi is thé angle between the direction of particle 1 and particle i

d® is the differential solid angle of scattering at angle 6.

Barycentric quantities are denoted by an asterisk.

The tollowing general relativislic kinemnatic formulace hold:

2 2
Ty, -= L(M3 tM,)T - (M +M,) J /2M2
(40)
¥ i 2 1/2 .
EY = (M) +M,)" +2T M, )] (41)
L
Yy = (T, +M +M,)/E" (42)
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—_ __ : 1/2 %
n =yp = |:T1(Tl +2M1):| / /E (43)
* %2 2 . 2 *
E; = (E " +M;" - M, )/ 2E (44)
* *
E4* = E. - E3 (45)
In the following equations, we have i =3, 4"
T. = E. - M, (46)
i i i )
% *2 . .
, - % %k © % s
Pi = [(n Ei +yP cos Gi' )2 + (P sin:.6i 6)2} 1/2
o (48)
_ 2 2.1/2. ‘
T. = (P, M ) - M (49)
i
. 1% * % - X %
Gi = tan P sm6i ,(1-] Ei +vyP cosGi )_
(50)
- A : Y — % . i sk
(de /d$'2)i = Pi3/ l:PF;(Y Pﬁ'-i- nE; cos@i )
- ' (51)

These formulae were used in the IBM-650 'cofnputér program
- written to obtain tables of scattered pion energies and angles as
discussed in Section II, EXPERIMENTAL METHOD. A plot of
typical results is shown in.Fig. 15, where the energy of the elastically
scattered pion and the energy of the most energetic pions produced
by reacfion 3 are shown as functions of the laboratory angle for an

incident pion beam of 370 Mev.
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Fig. 15. Relativistic kinematics results in the laboratory
system for an incident-pion beam of 370 Mev.-
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.C. The Theory of Least-Squares Fitting

The t1;1eory of least-squares fitting employed here is developed’
in simple form by Cziffra and Moravscik..z'9 The following is a
sufnmvary. of the formulae emp'loyed.

It is assumed that there.are m data points to be fitted of the
form y; * Ayi at x., where Y; has a standard-deviation error
Ayi , and X, is exact (i =1,2,. .. m). For the purposes of this

‘experiment, a theoretical function to fit these points of the form

y = »AJ- ¢j (x) - - o c (52)

S s

1

is chosen, where the ¢'s are arbitrary functions of x only,' and the
coef*ficier'[t’s,~ A; are to be determined by least-squa_.'rés. fitting. -
Least-squares fitting is done by defining the weighted sum, S,

of the squares of the residuals, (y - Yi)’ as

m . . N .
2 2
S= Z (y -'y,)"/ay” , (53)
: i=1 .
and finding the values of Aj that minimize this sum. This is done

. in turn by solving the set of n simultaneous equations

85/0 A =0, (54)

for k=1, 2, .. n, where the condition m > 'n. must hold.

The sclution to Eq. (54) can be written in the form

NP
A -
SR S B P

vie; /(ay; )%,  (55)

L

where C'k is the inverse matrix of correlation coefficients for the fit,

a symmetrical n - by - n matrix.
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The goodness of fit may be tested by applying a XZ test. In

this instance; where the Ay's -are in 'standard deviations, we have
S = ‘X , ‘(56)

and the degrees: of freedom, k, -ar.eu-give'n by~
k = m -n.

"The .p‘rob'abili't'y,‘ P, that the value of XZ will exceed the value found
for.a random sample is obtained from tables of XZ probabilities for
"k.degrees of freedom, 29 and is a measure of the goodness of f{it of
the function chosen [Fq. (52)] to the measirad points.

In the applications of this experiment, t_h'e functions, ¢ (x), were’
eit.h?lf power series, .

¢; (x) = A - (58)

or Legendre polynomials,
¢, (x) = ?J-_1<X> : (59)

Series with increasingly higher values of n were assumed [Eq. (52)],
and the smallest value of n with a reasonable XZ probability was
chosen. as the value necessary for an adequate fit. '

The value of n found by the XZ test was checked by applying
the Fisher test for the probability that An was zero. 29 For this
test, the quantity ' ' '

Q = k(S _; -S)/S_ (60)

was calculated, and the probability, F, that it would exceed this
29

value was found in a Fisher (1, k) distriQutLon table.
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-Having-deterinined the values 6f A, and C, one can determine
. the standard dewviation error, Af(x), in any function, f(x), from the

eﬁua,tion
: n n
2 of af - . -

In particular, the standard-deviation error in Ak is given from

Eq. (61) by the formula

~‘A'Ak = (CLy) . : (62)

The standard-deviation error, Ay~c , in computed values of v, Ye ,'

is obtained from Eq. (61) by the formula
' n n
2 ’ .
ay ? = DR C,. &, (x) 6.(x) . (63)
i=1 j=1 M . .

The least-squares program written and used computed all of

the quantities -listed.in Eqs. (52).through (63).
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D. Finité Target and Telésc,op,e,G,eqmet_ry.Egrmulae

;More specific-formulae-for the quantities appearing in Eq. (12)
can be given in terms of the coordinate system shown. in Fig. 16 for
the target and defininAg counter 3. In these terms, the beam distribution,

- N(V), is givep‘ by

N(V) = N(y) N(z) , (64)
where plots of N(y) and N(z) are shown in.Fig. 4.. The éfficiency,
E(V, A), was. evaluated from Eq. (6) by first determining the angle,
Y, between the line joining the center of the volume and area elements,
P, and the x axis by using the eguation

cos y = (XI -x)/p-, . - (65)

where

2 2 2
o= Ve Py, - ey - (66)
Knowing this angle and the incident beam -energy, it was possible to
determine the energy of the scattered pion by using the relativistic-
kinematics program (Appendix B). Then, the effective thicknesd
of the copper absorber, C_ , was determined from the telescope

E
thickness, C, by using the formula

;CE = C/cos ¢ , ' (67)

where the é.ngle, ¢ , between the normal tb the counter and B is

given by the formula

cos ¢ = [(xi - x) cos 0 + y, - y) sin 6] /p, (68)

~
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MU-19670

Fig. 16. Idéalized geo.thetr‘y used in the corrections for
the finite target and counter sizes, :
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and where p. is given by'Eq. (66). From this energy and effective
copper thickness, the efficiency was determined from Eq. (6). The
differeﬁtial-cross-section formula, F(y), was obtained by fitting
the laboratory differéntial'cr'oss sections obtained fromn Eq. (10)
with a power series in the cosine of the laboratory angle. This
was done by using the least-squares program, the order necessary
to give a good fit being determined on the basis of a XZ test
(Appendix C). The solid angle subtended, ARV, A), is given by
the formula a ‘

AR (V, A) = AA cos ¢/p° (69)

where p and ngs";1> ‘are obtaincd from Eqs. (66) and (68), respectively,
and - AA “is the area element.

More specifig-fo'rmulae for Xy Yp» and il are

x. = Dcos 6 +v, sin-6, (70)
i . 1 )

Yy, = D sin 6-'-=‘_v1 cos 6,

ZJ. = W

where vy and W, dre the locations of the centcr of the area
element, AA, onthe v and w axes centered and lying on the face
" of counter 3 as shown in Fig. 16. The distance, D, is the distance
from the center of the target to the center of counter 3. Values
of D .used are listed in Table IV. . ‘ ,

All of.‘the_ c'al'c‘:ulatilons‘ using Eqs.. (64):~.;:hr'ough.(70) above-
were carried out by tﬁe use of the IBM-650 computer. The necessary
beam-profile values and relativistic-kinematics results were included

in the program in tabular form, all other quantities being determined

as discussed above.
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