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PART 1

LEARNING AND ADAPTIVE CONTROL SYSTEMS



ABSTRACT

Results.of theoretical studies of learning control éystems aré.
presented, The need for definitions is discussed and definitions of
successful, adaptive, and learning control systems are presented. The
basic structural elements of learning control systems are discussed.

The environmental characteristics of control situations in which learning
may be applicable are discussed. Learning control systems are classified N
in accordance with the environmental situation.in which they might opefafe.

The structure and components suitable to various environmental situations

are discussed.



SECTION 1.1  INTRODUCTION

in previous reports we have discussed at some length the imporf
tance of_producing a coherent engineering description of the processes
loésely grouped under the generic term "machine learning"”. 4In the follow-
ing sections we shall discuss some of the aspects of this problem of pro-
ducing an engineering description. PFirst, we will discuss the problem of
definitions of the terms involved. Second, we wiil discuss the structural
elemeﬁts of machines and devices which have the characteristics of adaptation
and learning., Third, we shall consider the characteristics of environmental
situations which might indicate the need for systems having such capabilities;
Fourth, Qevshall consider the relationships between the problem of machine
learning ;nd’the problem of self-repairing systems. Fifth; we shall discuss

Athe.problems which remain to be solved and the direction which we believe

future research should take.



SECTION 1.2 DEFINITIONS

In attempting go study the characteristics of learning systems
it has been increasingly obvious that some definitions are needed. It
should be noted that the desire for a definition is not motivated by the
desire to define per se, but rather by a need to put discussion on some
firm basis. For example, consider the question as to whether a learning
system can be open loop. One method of showing that a learning system
can be open loop is to create an example, but anybody else can immediately

~

dismiss the example by stating that it is not learning. If we can estab-

- e

1ish some sort E}wi£rm_a§fiéi§§gqgi éthen at least we haye a chance of
removing'such subjective factors from discussions.

As discussed in earlier reports there are two types of definitions
that we can. make, the functional definition and the elemehtalhdefinition.
The functional definition is thg.definition in terms of what the system
does, of its external or '"black box" characteristics. The elemental defini-
tion on the other hand, is the definition in terms of_what'the system is
built out of, of how the building blocks are tied together and what is in

-te

the building blocks. The functional definition }s, in general, to be pre-
ferred where it is possible to find one,~;knce this is the type of definition
which can be mosﬁ easily couched in mathematicaliterms and can therefore be
considered to be most precise. The elemental definition invariably involves

a subjective choice as to the model of the system which we wish to use. '

Therefore, if the definitions are completely elemental, then the classification
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of a_system will vary depending upon the model chosen. On the other
hand the functional behavior is fixéd, independent of the model, so that
8 functional definition will eliminate somé ambiguity of classification.
Therefore, our attempt in this study has been to reach dgfinitions as
nearly functional as possible. We have not found it possible to produce
completeiy functional "black box" definitions or descriptions of either
adaptive or learning processes. In the first annual report an example
was given to show why no functional definition of adaptivity could ever
be complefely'sufficient.

Although our primary concern has been with learning systems we
have found it necessary to study quite carefully the concept of adaptivity.
This is because of the fact that adaptivitx‘ie of necessity one of the
characcgfistics‘of learning systems, So, until we know what adaptivity is,
we cannot have any very clear understanding of what learning is. There has
cértainly been a great deal more activity and effort devoted to adaptive
systems than to learning systems, with the result that a great deal more
has been written, and some attempts have been made at definitions. However,
none of them seem to really fill the needs of our study. The definitions
so_far formulated by workers in the field have either been so general as
to convey no useful information, or have been so tied down to an arbitrary
model as to make it quite impossible for any two people to reach any agree-
ment as to what is being talkedbaBoutf As an example of the;gbéjgeng;pl |
definitions, we have the definition_offered by Truxall in which. he safid,
"An adaptive system is any system designed with an adaptive point oifview.",
One can scareely argue with that definition, but it is completely circular

and therefore doesn'’t really say very much of interest.
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Iq the same .category of a too general definition is one recently
offered by Zadeh?. 1In this definition Zadeh draws on the biological con-
cept of an adaptive éystem as one which responds in a satisfactory fashion
to its environment. He simply says that we will considerl%giadaptive
any system which performs satigfactorily with respect to some specific set
of inputs.and some specific set of requirements. This really comes down |
to saying that adaptive 1is synonymous with successful. Again, this does
not seem to be a particularly useful point of view although you can't argue

that it doesn't make some sense. As Donalson3

has pointed out, if we accept
this point of view, then every control system is adaptive, and the word is
redundant when used to describe control éystems.

- On the other extreme of the definition which is perhaps too sbecific
is that offered bylcib;oﬁdiiwho says that an adaptfbe system is a system which
exhibits the functions of modification, identification, and decision. It is
perfectly true that most of the systems that have been sé far constructed
and which peo?le have labeled adaptive have had these ideas involved in them.
However, these ideas themselves are so complex that it is difficult to find
two engineers that will agree on what is meant by identification, decision,
or modification, and thus the purpose of a definition in trying to provide
a grounds for common discussion is defeated.

Thus, it appears to ﬁs that none of these definitions seem to
accomplish any useful purpogse. We feel that what is needed is a definition
which falls somewhere in between, one which is as functional as possible, ™~
and yet not so general as to provide no.useful information, as is the case

of Zadeh'’s completely functional definition. The key to our point of view

is found first of all in Truxal's definition, in which wve find the observa-

tion that there is a point of view involved in an adaptive system. 1In
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other wordé, the intent of the designer in creating the system is somehow
involved here and it does not seem possible to separate this idea out
completely., Also, it has been noted that all systems that have adaptive
characteriéticg @isplay nonlinearity in some manner. In fact, yet another
definitidn.that has been offered is that an adaptive system is a nonlinear
system with a purpose. Witﬁ this idea in mind we offer the following
definition,

First of all, we must specify what we mean by successful perform-
~ance of a control-gystem. We assumevwe are concerned with a general system
S, which we assume has a purpose or goal, i.e., there is something we want

this system to do, and it.is possible to measure the degree to which our
purpose is being accomplished. There is, of.course, always a subjective,
decision as to what should be considered a part of the system and what
should be consideréd the "rest of the world", However we shall assume that
this decision has been made. This system, when subjected to an input il
responds in a mgnner which 18 indicated by an output iz (Fig.%ij;h il }s in

gﬁéhgral a vector-valued time function,

S——

(X31(t)

X12(t)

Lxln(t)

El includes not only inputs in the usual sense of informatdon or energy
deliberately applied with the purpose of stimulating the desired fesponse,

but also includes all environmental influences which to our knowledge have
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any influence on the success of the system in achieving its goals and can
be measured. The output ié is aléo a vector-valued time function in the
general case.

[ X21(t)
X22()
X = ¢ .

’ \ iZm(t)

By the output we do not necessarily mean-output in the usual sense of, e.g.;
a shaft position or a certain amount of cement per hour. Rather, §é is
taken to be the éet of all that information and only that information about
the state and response of thé‘system which is pertinent to the problem of
measuring the performance of the system relative to its goals, As will be
discussed latér, some initial conditions of the system may be involved in
the goal structure. 1If this is the case, these initial conditions will be
considered a part of ié.

It is important to notice that there is a difference in our degree
of knowledge about the inputs and outputs. In the case of the inputs we
can never, except for trivial cases, be suré that we have'conside;ed all
of those and only thoée factors which influence the response of the system..
On the other hand, successful operation is a matter of definition and we.
can specify the factors which are fd be q&nSidered‘inweur_goal. Further,

. ° B e el - PA— - - ]
we should specifyiour goal only in terms of those factors which we can
.measure. In other words, we are not here concerned with situations where

a goal either cannot be defined,or cannot be measured, or both.



FIG.I BASIC MODEL OF CONTROL SYSTEM
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 Aéc6rding1y then, the performance is measured by a performance
function | |
Pl(iz,t)
P(X;,t) J:Pz(ié,t)

Py (X5, t)

a vector-valuedAfunction of ié and t, with real components. - Then we define
ﬁ:b?l(t), izv(o)_] as the set of all values of 'I_’()?z'-(t),t) for which the per-
formance of S 1is aéceptable° Note that W may be a function of El(t) and
ié(o), i.e., what is acceptable may depénd on the iqput and the initial
condttidﬁs'of S. bThe inclusion of initial conditions and the inclusion

of t as ah”éxplicit variable in P are quite important,

. The concept of adaptivify fmbiié; a change in the system after
a change in the tnpufs and in a;éédt;gljsystem thexe will always be a
requirement for some level of response ;6 be achieved within some length
of time.  To but it another way, in éqﬁffol,systems we are always concerned
with a c?ﬁfth#thon,-and the cdét funbt1bd}a1ways involveéktime.

.ihug our measure of performanée P includes not only a measuré of what
the system does, but‘also of how long it takes to do it, measured from specified
~ starting time. And, what level of performance we consider acceptable may depepa
on where we start. It might appear that t should be a variable in W since what
is acceptable depends on when it happens. This factor can be taken into account
by weighting t in the expression for S in the proper manner, and then choosing

W accordingly. It might be convenient to consider W a function of t,
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but we feel that it is 1mpoftant to emphasize the factors involved in the
measure of performance, and the criteria of acceptable performance. The
level of performance must be measured in terms of what the system is doing
at any time, but what is acceptable is determined in advance, possibly in
relation to what the input is and wherc the system started.

‘ To illustrate this concep£ of the separation of measure of perform-
ance and ;riterion of acceptability; consider the example of.gn angular
position éoﬁtrol system. Assume tha; the steady state (t > iO) error must
be less than 0.01 radian, and also assume the required speed of resposse
after any change of input is specified by the following set of values:

at t = 1 sec I €l < 0.02 rad |
at t = .5 sec -l e| < O.QS rad
at t = .2 sec .| el < 0.25 rad
This can be shown graphically as in Fig. 2a, where the shaded area under
the curve represents satisfactory performance.

In order to implement this performance criterion, we shall try

1

. (1-1)
(10t)2'A'

P! = Iel -

Fig. 2b 1s a plot of |e| vs time for P'= 0.01. It will be seen that this

is nearly identical to 2a. However this form of P includes the input since

1 1
= lel -z s - %l - GEo?

So we will redefine P as follows

P = IXZ - —-—-2-1 ‘ | ' (1-2)
(1ot)
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and define W as the set of all values of P such that

Ix; - | < .01,

]

,,
we=<P;] %Xy -P|<.01; (1-3)
L J ‘

Thus we have the measure of performance depeﬁdent only on the
time behavior of the outputs, with the[é;fgé;ion-of acceptable performance
dependent only on the inputs. We believe that it should be possible to
. make this.separation. As in this case, it may not always be convenient
from a computational point of view, but we shall always indicate this separa-
tion in our general formulation of the problem in order to emphasize the
concepts involved,

Finally, we w?ll define {fl}as some specified set of possible

values of X generally those values for which the system 1s designed.

1 ’
With all these observations in mind, we make the following definition of
successful performance.

Definition: A system S is successful on il with respect to W iff
Pl X2(0), e ]eW[ X0, 5@ ]¥ R (we{ T} . (1-4)

Next we come to the problem of what is meant by adaptive. It
appears, as discussed above, that this cannot be done on an entirely func-
tional basis. It is necessary to make some assumption about the structure.
Therefore, we shall use the following model. Let any control-system be broken
into two parts, the fixed plant F and the controlled plant C. (Fig. 3) By
the fixed plant we mean that part of the system which; for technical or

economic reasons, is not subject to structural alteration by the designer.
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The controlled plant is, 6f course, the remainder of the system, that part
of the plant which the designer can organize to sult his purposes. This
decision is arbitrary and in some cases the location of the interface be-
" tween fixed and controlled plant may be hazy, but in general it should not
Abe too difficult to draw the line.

Let the inputs to the fixed plant be defined by the vector function
i3. Without loss of generality §3 may be assumed to be the output of the '
controlled plant since if any coﬁponent of §3 is also a component of il ,
then that component will be passed through the controlled plant with unity

} gain. The inputs to the controlled plant are the components of il and
information about the state and behavior of the fixed plant. This informa-
‘tion consists of two parts, the components of 22, that information which is
a factor in the computation of the performqnce measure, and any other informa-
tion about the fixed plant which may be of use to the controlled plant. This
latter part we shall call §£ . Again withoqt loss of generality we may assume
that all components of ié go to C . In the case of the oéen loép system the
transfer. function between ié and §3 will be zero. Then we propose that a
system shall be considered adaptive with reé}ecf to a specified input set {il}
if and only if the relatioﬁships between the inputs and the outputs of the
controller C cannot be specified by a linear integro-differential equation
over all values of the inputs associated with the set'{il} . Formally, thisu
may be stated as follows:

Definitioﬂ: A system S is successfully adaptive on il with respect to

WoOAff

p[X,(0), ]cTL X (), Xy () Iy (0) C{Xy]
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and the relationship between the input and output of the controlled plant

C cannot be described by an equation of the form

4. N M t tm=l
™y (t) ( [
| Z Apge(t) =22 4 W By vt | X (tgddey et deg  (1-5)
k=1 n=1 mm] “o “o

+ nkxk(:_)], = £(t) for all Ty {X,}

1? :Now iﬁ will ce?tainly appear at first that all Qe have done here
iii;7t0‘;t;te that any syétémuwhich is nonlinear is ;daptivé. However, thérei
;ris more to it than this. It will be noted thaf we have placed no restriction
%ghatsoevef on the form of’the fi#gd plant F. Welfeel th#t this definition
ttakes.into account the concépt'thgt adaptivity generally implies nonlinearity
‘ deliberately introduced into the system by the designer. The controlled plant

has been defined as that part of the system which is under the control of the
.- degigner, We assume that a designer will not deliberately introduce non-
linearity into his system unless it is the only way he can accomplish his
purpose. Usually linear systems are easier to analyze, to synthesize, and
to fabricate, and nonlinearities should be deliberately resorted to only in
the case where thé desired results cannot be obtained through the use of
linear systems. What we are trying to include is a consideration of the
idea that the intent of the designer is important in considering whether or
not a system should be called adaptive.
As an example, suppose that we are designing a system which will
be required to handle inputs with an extremely wide range of magnitude, a
'range of magnitude beyond that of any linear amplifier that could be

designed, One way to handle this would be to put a separate servo loop on



15
the input which will measure the input and, wvhen the input goes beyond a
" certain m;gnitude, auﬁomatically turn down the gain-of the amplifier,.
Such a system would fit in with the notion of parameter adjustment as
" measure of adaptive behavior. However, in this simple case at least, it
is obvious that the same precise result can be accomplished simply by
. putting in a nonlinear stage which will saturate when subjected to inputs
) beyond a certain magnitude. Thus, the designer can obtain the same result
:-by the deliberate introduction of a nonlinearity, rather than by putting
.{.in a device which in a more conventional sense "adjusts parameters" of
the system.
| In Fig, 4 we have three somewhat more elaborate systems which will
illusttate»the same ldea. The system of Fig. 4a could be considered a sys=-
teﬁ where the gain'is reduced 1f the product of the input and output-gets
: too lqrge. Thus again we havé effectively an adjustable gain, but the
—ﬁeéhanism for so doing is not an actual "adjustment" of gain, as by turning
" a potentiometer. On the othef hand; suppose we have a situation where We‘
wish to maintain a linear relation between input and output of the system.
S, but the fixed plant exhibits a saturation.characteristic, with the gain
decreasing as its input increases. We might compenséte for this with the
system shown in Fig. 4b where we effectively increase the input to the
fixed plant in such a manner as to compensate for the decrease in gain of
the fixed plant. If the relationships between the fixed 'and control plants
were as shown in 4b, we would obtain the desired results of a linear irffput-
output reiationship upon S. Figure 4c represents a combination of the above
two systems and might represent a situation where our purpose is to maintain

an approximately linear relationship over a certain range but at the same
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X3=X™% Xe

FIG.4 EXAMPLES OF ADAPTIVE SYSTEMS
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time to limit the excursions of the system. Again we'have accomplished
an essenéially adaptive purpose but without the inclusion of explicit
parameter varlation as such, |

It will be noted from Eq. 1-5 that time-varying coefficlents
are allowed in the non-adaptive system. The use of coefficients varying
according to a prescribed function of time provides preprogrammed behavior.
For example, we know that the behavior of a missile changes as it gains
altitude and consumes fuel, These changes may make it necessary to change
the gain, or other characteristics, of the guidance system. We could pro-
vide sensors to determine the altitude and weight of fuel, but this is not
necessary since we know in advance how fast the missile will rise and coﬁ-
sume fuel. So we provide for an automatic change of gain in accordance
with these known rates. This method is perfectly satisfactory for some
cases but we do not feel it should be considered adaptive., The system would
not seem to be directly "responding" to the changes in the environment,

It may be felt that this form of definition does not really
accomplish a great deal wmore than a definition such as the one Gibson has
offered.s_ It still requires an arbitrary decision on the part of the person
making the definition as to what shall be considered fixed plant and what
shall be considered controlled plant. It certainly might be asked just why
this sort of a distinction should be preferred to a distinction such as Gibson
suggested,. involving such functions as modification, decision and idgntifica-
tion. We feel that the important factor here is that we have made the
arbitrary decision fall at a point vhere it is a good deal more likely

that two different people discussing a given problem can reach some agree-

‘ment, In addition, a mathematical description  is possible. The choice of
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what shall be considered modification, decision, or 1dentif1cation is in
{:many braétical cases a very difficult decision to make, and a mathematical
‘ descripcioﬁ is seldom possible. Indeed, these factors tend to bé rather
~mixed up with one another, and it is very difficult, for example, to separaté
the modification and decision functions in any cleaf cut fashion, as Gibson
himself has pointed out; On the other hand, it is difficult to conceive of
a8 situation involving control where it would not be fairly straight forward
to make a distinction between fixed plant and controlled plant. In the caée
of systems whose primary function is not control in the usual sense, this
may become somewhat more difficult., But at this point in the study our con-
sideration is devoted primarily to systems whose purpose is control. If.
the definitions and analysis which we prodﬁce find useful application to
other types of systems, that is all to the-good, but that is not our primary
purpose at this time.

Next we must consider the problem of what we mean by a learniﬁg‘
‘ system'as distinguished‘from an adaptive systém. As we have noted in the
. past, the idea of learnipg seems to imply, among other things, a sense'ofb
:fmprovement in performaﬁce:with time. However, we find that it is difficult
; in many cases to distinguish-between an improvement in time due to learning
j and an improvement in time simply due to the time required for an adaptive
system to carry out its'functipn.} In other words, how do we distinguiéh
between a system that is learning and a system that is merely still adapting
to a given input situation?
As an answer to this question Gibson has proposed the following:
"A Gedanken experiment aight se proposed to determine if a given

system is a learning system. Under a given set of environmental
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conditions the system parameters are given an initial offset from .
optimum and the system is allowed to operate. 1If it adjusts its
parameters so as to optimize its performance in accordance with a
given index of performance, it is adaptive., As yet it is impossible
to know 1f it also includes.a learning feature. Now réturn the sys-
tem to the initial parameter setting and allow it to proceed. If
the same gradual process of adaptation takes place, the system is
not a learning system. If on the other hand it recognizes familiar

patterns and utilizes this information to move more surely (or more

rapidly) to the optimum;, it is a learning system&"41

This test definition seems intuitively reasonable, and we agree
with the general ideas it seems to express. But it is not neafly so precise
as it might seem, and in some respects seems to raise more questions than it
answers, If you consider it as a hypothetical test to be applied to a
completely specified system, every detail of which i{s known, it is fairly
reasonable. But such a reétriccion will limit us to fairly simple systems,

and if there is anything that we may be sure of at this time, it is that

-useful learning systems will not be simple. On the other hand, if we consider

this to be a specification of a ‘practical test to be applied to real systems,

it is viftually useless.

First, the concepts of recognizing familiar patterns and utilizing
1nformation'are rather subjective, and it would be difficult in the general
case to speclfy what.sort of characteristics might indicate the existence of
such activity. Second, just what parameters are to be returned to their
original state? If we assume ?hat some, if not all, learning systems will

utilize memory to store information about past performance, then surely we
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:'should not restore all parameters to their original state; since this would
. ‘mean returning the memory toAits‘original state. . This would eradicate the

~ information on which the léarning is based, So'‘should we return every part

of the system except the memory to its original state? Perhaps so, but this -

will be practical only in the case where the memory is a clearly identifiable
{4ahd distinct part of the system, such as the memory unit of a digital computer;
'_This ﬁay often be the case; but we cannot at this time rule out the possibility

F.df a more subtle and sophisticated memory arrangedent, e.g., one in which the

stored information is distributed throughout the system. So we conclude
that we cannot in general spec{fy what parts-of the system should be returned
to their original condition,

Finally, even if we could agree in some specific case as to what
constitutes the memory and should therefore be left alone, how could we be
sure that we had returned all pertinent factors to their original condition?
As discussed hbove; in any practical case we can seldom be sure that we have
congsidered all pertinent factors. So, when we consider all these problems,
it appears that ﬁhe test definition does not really specify a test at all,
but simply describes the sort of internal activiti which might characterize
a learunluyg system,

At one poidt in this inQestigation we thought it might be possible

to remove the ambiguities from this test definition by breaking it down into

" a number of precisely specified steps. However, as was discussed in an

earlier report, no matter how complex the procedure we specified, we found

“we could always counter it with some obviously trivial system which could

pass the test. So, reluctantly, we must conclude that there can be no purely

~ functional definition that will distinguish between learning and adaptive



21
systems. Since it appears that a learning system will always include the
caéacity for adaptive action, this 1s not surprising in view ok the fact
that we cannot find a functional definition of adaptive action either.

The obvious step, then, is to try to produce a definition‘that
is as nearly functional és possible, with the arbitrary distinctions drawn
in such a manner as to make reasonable agreément possible; as we did fo?
the adaptive systems. At present, we have not solved this problem to our
own satisfaction, but we offer the following as a tentative suggestion.
First; we shall start with the model proposed before, with the system divided
into a fixed and controlled plant. In addition, we shall specify A maximum

adaptation timei?t, ﬁhe maximum time allowable for the system to achieve

satisfactory behavior under our criterion of acceptability, It is‘apparent
that in any practical control system there is a maximum time we can allow
for the system to‘respond in a satigfactory manner. Just what this length
of time should be in any particular case must be left to the judgment of
the designer, but it is apparent that the minimum possible value for T will
be governed by the inherent response time of the fixed plant.

Then we note that,in addition to satisfying the requirements
already stated, a non-learning adaptive system should have no towpénents
in the controlled plant which, at any time, have response times longer than
T . By response time we mean the time required to reach steady-state after
a significant change in the inputs. Just what is méant by éteady-state aﬁd
what is a.significaﬁt change will depend on the system;, but in any specific
case these terms should not be difficult to défiﬂe. If there are parts of
the controlled plant with response time longe; than T , these will be
separated out from ;he‘controlled plant and greated as a third section,

which we shall refer to as the memory, M . (Fig. 5)
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In a sense, what we are doing here is converting the system to

" a synchronous device, with time considered to come in discrete steps, with

the length of these discrete steps determined by the time allowable for

the system to achleve acceptable response, With the response time of the

:controlled plant restricted to be no more than the length of these discrete
; steps, the controlled plant.may then be regarded as a sequential machine in.
;thg qlassical sense, with the state of the system being defined only at thesg
~discrete intervals, and 1npufs being allowed to change only at these discrete

'intervals. Thus we assume that at some time the system is in a particular

state, as indicated by a particular output, and that this state is not chang-

ing. Now the input changes, marking the start of a discrete interval, and

* the state at the end of the interval will depend only on the state at the

© beginning of the interval and the nature of the change.

Purther, after the completion of the interval T, the system is

- considered to be in a "suspended" condition, with no change in state taking

place until the input-changes again, marking the start of the next interval.
This concept of "suspended":operation simply means that we are not requiring

that changes of input occur only at a fixed periodic rate, but rather that

" the changes can occur no faster than a certain rate, and that the state of

the system shall be defined only at the tiwe of a change and at a certain
fixed time after each changg:. This last distinction is perhaps a minor one,
bﬁ; it istgmde to clarify the conceptual steps that may be necessary in
considering a practical control syétem as a synchronous sequential machine.
| Withia this same framework of discrete time intérvals, the slow-

response sectign that we have set apart can generally be considered a finite-

- memory device in terms of automata theory, although it is not clear at this
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point whether such a description will have any advantages. We will assume
,iﬁ our model that _the inputs'XS:éome from the controller and the outputs

'kéigo to the controller. As sefore this is not restrictive, since the
transfer functions through C, to and from M{_may be unity.

We believe that it should now be possible to find a definition,

. functional with respect to this model, which will reliably distinguish

: betweeﬁ a systeﬁ_ which is learning and a system that is still adapting.
The concept of considering a machine as a synchronous machine wgth its
behavior measured only at discrete intervals of time gives us a means éf

' defining.what we mean by 1m§fovement with time of a learning system as
differentiated from the improvement oé adaptive system in the time which
it requires to adapt. In order that a system may be considered learning
it must first of all be successfully adaptive, and we have required that
to be sﬁccessfully adaptive the system must achieve steady-state behavior
within séme speéified length of time. This specified leﬁgth of time in turn
becomes the minimum distinguishable intervél of time with respect to which

we judge learning behavior. In other words, on the time scale with respect

to which we judge learnin

adaptation requires one single unit of time

vhereas learning is taken to involve improvement over more than one of

these minimum distinguishable units of time.

This redefinition of time does not completely solve our problem
gince we feel that for a learning system to be significantly different from
an adaptive system, it should have the ability, because of its memory, to
retain its adaptation to more than one situation. ‘The?aboveeconcept of
improved performance with respect to more than one discrete time interval-

would still allow the stepwise adaptive system. For example, suppose we
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have a situestion where the adaptive process involves a trial-and-error
or hill-climbing search for an optimum condition, and the nature of the
process under control is such that we can allow the control system to hunt
" around for only.some specified length of time. At the conclusion of this
length of time, we require the control system to lock in on the best solu-
tion it has found up to that period of time, and then -allow the process
to go on to its completion. If;, after some period of inactivity, the
identical situation occurs again, we can see that the controller might
start hunting again from the same place it was before and come to a better
performance this second time around. But, unless the occurrence of these
two applications of the specified input was separated by some significantly
. different input quantity, then we would not wish to consider this as learning,

What is involved here is s distinction between a significantly
different input and simply the absence of any input at all. In other words,
in some cases zero input may be something significant; in other cases it
merely wmeans thét we have essentially turned the system off, or the system
has remained quiescent until something else happens. In such cases, where
there is & meaningful sense to the idea of thé system simply being quiescent,
we might then haveAthe situation described, where there would be & recurrence
of a particular input and, with respect to our discrete time intervals, we
would apparently have some sort of learning behavior., This type of improve-

ment we do not wish to include as learning. What we need is some means of

specifying a sequence of different inputs to the device and measuring the
performance with respect to this sequence of different inputs. We need
something precisely analogous to the concept of an experimental sequence of

inputs as used in automata theory. Unfortunately, we have a difficult problem
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in the practical case of defining just what is meant by a different input.
It is in order to find a way around this problem that we have suggested
the refinement of the model to the extent of geparating thosge pﬁrts of the
Asy#tem with long response time into a third block.
For this purpose we now suggest the following test procedure with

reference to the model shown in Fig. 5. First of all, we open the path.i;t
between the controller and the memory section so that nothing that happensﬂ
to the controller will have any effect upon the memory section. Now we

apply to the system aﬁ alfernate sequence of at least two different inputs,
~say§§;;*;;ém§i;€. We will judge whether or not these are different on the
basis éf the response of tﬁe system. If the response of the system to the
two inputs is significantly diffgreﬁt, in the terms of our performance
cr;teria, then wve will assume that the inputs are significantly different.

We shall observe the alternate responses, and if these responses are satisg-
factory as defined before énd if, further, they do not change over succeéding
applications 6f the alternate inputs, then we will say that the system is |
successfully adaptive. (This is; of course, assuming that it fulfills the
criterion of the adaptive definition made above.) If we find that thé.
tesponses improve over successive applications, then we must assume that
either (1) we have the case just discussed of a stepwise ad;;iive system
.and that the responses are not actually significantly different, or else

(2) we have actually failed to remove from the controller all items which
have response time longer than T. o
Now then, if the system has passed the test so far, i.e., the

alternate responses have been successful but have not improved with time,

we then reconnect the memory section and repeat the procedure. If the
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alternate responses now show a progressive change witﬁ repeated applications
of the alternating sequence, then we will say that the device has a learning
capacity, Further, i{f the change is in the nature of an improvement in any
significant sense, then we will say that it is a successful learning system.
It should be emphasized that this is in the nature of a preliminary suggestion
as to a definition. We have not yet been working on this particular ap?roach
for very long, and we are far from fﬁlly satisfied that we have taken_into
account all the factors.

The definition presented above represents an attempt to define
a legitimate Gedanken experiment with respect to the specified model and
is, in thqt sense, not yet complete. However, if we relax our restrictions,
we can still use the conceptual model of the system with synchronous Eime
go'make a verbal definition, somewhat more intuitive in nature, that appears
satisfactory at this time. As before, we shall define the discrete time
interval T in terms of the longest time permitted for the system to reach
satisfactory response to a particular input condition.‘ With respect to
learning, we -measure time only in terms of these discrete intervgls. We

may then define a learning system as an adaptive system in which, during

any discrete time intérval, the response of the system is determined, not

only by the input presented and the state of the system at the beginning

of this time interva;;,but also by information stored as to the response

of the system during previous time intervals.,

It should be noted here that this last definition does not require
the representation of the system in the form shown in Fig. 5. It requires
only the concept of the synchronous time interval. The difference between

the two definitions is that the test definition represents an attempt to
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indicate’hgg one might determine that thg‘response of thé‘system is dependent
upon the.gpformacibn stored about the system's behavior in previous time
intervalég.:This is a.reasonably clear intuitive cdncept,Aénd, in that

sense, thé second definition offered may: be considered complete. :But -in

the case of complex systems this reasonabl& clear intuitive concept may
sometimes become considerably less than clear. Therefore Qe.do feel that

an import#qt task for the future'is ko continue work upoq:the test (Gedanken)
definiti;ﬁfiﬂ'ﬁrdér tb provide aimoré firm gtatement of the means fo; judging

when the system is utilizing information stored from previous time intervals.



SECTION 1.3  STRUCTURAL ELEMENTS OF LEARNING CONTROL SYSTEMS

It will be recalled that at one point in the study we suggested
that it might be possible to make a classsification of learning systems
according to their structural organization. There is no doubt that some
day this will be done, but we feel now thaf it would be premature to
attempt it at this time. Since nobody has yet reported on a practical
learning control system, it is obvious that we could scarcely make a
" realistic classification of sysfems by structural organization, This
will be 8 reasonable thing to do at such time as a number of learning
- control systems have been built and certain tybes have been found to be
applicable to certain situations. This of course has been precisely the
situation in adaptive control. Itiwas not until a considerable number of
adaptive control systems had actually been built, or at least designed,
that anybody could make a very serious effort in classifying the various
types of adaptive control. This will probably be the case with learning
systems.

At this point, it would seem that our best bet i{s to comment
instead on some of the structural elements that will apparently be required
in learning controi systems. In the next sec;ion, under the heading of
Environmental Characteristics, we will make some suggestions as to what
sort of organizations might be suitable for certain kinds 6f problems, :but
until we have specific pfoblems,to work on and to test, we can do no more

than make rather tentative and sketchy suggestions along this line.

29
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The most important element 1# Q learning system will generally
be the memory. 1Indeed, the presence of memory will be thé basic distinguish-
ing feature‘of a learning system. By memory we mean a device having the
characteristicé specified in a definition presented in an early progress
report. This definition Iy repeated at this time.
Definition: A wemory device, a device for the storage of information,
should have the following characteristics:
(1) It should be capable of tak}ng on some number n distinct
stable states.

(a) Each of the n states is défined by a unique combination
of values of some m distinct, independent, physical
quantities.

(b) The m quantities may be distinct in space or time.

(c) The word stable, in this context is taken to mean that
the device,'éhce placed in one of the n states, can
be maintained in that state;, as reliably distinguishable
from any other state, for a finite period of time. There
is no logical restriction as to a maximum or minimum
time for which it should be possible to maintain a particu-
lar state. From a practical point of view, a device will
have little value for storage unless a st;te can be magn-
tained for a period of time which is long relative to
the processing time of the the system of which the memory
device is a part.

(d) The device may be volatile or non-volatile, i.e., the

maintenance of a state may or may not require power,
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(e) If the numbers of distinguishable values that may be

taken on by the m.quantities are denoted by

al, 89, @3;. .« . . o . 8g

then
n=ajxagX. ... ag

It should be possible to determine in which of the n states

the memory device is, at any desired time, by measuring the

values of the m physical ﬁuantitiesL

(a) The state of the memory may or may not be changed by
the measurement process (destructive or non-destructive -
'read—out),

(b) It is generally desirable that it be possible to partially
determine the state of the device by measuring some
specified subset of the m physical quantities, e.g.,
reading oneiﬁg;a?of a memory.

It should be possible to change the state of the device at

will, from any one of the n states to any other state, by

changing the values of any one or all of the m physical
quantities.

(a) It should be noted that this requirement implies that
the method of changing state must not involve any
damage to the device. If the device were to be damaged,
such that it no longer had the specified characteristics,
then it would no longer be a memory device.

(b)‘ For the device to be practical, it should be poésible

to change its state an indefinitely large number of times.
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(4) The information stored in a memory device shall be specified
by its state, in accordance with some previously specified
code.

After a period of two years this definition still appears to be
satisfactory as a list of the characteristics which a préctical memory device
must have, We can, however, make a few additional observations as to the
particular characteristics that a memory involved in a learning control
system should have., First of all, we would expect that it should be a non-
volatile memory. If we are talking about a control system, we generally
are talking about a system that is working in a practical workaday environ-
ment, i.e., not in a laboratory situation, and would thus be subject to
power failures, accidental interruptions in service, and other unforseen
circumstances. Therefore, it would seem quite desirable that the memory
be nonvolatile. At the present state of our technology this would seem to
restrict us primarily, if not entirely, to magnetic devices. We are not
at this time aware of any practical nonvolatile memories which are nonmag-
netic in nature. ‘The cryogenic memory may in some respects be considered
nonvolatile, but the rather special environmental requirements of the cryo-
genic devices would seem to indicate that they would not be useful in control
system situations. B

The question as to which form of magnetic memory would be most
desirable is of course not one that can be answered for the general case.
This will depend upon the characteristics of the particular control situation.
It {8 not hard to envisage situations where any one of thet}égi; basic types
of magnetic memory -- core, disk, drum, or tape -- might have their suitable
applications. In a control situation of any complexity it is quite likely

that a combination of these forms of storage would be valuable, just as in
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present-day digital computers. There is no doubt that the associative
form of memory is attractive with respect to its logical principles.
However, at this time this device 1is still primarily a laboratory curiosity.
Further development will be required mlrbefore . the device can be properly
evaluated, but it does seem quite poseible that the device would have more
significant applications in the area of control than in the more conventional
arithmetic species of computer. This is indicated by the concept of a con-
trol computer as beiné= required to associate a particular response with a
particular environmental situation.

This concept of 'a learning system recognizinéf a previously encounter-
ed situation and associating some previous response with it raises the possi-
bility of some form of pattern recognition device being incorporated in a
learﬁing control system. However, in order to gain a perspective. on this
question, we should consider the fact that the problem commonly referred to
as pattern recognition actually breaks down into two distinct problems. The
first is the problem of actually abstracting a situation from the physical
environment in terms of certain useful measurements, i.e., the instrumentation
problem. 1In general, we assume that the instrumentation is something that
is selected ahead of time by the designer and is not in general subject to
alteration by the machine. The second problem, that of classification, is .
a completely separate one. We recognize, of course, that the very process
of measuring a situation in a sense classifies it, in that the measurement
accuracy of our transducing devices segregates the situations encountered
into classes. For example, if our voltmeter has an accuracy of 1 volt then
situations involving voltages between 4 1/2 and 5 1/2-volts are segregated
into the 5 volt classification, This is a crude example, but the idea is

clear.
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In pattern recognition systems, there is usually a further
implication of a logical reduction of the number of input classes from
that number of inputs which may be distinguished by our instruments to
some lesser number. For example, {f we have a situation that is measured
by four variables, any one of which may take on, let us say, one of ten
values, then we have a possibility of 10,000 differentiable input situations,

assuming that there are no restrictions on any particular combinations of

values. The classification problem is to classify these 10,000 separate

situations into some smaller number of categories in whatever manner may
be appropriate.

Thus, pattern recognition involves two distinct problems -- instru-
mentation and classification, The classification problem;fﬁ5th18 sghse is
simply.a particular type of logical problem and does not necessarily imply

any special apparatus, differentiated in any significant manner from any

. other type of logical capability that might be provided within the system.

Indeed, there is the possibility that in some cases no classification will

be necessary or desirable. It may be that we cannot group various types of
inputs in any significant manner, so that it may be necessary for the device
tu llst exhaustively in mémory all the input situations that it has encounter-
ed in its experience. Then, when such a situation is encountered again, the
problem is not one of classification so much as one of simple search. On

the other hand, we know that classification is often involved in search

where there is a large number of items in ordetr to make thé-procedure more
efficlient. 1In summary, it would seem that in systems of any deéree of
complexity some sort of classification procedure is going to be involved

somewhere in the system. This would seem to be a more accurate statement
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of the situation than to say that pattern recognition will'necessarily
be involved.

Néxt we might consider the probiem of decision. It will be
recalled in earlier discussion that Gibson has stated that decision is one
of the characteristic abilities of the adaptive process. In this context
he is concerned with (or has reference to) the ability té "&ecide" what to
do about é‘situation once it has been "identified". We do not feel that
decision in this sense is necesgsary, as'indicated by our definition of an
adaptive system. It may be present in more complex types of adaptiye
systems, but we do not think it is necessary, since we include among adap-
tive systems those which achieve adaptive behavior through the use of
non-linearities deliberately inserted by the designer. In this case the
idea of decision does not seem to have any particular meaning,

It would aiso appear that in the case of the learning system,
the ability to make logical decisions is not a necessary characteristic.
Certainly one method of implementing a learning system would simply be to-
pro§1de the ability to associate with any given input a certain response.
Then the "decision" procedure actually amounts to a search in memory for
the response associated with a particular situation.‘ Of course, this
fmplies that the solutioﬁ to any given particular situation is already
in memory. In the situation where the machine is still learning, or where
it is still encountering situations it has not seen before, it would appear
that the decision process is more explicitly involved. This decision
function that we are concerned with here is one type of logical operation.
Thus, we again find the requirement for some degree of 'logical facility,
but not necessarily of a basically different nature from that required'if

classification is involved in the operation of the system.
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The third characteristic of the adaptive system as listed by
Gibson was modification. Again, as we have indicated, we do not feel
that this is necessarily a requirement in adaptive systems, since the
deliberate use of nonlinearities may be used to provide for modification.
You &ay, if you wish, look upon the change of transfer function as a result
of nonlinearity as a form of'modification, but this is-not the explicit
change of parameters implied by Gibson. However, it does appear that in
the learning system modification in the sense intended by Gibson will, .in
general, be involved,

In our concept of a learning system, the response of a system
during any tiﬁe interval is dependent not only upon the current inputs and
the state of the system at the beginning of the interval, but also on infor-
mation concerning the':f::ﬁéﬁ;;ISf_ j";of the system during previous time
intervals. This means that ﬁhe output of ‘the memory device is go;ng to have
;ome 1nf1u§nce on the response of the system. In general, thig output will
be an information signal, typically perhaps a set of binary signals on some
number of output lines from the memory. We might expect that for such
information signals to have anf influence on the behavior of the system,
fhey would have to be translated into some form more suitable for causing
changes in the active paré;yof the system, althougﬁ such translatioﬁ may
not always be reduired. It is conceivable that these output signals from
the memory might, in their original form, simply function as additional
1np§ts in the system and cause the response to change in some manner. This
would not correspond quite so directly to the idea of modification as would

be the case, for example, if the memory signals were translated into a

control signal causing a motor to change a potentiometer setting. But we
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believe that modification in the form of a distinct change in the arrange-
ment of the system due to the action of signals from memory will usually
be present in learning systems. It will often take & form similar to the
control section of a digital computer, aithough other forms are, of course,
conceivable., Experience will indicate which are most_useful.

Next, we have the question of the measurement: of goal inthe'learn-
ing system. We have pointed out that in any leérning system, as indeed
in any adaptive system; there is assumed to be a purpose, something that
we wish to happen. A ;earning<system cannot be defined without the concept
pf goal, since the very idea of improvement implie; some sort of a reference
standard, It is not necessary in all cases that the learning system explicitly
measure its own performance. In other words, open loop learning is apparently
possible and in a recent progress report we gave an example of this. However,
we do agree with Gibson that the wmost significant adaptive and learning
devices will be closed loqp in function. That is, they will be checking on
their own performance.

This problem of goal evaluation is not a problem distinct from
any of the. others we have already considered. It first of all involves
measurement of the perféfmance of the system.  This simply means an enlarge-
ment of the measurement apparatus that we have already specified must bg
assoclated with the identification function. In addition to the variouéu
factors identifying the input situation and the environmental situation,
we must also measure the factors which are connected with the response of
the system. In addition, there may be a decision function involved. In

order to evaluate whether we are progressing towards more satisfactory

solutions in a learning situation, we will have to compare our progress at
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one poinﬁ'with 6ur progress at some other point and decide which is better.
This in turn involves some sort of logical operation, So therefore, with
respect to any apparatus involved, the goal problem is just a particular
aspect of the identification proﬁlem, and will require measurement ability
and some degree of legical ability, |

In s;mmafy then, we see that the typical learning system will
involve three basic types of elements which differ from those found in the
normal or ordinary feedback control system. Of these three, one, memory,
would not be found in an adaptive system, Memory, as we have pointed,out,
is the characteristic element of the learning system that will most generally
differentiate it from an adaptive system, The gecond element is some degree
of logical ability. This may also be found in ordinary adaptive éystems,
but 1t is likely that learning systems would require a higher level of logi-
cal ability. Third, we must have some means of translating information
signals ‘into modification signals to the control plant., Again, this sort
of function might be found in an adaptive system, but the nature 6f this
function will be more complex in the learning system.

When we look at the nature of these fhree functional elements,
memory, Iogical ability, and the ability to translate information signals
into control signals, we recognize that we are basically talking about the
sorts of things that are available in the normal digital computer. We cer-
tainly have memory in the normal digital computer. We certainly have logical
ability in a normal digital computer, and we have the control function. The

la control signal corres-

concept of translating an information signal into
ponds exactly to the function of the control section of a digital computer.

This section takes instructions from memory in the form of information signals,
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usually binary numbers, and translates these into signals of the type
that arefnecgssary to cause the computer ﬁo do various thiﬁgs. Therefore,
we may exﬁect that the typical learning system will incorporate a digital
computer, |

Now .this is not & terribly remarkable conclusion to be sure, but
it is of interest to note that the need»for the digital computer arises
in a direct maﬁﬂer frqm the close correspohdence between the basic functions
which mqéf be performed in the learning control systgm and those which a
digital computer is designed to carry out. This does noé mean that it
would be 1m§ossib1e to build a learning control system without specifically
including a digital computer or some part of a digital computer. It does
make it seem quite likely that in general we may expect to find some sort
of digital computer of the conventional type as a part of learning control '

systeuns.



SECTION 1.4 ENVIRONMENTAL CHARACTERISTICS OF LEARNING SITUATIONS

In this portion of the report we wish to q19cuss the problem of
how we, as designers, can recognize the situation in which a learning
control system may have some value. It is to be expected that, as the
science of learning systems develops, more and more criteria for their
use will be developed. It appear§ that at this time the most useful way
-of looking at a problem is>to ask the question of how much is there about
the problem that we don't know. This concept arises from the point of view
that the more we don't know about a situation that we wish to control, the
more complex the system will have to be in order to be able to perform
successfully.

To {llustrate this by example we might first start with a very
simple type of control. Let us suppose that we wish to control the speed
of a dc motor, and we propose to do so by controlling thé current to the
field of the motor with a rheostat. If we knéw exactly the characteristics
of the‘loads that wvere going to be on the shaft of the motor and if we knew
precisely all the characéeristics of the motor itself we could accomplish
the dggirgd result in an open loop fashion, i.e., we could calibrate the
settings of the rheostat in terms of the corresponding'speed. This, in
point of fact; is often done,

Howévet, if we do not know in advance what kind of loads are going

to be on the shaft, and if we do not know in advance how the characteristics

of the motor may change with temperature or time, then we find open loop

40
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control is inadequate. If the load differs radically, then a potentiometer
setting that in one situation meaﬁs 500 rpm may mean 1000 rpm in another.
So we have a certain degree of uncer&aiﬁty. There 1is something about the
conditions under which the system ié going to operate that.we don’t know,
so we go to a closed loop control system; We measure the speed of the motor
and compare this with the speed that we want, and 1f there is an error we

institute corrective action. This‘isvthe basic idea of feedback control.

Now there is nothing new about this, but the point is to recognize that

it is because there is something we don't know about the operating conditions

of the system that we are required to use feedback control. 1If we have com-

plete information about the system ahead of time, if we can predict exactly
what the charaéteristics and the operating conditions of the system will be
at every instant of time, then there is no need for feedback control.

When we come to consider the necessity for an adaptive system we
find the same concept applies. Just as the need to go from an open-loop
to a clogsed-loop control é&stem is indicated by a certain lack of knowledge
about some operating characteristics or environmental situations of the sys-.
tem, so the need to go to an adap¥ive sygtem is genera}ly'indicated by an
even greater uncertainty about these factors. For example, in ourAsimple
speed control system there is a limit to whiF range of operation we can get
with simple feedback contyol. If we know in advance that the system ‘must
functionusatisfactor}}y over speed ranges of 500 to 2,000 rpm tﬁac is one
situation., On the other hand, sdppo;e we know less about what is likely to
happen, in the sense that a far greater range of speeds.are possible although
not necessarily certain to be encountered. Suppose we want to Opérate satig-

factorily from .1 rpm to 10,000 rpm. Then we have a control problem of an
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entirely;éifferent'magnitudel
ZQOr, 1£ we know far lesé aboutrthe'outputs'tﬁaézghg system will be
subjecteé%to; &é aéain have a diffe:ent magnituée of conf}biiprbblém. If
the load torques for the system may vary from 5 foot-pounds to 25 foot-pounds,
that is one $ituqtion, If they are goingito vary from one foot pound to
1,000 foot—=pounds, we have quite another-situation. Or, perhaps we know
less about the environmental condiéions. 1f we know that the temperature
of the motor will never vary outside the range of 20° to 40°C, then we have
one design problem. 1f, on the other hand, we don't know whether the tempera-
ture is going to be minus 20° or plus 120°, then we have a higher degree of
uncertainty and an entirely more complex and difficult control problem.
It is in these types of situations that we often find ourseiﬁes
vforced to go to the adaptive system. Thus we have the concept that the
higher the degree of uncertainty about the situation, the more complex the
system must be in order to respond satisfactorily under all the possible
conditions that may occur. It would seem quite reasonable that this same
idea can be-extended still further to indicate that a learning system,being
a still more complex device,will in turn be indicated by.an even greater
degree of uncertainty about the conditions under which the system will operate.
Not only‘hay we classify the system according to the degree of uncertainty
about its operstion but we may also, as Bellmaéshas suggested, classify it
according. to what it is that we are uncertain about. Thus if we don't
know what the input range is going to be, this might indicate one type of
system. if we don't know what the incidental environmental conditions are
going to be, this might indicate a different type of system. If we don't

know what our goal is going to be, this might indicate yet another type of
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syétem,aééc; It is this type of approach which we wish fd'discuss here in
attemptiﬁg to classify systems; and to suggest something ébout the organiza-
tion that Qould be appropriate, according to the degree and kind of uncertain-
ty about‘operating conditions. |

We may start by noting that fheAunknown factors about the system
might beidivided into three areas: (1) input unknown, (2) system unknown,

(3) goal ;nknown. In most cases we would probably have some combination of
uncertainty about all of these factors. For purposes of analysis it is con-
venient to start by considering only oﬁe of the three to be unknown at a time.
This will require that we specify what 1is meant by the input beihg totally
known, or the system being totally known, or the goal being totally known.

For this purpose we must make a few refinements in our model.

With respect to the input, it Qill prove convenient to congider as
separate those inputs which are involved in ﬁ, and those which are not.
Therefore we will refine the model slightly as shown in Figure 6, with the
components of?l:;separated into two categories, '-izlwand ::ile’ ilw includes
those components of the input necessary to specify what is meant by satis-
factory response, and ilE includes the remaining components, which will often
be environmental inputs which influence the behavior of the system; but do
not occur in the goal structure per se.

We must make this same distinction among the initial values of ié.
It will be recalled from the first section that the initial values of some
components of ié may be involved in our criterion of accepgable behavior.
These will be indicated as iéw(o).

The idea of a totally known goal will also require a bit of refine-.
ment in our concepts. In this analysis we will say that by a totally known

goal we mean a situation wherein it is known precisely in advance what the
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system output should be in response to any given particular. input. But if

we know éxaétly what the output should be, this implies that the output

should not change, and this rules out improvement, since the output must
change to show improvements.

f The answ;r to this apparent contradiction can be found in the fact

that for a learning system the goal structure must be multi-dimensional.

Then we héve the possibility that during a single cycle of operation

(interval T), the goal will be absolute with respect to some sub-get of the
output variables. There must also be defined, as a higher-level goal, some
sorf of a cost function dependent upon the remaining variables within the

goal structure. With respect to these variables improvément will be possible,
so that we can have learning in a wmeaningful sense. For example, in a process
control situation, the goal may be absolute in the sense that the output pro-
- duct muét have a definitely specified chemical content that permits ébsolutely
no variation. So with respect to this specification, the goal is absolute

and known. On the other hand, there is room for improvement in that, while
this content of the output is absolutely fixed, the cost of‘pfoducing this
given output may very definitely be subject to improvement, 'We shall refer

to the criteria against which the adaptive performance is measured within the

intervals of length{fzas the adaptive goal and the criteria against which

behavior is measured over the sequence of intervals as the learning goal.

Only the adaptive goal may ever be absolutely known,

Case IA - Input Distribution Unknown.
Here we are concerned with one case where the system is totally
known and the adaptive goals are known, but something is unknown about the

input. We shall take this specification to mean the desired output for any
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given input is known, that ghe response required by the controllér in order
to produce this output is known for any possible input and furthermore, that
the entire class of inputs has been totally and exhaustively catalogued, but
the distribution of these inputs is unknown. That is, we do not know whether
any one input will occur any more often’ than any other. &otice that we do
not permit the possibility that some inputs are going to ;écur that we have
no way of anticipating. This case of unexpected inputs will be found to be
logically similar to the case of the system being unknown.

With this rather restricted environmental specification, there would
be a possibility of learning if the machine functioned by matching the input
with a stored catalog of the possible inputs, with each entry in the catalog
associated with a particular desired response of the controller. If, in
-advance, we did not know anything about the distribution of the inputs; then
we would initially have to use random search. But suppose that the distribu-
tion of the input is actually non-uniform, i.e., there are some 1n§uts which
occur more often than others. We could then provide a learning capability
by giving the machine the capacity of reviewing the pattern of inéuts encounter-
ed with experience and altering its search procedure in some manner so as to |
look first for those inputs which are most likely to occur. Thus the effici-
ency of the search procedure could be improved, and the system would exhibit
faster and presumably cheaper response. |

We may note here that in order for a system of this sort to have any
practicai value, i.e., for this to be the best way to do the job, we have some
very severe requirements upon the characteristics of our system and environ-
mental situation. First of all, there must be a relatively large_number of

possible responses, so that a search for a proper one would be a lengthy
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procedure relative to the time requirements of the process being controlled.
It 1s importént to note there must be a large number of possible responses,
as well ;s a large number of possible inputs. The reason.for this is that if,
as -has beehuspecified,'wg:know;what'every possible response isg, and we’further-
more know which response should be aséociated with every possible input, then
we have an ex gégg facto classification of our inputs into a number of cate-
gories equal to the number of possible responses. This in itself does not
help, sipcé the problem for the machine 1s to find which response class the
input belongs to. However, since our system is totally known, it is not
random, and therefore the association of a patticular input with-a particu~
lar responseAwill not be random. This means that the inputs associated with
any given response will have certain factors in common which will make logical
classification possible, thus greatly reducing the search time.

Another requirement is that there be a sufficient complexity of
relationship between the inputs and the desired responses of the controller
that it would be faster to search through the table for the proper response
than to try to éompute the response from some sort of mathematical relatioﬁ-
ships. Obviously, if the mathematiéal relationships are reasonably simple,
then computation would probably be faster than search. Notée that we sald
that these relationships must be extremely complex, because we have speci-~
lfted that this is a knowﬁ system. We know what the relationships are; and
it is only under the circumstances that they are simply so complicated that
we cannot compute upon them in a reasonable length of time that a search
procedure becomes preferable.

Furthermore, in order for there to be any point in building in

the learning facility, i.e., the part of the machine which can carry out a
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statistical analysis on the experience of the machine to determine the
distribution pattern inputs, it must for some reason be impossible to
determine-this distribution ahead of time. If there were some way that
we could make measurements or in any way predict in advance whatAthe distri-
bution of inputs would be, then we should simply build the proper search
procedure into our machine in the first place. Thus, there would be no
meed to supply this relatively complex stétistical capability. Another
possibility is that the distribution of the inputs changes in an unpredict-
able manner but at a rate which is slow compared to the time required for
the machine to evaluate the distribution. For example, if the input dis-
tfibution changed every hour in a more or less random fashion, but it took
the machine only five minutes to find out what the new distribution was after
a change, then we could achieve useful learning behavior. On the other hand,
if the change in distribution was at the rate of once every five minutes and
it took the machine five minutes to find out what had happened, then the
machine gBuld never catch up and no useful behavior would be observed. Thus,
there would again be no reason for supplying this statistical analysis capa-
bility.

With 511 these restrictions considered, we can now make a generatl
statement as to the form of a system of this type. The first thing we note
is that it would be an open loop system. Since we know in advance whaf res-
ponse we want for any given input, and we know how to get it, there is no
need to.measure the output to be sure that we are getting it. We will need
a logical facility for classifying any given input prior to search and con-
trolling the search. -We will need a mwemory in which we will store the poss-

ible input classifications in conjunction with the proper controller responses.
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We will AEed a logical facility for making statistical analyses of the
experienéé of the.machine in order to determine the input distribution.
We will néedfﬁo provide a means whereby the machine can change its search
procedures in accordance with the results-of the statistical analysis,
This change might be accomplished either by rearranging the information
in the mémory, or by changing the search procedure; or any combination

théreof which might seem appropriate in the particular case. The block

: diagram of such a system is shown in Fig. 7.

Cagse 1-B - Inputs Incompletely Catalogued

Next we should consider the situation where we do not know in
advance what all the possible inputs to the situation might be. Actually,
this reduces logically, and in terms of machine structure, to the case where
we simply do not have enough memory capacity to exhaustively catalog all
éossible inputs. Whatever the case, whether we don't know what all possible
inputs are, or we can't catalog them all, the situation is the same as far
as the machine goes., When this type of input arrives, the machine cannot
find 1t in memory and will therefore be faced with the necessity of ; trisl
a;d error search for the proper solution. -

' For this second case, then, in addition to the items discussed
above, we must provide the machine with the facility for trial~and-error
search over the operating regions of the machine for the proper response to
the unexpected inputs. Also, it would be desirable to allow for the possi-
bility that some of these uncatalogued inputs might be frequgnt in occurrence
aéd should be listed in memory. We might handle this situation by providing'

some spare, or standby, memory capacity, so that when new inputs occur we

can store them and Kéép track of their frequency. If they seem to be
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significant, then they can be inserted into our regular list replacing some
of the initial items which have turned out to be of lesser importance. The
exact nature of the trial and error facility will be described in more detail

later in the report., The block diagram of such a system is shown in Fig. 8.

Case Il1-A - System Partially Unknown

Now we come to the more interesting case where something is unknown
about the system, The first situation we take up is the case where the equa-
tions of the system are not known, or if they are known they are so complicated
as to make a straighf forward mathematical analysis from them impossible in
the length of time the system haévto operate. These two situations are eésen-
~tially equivalent in terms of the type of system that is appropriate. The
essentfal fact is that we can't compute the answer; the reason ﬁhy we can't
compute it 1is not important. We further specify that this is the only thing
‘that is not known, The inputs are known completely. We know what the total
class of possible inputs is, including all initial conditions. We know the
disfg}pution of these i;;uts, and furthermore we know what system output
should be associatéd with any input that may occur.

The thing we do not kqog'is what signal or response the controller
should have in order to cause the fixed plant to achieve the desired results,
In this situation the only possible method is trial-and-error, since we have
ruled out the possibility of computing the solution by our statement of the
problem. The machine then must have the capability, given a certain input,
to try various soiutions to the problem;, to measure the output of the system,
and to compare this output with that which is desired. Note again that Qe
know what output we want, we just don't knéw how to get it. When a solution

is found, it is stored in uewory, together with the input with which it is
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associated. As the machine continues to operate, its fifst sfep when encounter-
ing a pa;ticular input is to search its memory to try to find a stored solu-
tion. Ig tﬂose cases where it has not seen the particular input before, it
mugt go back to the trial-and-error method.

~We will consider this to be the first level of learning in the sitﬁ-
ation whefé‘the system is unknown but everything else is known. Higher level
learning might come about in the following manner. Initially,since we knew
the inputs and knew everything about their distribution, we would have set up
a search procedure based upon the probability distribution and such knowledge
of the system as is available. If we find from experience that the numbef
of the possible control responses is smalier than anticipated, then we might
be able to improve the search efficlency by a new élabsification or gearch
procedure based on this new knowledge. This would require again some method
of statistical analysis, and {t ﬁould also require keeping records as to how
many differgnt responses there were. |

On an even:higher 1eve1.1t is possible that as we accumulated data
on the proper response to variqy; inputs it mightﬁge éoésible to identify
the é?;éél}relationships and actually develop a method of computing the res-
ponse, rather than having tovsearch for it. This is on the assumption that
thg system was not known at the start, rather than known but too complex for
calculation. This third level will obviously require complex logical capabil-
ities.
This method of storing.solutions and later using them, either directly

or for further computation, is based on the assumption that the system itself
is not changing. That is, once a suitable response has been found, that

responge will always be suitable. This invariance of the system is actually
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implied by the specification that all inputs are completely known, since we
assume that any change in the system is always caused by soﬁething. We must
separate the system from the influences acting upon it. If we have a system
and we find that it changes in a manner which does not seem to have any
relationship to any external influences'on the system of which we are aware,
then we must assume that there are externa1>inf1uences of which we are not
aware, Qince so@ething has to cause these changes in the behavior in the
system. In other words, we regard thg system as a fixed thing, a device
whose behavior can in theory be predicted if all the fé}ces acting upon it
are known. The situation where we-find that the system is changing in some
unpredictable manner with time actually reduces to a situation where we do
not know all the inputs. This is the case we wish to consider next,. 1t
may seem that this should be a Clags I situation since we have unknown inputs,

However,ithe effect of these unknowns is seen as a change in the relationships
o - o h

between the known inputs and outputs, i.e., as an apparent change in the sys-~

tem parameters. Also, the methods of handling this situation are more like

those of Case I1I-A than Case I-AbejI-B.

Case II-B - System Apparently Changing

In this situation some of the iié inputs are unknown. There is a
-significant difference between this situation and Case I-B, 1In that case
(I-B) we assume that all components of ile have been identified in the sense
that they have been taken in;o account in the equations of the system. But
we do not know, or cannot catalog, all the possible values which they may take
on, In Case I1-B we assume that there are components °f'§iE that we have not
taken into account, either because‘we are unawvare of their influence on the

systemy or because we cannot measure them,
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éfHoweVer, the iiw inputs, the inputs which are involved in the per-
formanceféfiferia, are totally known; i;e,; they are totaily catalogued and
their diétribut;ons are known, a;d thé desired response of'éhe system is
known fof'each one of these inputs.‘ In this situation soﬁe of the procedures
used abov; ﬁouldnétill be applicable,. Thelsystem would initially have to
functionfaniéiséarch basis and would record any solutions 1£ihadvfopnd
correspoﬁdiﬁg'to various input situations. .But there is a cémplication in
is being tdf1uenced by factors whiich are not known and which may be causing
the system to change with time. This factor makes it necessary to continually
check on the system to be sure that it is still performing properly. 1In
Case 1I-A, we assumed the system was totally known and time invariant, so
that once the proper response for a given input had been found (and stored
in association with that input pattern) the system could operate on an open
loop basis. 1If the system does not change, any solution will continue to be
a solution, so that further checks on the performance will not be necessary.
In Case II-B, the poséibility of change in the system behavior will

make continued rechecking necessary. In terms of addtional equipment, the

main difference between this case and Case II-A will be additional memory.

In Cage 1I1-A, the memory will initially contain the proper output in associa-
tion with each input class. When the proper solution for a particular input
is found, it can replace the output information, which will no longer be need-
ed. For Case II-B, the output information must be retained for future checks,
80 extra memory space must be available for storing the solutioms. In opera-
tion, the system, on its first encounter with a particular input pattern will

operate just as in the previous case. It will search for a proper solution
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and it wili store this solution in conjuncfion with the iﬁput pattern in
question.jjOﬂ%ﬁ?Eéhrréhgé fof this input pattern, it will, as‘before, use

fhe stored Solution of this input, but it will check the results to see that
the system is still performing as it did before. If it is not, it will then
have to enter again into a search procedure to find the proper response
corresponding to the new situation. We may assume that the previous solution
will be the starting point for the new search, If our description of the
system is at all reasonable, there should Se some correlation between the old
and new responses. It shoulé be noted that if the system is changing quite
rapidly the provision of this learning‘facility.may not actually result in
improvéd performance since the "experience" of the system may not in.auch a
case be of value.

j Fér this case‘(II-B)\there are several higher levels of learning
which might be useful. First, we might provide for observatioﬁ of the long-
time patterns of Behavior in order to deduce the probability distributions
or pattérns of the unknown variables. For example, if we observed é cyclie
variation of certain system characteristics in time, we could take this into
account in our control mechgn#sm and provide for improved behavior. Another
possibility is that long term observation of the performance of the system
might provide a méans of deducing the relationships between the measurable
quantities and certain unknown state variables. Por example, in certain
chemical-process gsituations there are devices which can be'completely des~-
cribed ﬁy equatidns, but the variables needed in solving these equations are
inaccessible for measurements. It is possible that in some cases long-term
observation of the behavior of the system might provide clues as to computa-

tional methods which would enable us to deduce these unknown state variables.
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This in turn would enable us to do more computing about the behavior of the
system, with a resultant reductién or even elimination of the search procedure.

The_case of unknown initial conditions is particularly interesting
in that this may be considered, in some cases, similar to the case of heredi-
tary syséems. A hereditary system is defined as one in which the behavior
at any time is dependent not only upon the present state and inputs but also
upon what has happened to the system in the past. In other words, behavior
is dependeng upon how the.system got to where it is, as well as on where it
is now. The simplest example of this is any kind of a system exhibiting
hysteresis. We may regard a system Yith unknown initial conditions as similar.
If we have a situation where some of the initial conditions which are important
in specifying the behavior of the system are unknown, we might be able to pre-
dict them, or account for them, on the basis of knowledge of the system behavior
on pripr cycles of operation. Suppose, for example, that it had been observed
that, whenever input situation A occurred, response X was appropriate if the
previous input situation had been situation B, whereas response Y was appropri-
ate if the previous input situation had been C. Then we.could account for the
situation by making the response .te. input A dependent not only upon that input
but upon stored information as to the previous situation encountered.

We note that in this example we have two different responses appro-
priate to situations which appear to be identical on the basis of current
information. Actually, the problem is that the system was not totally identified
by the current information. Th;re were variables unaccounted for, and we could
effectively deduce what these variables were, in aﬁ operational sense, by know-

ledge of what had happened before. The hysteresis type of situation may be

considered to be logically equivalent. For examples, consider a magnetic
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device with hysteresis., With the substance in oﬁe particular state of
magnetization, we cannot predict, on the basis of any measurements we can
maké, where it will go upon the application og some new magnetizing force.
This depends, as we know, on how it got to where it is now. However, we
c§u1d regard this as a lack of information. It is quite tptobable that if
there were some way that we could measure the molecular state of the magnetic
domains or something of this sort, that we could make this prediction, It
doesn't matter whether it would even be theo}etically possible to acquire
such information or not, the logical. idea is the same. This point is
interesting, not only because it proyides an alternate way of looking at the
hereditary system, but also because it indicates that a possibly successful
way of handling the hereditary situation is through the use of systems memory.

Next, let us consider the structural arrangements of the systems
designed to cope with the situations of unknown systems (Caseé 11-A and 11-B).
One device that is obviously required is a logical control mechanism capable
of ;nstituting an organized search for the proper response patterns. The exact
nature of the search procedure to be used will depend upon the particular
situation. However, welmay assume that in general we will have something on
the order of either hill-climbing, or successive approximations, or some
variation of these techniques. The implementation of such procedures will
require among other things a fairly complex logical capability. We will
require also some short-term memory with sufficient capacity to keep track
of whether one try was better than the previous try.

A capability for random action will be necessary, although we may
suppose that in most cases the search will not be completely random. Even

though we may not understand the system fully, we usually would be able to
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derive some clues from the input situation as to what types of solutions should
be tried. However, as discussed in an earlier report, there is a finite amount
of information that we can provide, and we may therefore expect that situations
will occur in which there is no correspondence between the situation we are
encountering and anything about which we have any knowledge. Therefore a ran-
dom tr;alhwill be necessary. Again, as pointed out before, thigs does not mean
necessarily a "coin-flipping" operation, but rather the ability to simply try
a perfectly arbitrary method if there is no method indicated by any previous
knowledge or experiences.

Next, we can see that we must always provide for output weasurement
in systems of this type. Any trial-and-error system by its very nature requires
output measurement so that we can judge whether or not the method we applied is
successful. As noted above, for the case where the inputs are totally known
and the system is unknown but invariant; the output measuring device will not
be needed after the system has learned to cope with a}l possible inputs. As
a matter of fact, in any situation where the problem is bounded and it can be
meaningfuliy said that there is a solution that can be found or learned, then
we may expect that certain parts of the learning apparatus will not be necessary
after the device has gained "a certain degree of experience. One exception
to this would be cases where tbe system varies in time in an unpredictable
fashion, but at a rate slow enough that the learning capability of the system
can keep up with it. In such a case the learning capability in its entirety
may be required for the entire life of the device.

As for all learning systems, there must be long-term memory for stor-
age of the possible inputs together with the associated system output desired,

and/or the proper controller response. As discussed above, Case II-B will
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in general require more memory, since information on thegdesired outputs must
be retained until, and unless, enough information is acquired for the system
to be regarded as time-invariant,

i:Input classification will be_useful only 1if thé number of possible
controllerlresponses is considerablyflgss Ehan the number‘of possible inputs.
If there;is;a‘unique response paftefn‘aésogiated with each'hnd,every input,
then it éili not:bé possible to reduqe the. number of input:ciasses, since
there muéﬁgiheﬁ;be a separate ited in memory for.each input and its associated
unique re;pbnéé; Qn the other héhd, if:there are many inpﬁts asséciated with
any particular response, then all those inputs are automatically grouped to-
gether, és pointed out earlier. The search procedure will, therefore, be
more effiéient if the inputs are classified before search. Even if there is
a unique output for each input, classification may be involvedAin the sense
that efficient search involves a systematic redqction of the area in which
a match is sought, but this is logically different from an actual reduction
in the number of input classes.

The various types'of higher-order learning systems discussed will
obviously require greater logical complexity. For the case where we may wish
to reQise the input classification on the basis of observations of system
responses, we will need the same devices we needed for the Type I-A system.
We will need a system capasle of making a statistical analysis of the response
" and of alter;ng its own search and classification procedures, The higher
level of operation'beyond this, the type of device which may be able to de-
duce the equations of the system from the accumulated experience; we cannot
say much about at this time., Very little is known about the type of logical

operations that are involved in these extremely complex activities. All we
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can safely say is that this type of opefation will require logical capability
of extremely highnorder. It will also require more memory since we will have
to keep track not only of what inputs have been associated with what outputs
but also of the rate of occurrence of various types of inputs. The logical
- process of drawiné conclusions and generalizations from them wili also require
intermediate storage.

The same comments apply to the type of system specified for the
situation where there are unknown'influenges acting. We will have té keep
track of'hoﬁ only what input patterns and behaviors occur but also their time
sequehce. This will require additional memoTry capac;ty as well as fairly
high level computational and logical abilities. The case of the hereditary
system or its logical equivalent, the system in which we don‘t know the
initial conditions but can deduce them on the basis of what came before, will
also require additional memory. We have to’ keep track not only of where
the system is now, but also of where it has been on some number of previous
steps. So we can make the fairly obvious stétement that, the higher the
level of operation we expect of the machine, the more logical capacity and
memory capacity we will have to provide.

s " In terms of block diagram organization, the various Type II systems
will be similar to the Type I-B system (Fig. 8). The main differences will
be in ﬁhat is going on inside the various blocks. The first level Type II-A
system will be identical to Fig. 8, except that the distribution analyzer
will be missing and tﬁe input classification block will be @ﬁtibﬁél.' The
second level Type_II-A system will be i{identical to Fig. 8. The difference
between this system and the 1-B systeﬁ is that the distribution analyzer will

be analyzing the response patterns for Case 1I-A, rather than the input patterns.
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The third level Type II-A system will include all the blocks of Fig. 8 as
well as a high-order logical facility in the M section.
" The Type II-B system at the first, second, and third levels will
be identical in organization to the corresponding levels of Type 11-A
system. Again the differences willlbe in what is going on in the various
blocks. These activities have been discussed in detail above;j so we need

not consider them here.

Case III - Partially Unspecified Goal (Optimizing Systems).
Finally, we should consider the case where the adaptive goai is
not totally specified. This may at first seem contradictor&,since in ghe
first section of this report we indicated that we were nétvinterested in
fhe system where the goal 1is uqknown. By this; we meant that we are not
interested in the situation wheré there is no péssible way of knowing whether
or not we are ilmproving our performgﬁce; ‘We do not mean by this restriction
to rule out the optimizing system. For this type of system we do not know
specificall§ Qhat our ultimate goal 18; We may know that the performance
has to be above some level, but our ultimate goal is to do.the best possible,
and in many cases we don't know what the'z best possible output may be.
This case of the goal nét being totally specified is actually a
special caée of the :hknown system, because it is fairly obvious that, if
we knew the system totally and knew.thédinputs, we could specify what the best
possible performance was jusf as well as we could specify what should be done
to get to this desired response. Thus we may expect the system organization
will be similar to the organization in those cases where the system is not

totally defined. The main difference is that there would be a continuing

trial-and-error activity over successive intervals of the application of any
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particul@;vinput situation. In the case where the goal is specified as a
definite?ﬁﬂéwn level of performaAbe,'we héve trial-and-enrdriduring»any one
1hterva1.% We apﬁl& input A for the first time and the s*sféﬁ hunts around
Qntil it finds the controller response that gives the desired output. The
system stores .the }esponse and does not again go  into the trial-and-error
mode unleésvthé.system changes in some manner so that it no longer is achiev-
ing the desired output. However, in the'c;ée where we are looking for an
optimum itiis possible that the finding of the optimum may occur err many
successive intervals of time,

In a system of any realistic degree of complexity, the finding and
identification of an optimum mode of behavior will be a complex and lengthy
procedure, In most practical cases it may be expected that there will be a
finite length of time we msy allow the system to hunt around for a solution
before we finally have to say, '"Well, this is the best we can do for now, so
ve will have to buy it." The next time the same input occurs, the system
may continue the search, using the previously found solution as a starting
point in an attempt to find something better, This process will be repeated
on each successive occurrence of a particular input, until the optimum is

PR

reached., . L

..The identification of the optimum is something of a problem in
itself. We do ;ot know in advance what the optimum is, since if we did we
would have a totally specified goal. It is conceivable that we might have
a situation where we would not in advance know what the best possible output
was, but that we could absolutely identify it when it was found. It is not

certain whether or not this can happen,but experience suggests that, in any

except a trivial case, it is not actually in practice poséible to identify,
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with gbsolute'certainty)optimum behavior in a system that'is not totally
known.

“Nevertheless, in any practical case we are going to have to decide,
sooner or later, that we have done as well as can possibly be donme. In general,

<this will require looking for a 'steady-state situation. If we have been
searching for the optimum for many trials and for the last n trials we have
not been able to improve, then we will have to assume thét-we have(found the
optimum, although there may be no way of proving it. What n should be will
depend on the situation, Once the system has decided that it has achieved
the optimum, it will discontinue the search mode ;;d use the stored solution
on future cycles,
| In terms of organiz;tion, the Clgss III system will be identical to
the Class Il system except that it will require considerably more memory in
order to keep track of its long term progress towards optimization.

Ig is quite obvious that in most practical situations we will have
various combinations of the classes of environmental situations = described
in the preceding paragraphs. Whenever these combinations oeccur, all of the
capabilities described in each one of them will be necessary 1nAorder to pro-
vide the optimum learning system., It is also appérent that in many cases
certain of the operations involved in one situation or another are simijlar,
and the equipment could be shared in some manner to make construction more
efficient,

‘The form of analysis we have suggested in this section of the report
is not the only one that can be taken, nor are the descriptions given the only
ones that can be applied to any given class or group of systems. However,
we believe this method of analysis, the classification of a system in accord-

ance with what is unknown, will provide a useful method of analysis in any case.
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We believe that virtually any system could be put into this framework, and
that to do so would provide a useful method 6f getting started{gpléhe problem.
of finding out what sort of apparatus will be required and whether or not
the situation is of the type where learning characteristics may be of real
value,

In this latter connection, we must note that what we have indicated

here is what kind of capability would be required on the part of the machine

if it were to achievé learning behavior. Our analysis will not answer the
question as to whether it is economically or practically desirable to try

to provide this capability. In the first place; in order for a learning
device to be useful, there must be enough information, being presented at a
rapid enough rate, that the machine can in a useful sense learn by experience.
Just what this amount and rate should be will be dependent upon the individual
situation. For example, suppose that experiences of the type from which the
system might learn are going to be presented at the rate of one every ten
minutes, and it‘tekes 10,00b such experiences for the system to make any use-
ful generalizations. Then you are certainly going to have to question very
strongly whether you should put the learning ability "on the line", or whether
ng:should simpiy pﬁéﬂa recorder on the system to keep a record of system
experience which can later be processed by a machine or human beings in a

more efficient manner.

It 18 necessary to consider whether or not certain of these jobs,
even though they could be done by machines, could be done better or more
efficiently by human beings. Consider the type of system in which you provide
for the capability of making a statistical analysis of the experience in order
to determine better search procedures. It may be that a machine could do it,

but perhaps a human being could do it better or more cheaply. This would of
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course depend upon the individual circumstances. This same philosophy of
skepticism should be applied at every stagé of the design and the question
to be askgd is not, "Is it possible for a learning machine to do the job?"
but rather, "Is there any benefit to be’géined from having a learning machine
do the job rather than a human being?". This {8 a type of philosophy that any
" designer should apply, and it should not be necessary to warn good designers
to apply this philosophy. However, there seems to be a very strong péycho-
logical attraction to the idea of building learning devices just to see if
you can do it; ‘Therefore, it is more important in this situatian to caution
the prospective designer to always consider the more conventional methods

which might do the job.



SECTION 1.5 SELF-REPAIRING DEVICES

In this section we wish to consider briefly the relationships
between the principles of machine_learning and the problem of developing
self-repairing devices. First we should comment on a fairly common mis-
conception; Many people who are concefned with the problem of producing
" ultra-reliable systems will tell you that we need to dupliéate the ability
- of human beings to learn from experience how to deal with new and unexpected
.situations. It should be recognized that‘there is a contradiction here. If
a situation is truly new and unexpected, then our past experience will be
of no value and our only possible method of approach is trisl~and~error.

Consider a refinery control system., We build a(large and complex
system to control a refinery. Ve inélude all sorts of emergency procedures
to deal with malfudction;, but the wltimate:emergency procedure is to call
in a‘human overseer. When the control system encounters a situation that
is unlike any it has ever encountered or been told about, it s;nds for
human aid. But why? Why should the human be able to do more than the
machine? It is mainly because the human being has more 1nformat16n at his
disposal than we yet know.how to put into a machine. He has more experience
than the machine, so it is more likekz that he can coerIaté the preéent
situation with something he has seen before which suggests a proper procedure,
. If the situation is as new to the human as it was to the machine, the human
must use the same procedure that the machine would use; trial-and-error.

So we éee that when it comes to "unexpected situations", it is
not the learning ability of the machine that is important, it is the amount
of information it has available. If the machine can find a solution to the

problem by trial-and-error, it can store it, so thar if the situatien occcurs

1
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again, it will not be "unexpected", but this does not help us with the
unique situation., Learning by its very nature involves repetitive'sifua-
tions, not "unexpected" situations. However, there is still the possibil-
ity that some of the capabilities or components associated with learning
" systems might prove of value in self-repairing systems, and it is fhis
approach to the préblem that we shall explore in the following.

It is convenient to break the problem of self-repair down into
three fairly distinct problems: recognition, diagnosis, and correction.
Recognition is the problem of recognizing that there is something wrong
with the system. .Diagnosis is the problem of locating the source of the
trouble. Correction is the problem of actually eliminating the trouble.

We shall discuss these problems in relation to the classes of environmental
situations discussed in the previous section.

Recognition is a more difficult problem than it may at first
- appear to be, particularly for adaptive systems. Generally we consider
that there is something wrong with a system when it fails to do what it is
supposed to do. But in an adaptive system we may not know in advance what
the system {is supposgd to do, so how do we know if there:is something wrong?
For Case 1-A, the situation is fairly simple. We know all possible inputs,

so there can be no unexpected situations. We know what the'system is sup-

posed to do for any input, so all we need‘to do 18 to provide a means of
measuring performance and comparing it with that desired. That is, we wmust
close the loop. This may require a considerable amount of equipment beyond
that found in the normal Class I-2 system, but the logical problem is simple.

For Cases . I-B, II-A, end II-B, or any combination of them, the

situation is similar. Even though more and more factors may be unknown,
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we still know what the adaptive goal is, so we can always check the

performance against this goal. Note that we specify the adaptive goal.

As discussed earlier, the learning goal is not definitely known. ' The

'detectioﬁ of faulty behavior on the learning level will therefore'Be much

more difficult, though notvnecessarily impossible. Fortunately, malfunctions
at the learning level will not in general be as serious as at the adaptive
level. The adaptive goal usually represents some level of behavior which
the system must achieve to be coﬁsider;d-successful in any sense. Learning
behavior<ﬁsually results in a lower cost for this successful behavior. This
lower cost is desirable, but not often essential.

Case 111 presents the most difficult situation, for here we do
not know what the system should be doing. If there is some minimum level

of acceptable performance, in addition to the optimum criterion, we can

“use this as a first test of proper operation. With respect to the optimum,

while we may not know exactly what the optimum is, we know that the perform-
ance should not deteriorate significantly from one cycle to the next. So

we could test for malfunction in the "optimum-seeking'" behavior by comparing
performance on one occurrence of a given input with performance on the pre-
vious occurrence. It should be noted that this feature of conarison with
pre§ious behavior is already included in a Class 1II system, sC no extra
equipment will be necessary. This procedure of comparison with previous

behavior will provide a general check on learning behavior, but will require

additional equipment in the Class I and 11 systems.

Diagnosis is probably the most difficult problem of the three.
Recognition as discussed above determines only ‘that the:system is not per-

forming as it should. The ftrét, and most difficult, part of the diagnosis
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procedure is to determine whether the faulty behavior is due to failures .
in the sysfem or to external causes. We shall consider this problem first,

For Case I-A there is néf problem. Unknown external inf luences
are by definition excluded, so if the system performance is faulty, the
system must be at fault. For Case I-B the situation may be more complicated.
Suppose we know the range of inputs over which the systed can’perform satis~-
~ factorily even though we have not catalogued all possible inputs in this
range. Theﬂ improper behavior for any input in this range will indicate
a .system malfunction, since unknown influences are still excluded by our
definition, | |

On the 6ther hand? suppose we encounter an input totally unanti-
cipated by the designer and outside the range of inputs for whigh the system
was designed. Then improper behavior may gimply indicate a signal\outside
tﬁe system's maximum range of adaptivitf, The most obvious procedure in
such a case would be to test the system on a signal which we know it should
be able to handle. Of course, any time a system is successful in adapting
to an input outside the range specified by the designer, the range 1is
accordingly enlarged.

It shoulé be noted that the restriction of totally known goal
implies that, if any components of the input are involved in W, these must
be totally catalogued. If they were not, the system would have no knowledge
of its goal and could not possibly operate. Thus, a cataloguing of inputs
could be incomplete only with respect to those components of the 1npuf not
involved in thé goal structure. For example, suppose the inputs to a system
had six components, with only two involved in the goal definition. :ﬁOn re-

ceipt of a particular input, the system would check to see 1f the exact
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* input were catalogued. If it were catalogued, the proper controller
responsezyﬁuld be known. If it were not, the system would check the
listing éf‘all values of the two:compongnts involved in the goal in order
to_deter@ine that goal. It would then go into a trial-and-efror search
for the prﬁper.controller response to achieve this goala

1.In Case II-A we have the situation that we knéﬁ all possible
inputs agézfﬁe'corresponding outputs'butldoAnot have a completelidentifi-
cation oft;he system. This implies that tﬁough we know what'the system
should.do'fbr eéch input, we do not know'thét it will be capable of proper
behavior ip every case, even if all componénts are functioning properly.
In such & case thevfirst step would be a check to determine if the system
has ever adapted successfully to the current input. An actual search would
not be required, since a search for a previous solution is the first step
taken by a Class II-A system. All we need to do is have the system set an
indicator accofding to the result of its search. If the situation has not
been encountéred before, one possibiliéy would be to test the system with
a situation which ha$ been encountered before and is as similar as possible
tzithe present situation. |

" Case II-B presents the most difficult case. If there are
completely unknown forces acting in the system, then bydefinition we don't
know what effects they will have on the system. So we cannot reliably
distinguish these effecﬁs from those of internal malfunctjon. One possible
technique. is to try to isolate the system from these influences, but to the
degree that they are unknown this will not be possible. The most powerful
technique, and sometimes the simplest, is to replace all or: some part of

the system with units assumed to be good. Of course, if this works, we have
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solved the whole self-repair problem.
The ultimate solution to any repair problem is replacement.

To the degree that we have a large stock of spare parts and a rapid and

economical method of putting them in the system, we eliminate the need for

any other diagnostic techniques. The best way to test a tube is to try a

new one. If you can afford a large enodgh stock of tubes, you don't need
a tubé tester. Of cburse, the failure of a tube may have been caused by
some othe} failure, and if you put in a new tube you may burm it out too.
_Still, if you have a large enough stock of tubes, this may be the cheapest
way to find the:other failure., (It is necessary to know thét the "new' tube
is a "good" tube, also.) |

Consider the techniques used in computers today. We have ell sorts
of checks for errors, apd we have diagnostic routines to find the cause of
the trouble. But why bother with diagnostic routines? The surest way to
trouble-shoot a computer is to replace circuit cards until you correct the
trouble. But this has to be done manually and, with the number of cards
in a mode;n computer, this may take too long. But the computer cen run logi-
cal diagnostic checks at electronic speeds. When you consider the problem

-]

in this.liéht, it becomes apparent that the ultimate answer to the problem of

self repair lies not in the development of more compleiuénd ingenious logical

techniques, but rather in the development of electronic techniques for replacing

components. However, we may expect. that the development of such techniques is
some years away, so a consideration of logigal techniques of diagnosis is still
pertinent. |

Case 1II seems to be essentially the same as Case II-A, with

respect to the diagnosis problem. For previously encountered inputs, we will
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compare with past performance. For new inputs, we will test the system
on'similar, but previously encountered, situations. In summary, the ﬁain
ability needed for this part of the diagnostic problem is the ability to
compare bfesent with past performance. This would be true even if the
systems were not learning, but only adaptive, since it is primarily the
adaptive beﬁavior that we are checking on. Thus; the main component needed

is memory; and our learning systems already have this. So we may expect

that when we have produced a learning system, we will have taken a large

step towards ﬁroducing a self-repairing system, and vice-versa.

Next, assuming that it has been determined that the trouble is

in the system itself, how do we locate the faulty component? With respect
to this aspect of the problem, there does not seem to be much significant
difference among the cases discussed earlier. As discussed above, replace-
ment of parts until the trouble is corrected is the most powerful technique,
but we will assume for the present that this is practical only to a limited
extent. The alternative will be to run certain tests on the entire system
and various parts of the system. The level at which we make the tests will
depend on the level at which we can make repairs. If our repair capability
is limited to total replacement of various major blocks of the system, then
our test procedure should be capable only of isolating the faulty block.
We will not waste equipment trying to find out why the block is faulty if
we cannot repair it anyway .

. Ihe main equipment requirements for this testing will be a consider-
able amount of memory, a means of generating and injecting test: signals at
various levels, and a means of measuring performance at appropriate levels.

The need for signal generation and measurment is obvious., The memory will
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be required because it will be necessary to store a great deal of informa-
tion about the system, such as tables of tests appropriate to various

symptoms and lists of the proper values of various 1nternalisignalé. It

‘may be expected that the information needed will often be quite different

from that required for operation of the system. For example, we can operate
an oscilloscope without knowing much about what goes on inside of it. But
1f we are éoing to service it, we will need a schematic diagram and a list
of the proper values of various voltages.

. It might be possible to substitute logical capability for some
of the memory, so that the system might "figure out" certain tests, rather
than looking them up. Nevertheless, a considerable amount of memory would
still be required. The success of thé most ingenious technician in devising
tests for a piece of faulty equipment will be directly related to the amount
of information available to him.

In summary, we see that the capabilities requirgd are not basically
different from those involved in any learning system, but more of them will
be required. Memory, the basic distinguishing characteristic of learning
systems, is again an essential factor, and in this sense learning and self-
repair overlap.

Next, we come to the problem of correction. Again there is no
significant difference among the environmental classes. We assume that we
may rule out the possiblity of a set of "mechanicél hands" soldering in
new parts, The only technique which appears generally reasonable is to have -
épare units available which can be switched 1into the system, either ;iectroni-

cglly or by means of relays. To the degree that we develop techniques for

doing this economically for larger and larger numbers of parts, we solve the
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entire problem of self-repair, as discussed above..
An alternative approach to the correction problem would be the
development of units which are self-healing in the manner of biological

organisms. Unfortunately, practically nothing is known about such processes.

" There is some evidence that the proper structural forms are locally stored

in some chemical code. Alternatively, the basic building blocks may be so
related that the proper form is the only gtable one. i(Th}q_:may be two
ways of looking at the same phenomena.) In any event, we must adopt a "wait
and see" attitude toward this approach and concentrate our attention on

more conventional techniques.

Finally, we note that the actual learning ability might have value
if we expect repetitive failures. If a system failed and was able to repair
itself, it could store information on this experience which might make
repair more efficlent if there should be a recurrence of the same failufe.
Howevér, the lfkelihood of single system being subject to a recurrent but
unanticipated failure seems rather remote. A more likely situation might
be that we would have a large number of identical independent units which
could share their experiences. For example, we might have a hundred identical
satellites which could communciate with one another and build up a common

fund of failure 1ﬁformation. We still have to decide if this is the best

" way to solve the problem. 1If we are going to provide communciation facili-
.‘ties'anyway, why not send the information back to earth for processing by

~ humans? We must recognize that, barring a major breakthrough in the areas

of self-healing or electronic parts replacement, self-repair is going to
be a very expensive proposition. It should generally be considered a last

resort.
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SECTION 1.6. SUGGESTIONS FOR FUTURE WORK

We feel that there are basically two jobs which remain té be done
to bring‘this general study of machine legrning to a logical coﬁclusion.

The first is a further study on the definition and model of the learning
system discussed iﬁ Section 1.2. As indicated there, this definition is

in the nature of a preliminary result, and we definitely feel that additional
work is required.

The second job is to apply the concepts of Sections 1.2 and 1.4
to particular examples of large scale control problems. We feel that such
an application is important; both to clarify the concepts and to test their
validity., It is likely that modifications of the model and concepts would
be suggested and our overalll understanding greatly broadened. Among the
areas that might be studied are air traffic control, missile and satellite
control, process control and reactor control. We would welcome any sugges=
tions frémnthe contracting agency as to areas that might be of particular,
interest. It should be emphagized that we do not propose'to become experts
in any of these areas. Our intent would be tb gain sufficient understanding
of the general problems involved that we might meaningfully test our ideas
on them,

We believe that the work outlined above would bring this general
study of machine learning to aAreasonable stopping point. Beyond this
point, detailed study of specific préblems and technidues would probably
prove mofe profitable. Fﬁrther general studies should await the accumulation

of more experience and experimental data on practical problems

76



REFERENCES

Truxal, John G., "Trends in Adaptive Control Systems," Proceedings
of the National Electronics Conference, 15:1-16, Oct. 1959,

Zadeh, L. A., "On the Definition of Adaptivity," Proc. 1EEE, Vol. 51,
pp: 470-471, March 1963.

Donalson, Dale D., The Theory and Stability Analysis of -a Model Refer-
enced Parameters Tracking Technique for Adaptive Automatic Control
Systems, Ph.D, Dissertation, Univ. Of California at Los Angeles, 1961.

Gibson, John E., Non-Linear Automatic Control, McGraw-Hill, New York,

" 1963,

Bellman; Richard, Adaptive Control Processes, Princeton University Press,
Princeton, N. J., 1961.

77





