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HTGR SAFETY RESEARCH PROGRAM 

QUARTERLY PROGRESS REPORT 

for 

JULY - SEPTEMBER 1975 

I. INTRODUCTION 

The Los Alamos Scientific Laboratory 

(LASL) is carrying out a broad program of 

research in High-Temperature Gas-Cooled Re­

actor (HTGR) safety technology under the 

direction of the Reactor Safety Research 

Division of the United States Nuclear Reg­

ulatory Commission. The present LASL pro­

gram includes the following task areas: 

Fission Product Technology 

Primary Coolant Impurities 

Structural Evaluation 

Safety Instrumentation and Con­

trol Systems 

Accident Delineation 

Phenomena Modeling and Systems 

Analysis 

This program was started in March 1974 

and is a continuing effort. The present 

report is the fourth in a series of formal 

quarterly progress reports. 

II. SUMMARY 

The effects of a new General Atomic 

Company (GAC) fuel particle failure model 
131 on calculations of I release during the 

Maximum Hypothetical Fission Product Re­

lease (MHFPR) accident were studied. The 

results of comparison calculations substan­

tiate earlier conclusions that the time-

dependent release of I is nearly inde­

pendent of the failure model. A Monte 

Carlo error analysis technique has been 

applied to the calculation of uncertainty 

in iodine release during the MHFPR acci­

dent. This technique should have many 

practical applications. Studies of the 

effects of surface defects on the adsorp­

tion of cesium on graphite were continued. 

Construction has started on the apparatus 

to be used for studies of the reaction of 

primary coolant impurities with fission 

products. When the system has been com­

pleted and checked out, experiments con­

cerning the interaction of cesium (in 

graphite) with water vapor will be in­

itiated. 

The OXIDE-3 code received from GAC 

has been reviewed and rewritten. The 

revised version, labeled 0XIDE-3A, has 

given results essentially identical to 

OXIDE-3 for two test problems. Develop­

ment of the CIMPRE code has been resumed. 

Modifications to the complex equilibria 

code QUIL to improve code performance are 

being carried out. Studies of primary 

coolant impurity interactions with cesium 

have been completed. Iodine interactions 

are now being investigated. Experiments 

to investigate surface chromium depletion 

from HTGR metal alloys by impure helium 

are being carried out. Tentative results 

indicate considerable chromium depletion 

during vacuum annealing at 1458 K. 

We are proceeding with planning and 

procurement activities to provide the 
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capability for earthquake simulation ex­

periments on HTGR core component models. 

The impact on equipment requirements of 

earthquake time history scaling has been 

investigated. The two-dimensional ana­

lytical model of the HTGR core has been 

used to investigate the effects of pin 

connections between the core blocks on 

seismic response. Results are summarized 

in Section V, Bl. A prismatic finite 

element for simulating the 3-D behavior of 

HTGR core blocks has been developed, and 

the accuracy of this element has been in­

vestigated. We have initiated a study of 

HTGR core support post stability taking 

into account static loading and a seismic 

excitation consisting of both horizontal 

and vertical components. Progress with 

NONSAP continues with our current efforts 

directed toward solving 3-D reinforced 

concrete test problems. 

Study of the possibility of using the 

release of trapped fission product krypton 

from HTGR fuel as a post-mortem indicator 

of the temperature reached by the fuel 

during irradiation is continuing. A number 

of questions remain to be resolved. The 

fundamental question is whether there 

would be a detectable phenomenon related 

to exposure temperature. The status of 

this and other questions is discussed in 

Section VI. 

A framework for carrying out accident 

delineation has been established. A simple 

example of the techniques associated with 

our planned approach is described in 

Section VII. 

A new route for generating neutron 

cross sections for use in HTGR neutronic 

calculations has been adopted for the above 

thermal regime. This new procedure accounts 

for the double-heterogeneity structure of 

the HTGR core. 

Two-dimensional material worth distri­

butions in the HTGR and isothermal temper­

ature coefficients for compositions approx­

imating the end of equilibrium cycle core 

have been calculated during this quarter. 

The structure of the CHAP code has 

been revised to accommodate a modular ap­

proach to component modeling. A descrip­

tion of the current code package and com­

puting techniques is given in Section VIII. 

III. TASK 1, FISSION PRODUCT TECHNOLOGY 

A. Effects of the New Fuel Failure Model 

on the Release of I During the 

MHFPR Accident (J. E. Foley, J. H. Fu, 

and G. E. Cort) 

1. Introduction 

The General Atomic Company (GAC) 

has developed new fuel failure models for 

both BISO and TRISO fuel particles. The 

new diagrams for failed fuel fraction 

versus temperature for accidents involving 

core temperature transients are given in 

the GASSAR 6 (Ref. 2) standard safety 

analysis report. The new fuel failure 

diagram is shown in Fig. 1; also included 

in this figure is the earlier fuel failure 

diagram. 
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Fig. 1. TRISO fuel particle coating fail­
ure diagrams for both the old and 
new models. 
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The new failure model exhibits 

an onset of fuel failure at temperatures 

much higher than those given by the earlier 

model. For example, the temperature for 

50% failure of 4-yr old fuel has changed 

from '^ 1500 K to -v 2100 K. Typically, the 

onset of failure for the new model is 

500 K - 600 K higher than that of the 

earlier model. The onset of fuel failure 

during the MHFPR accident is thus delayed 
131 considerably. The I release calcula-

4 
tions reported earlier were repeated in 

order to study the effects of this new 

failure model on our earlier conclusions. 

2. Calculations 

131 
The time-dependent release of 

I from an HTGR core was calculated for 

the MHFPR accident using the AYER heat 

conduction model. For comparison purposes, 

release calculations were made using both 

the old and new fuel failure models. To 

simplify the calculations, the entire core 

was assumed to be 2-1/2 yr old. The values 

of the release constants used in the cal­

culations for failed TRISO fuel were 

identical to those used earlier (Ref. 4, 

page 4). An initial failed fraction of 

3% was assumed for both calculations. The 

results of these calculations are shown in 

Fig. 2. 
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Fig. 2. Time-dependent release of I 
during the MHFPR accident. 

3. Conclusions 

The results of the calculations 

using the new fuel failure model indicate 

that significant I release begins '̂  4 h 

after the onset of the MHFPR accident; the 

results from the earlier failure model 

show the release to begin about 2 h after 

the onset of the accident. For the new 

and old failure models, release of 50% of 

the iodine occurs at '\' 9 h and '̂' 8 h, 

respectively, after the onset of the ac­

cident. During the time period of maximum 

release (5 h- 10 h), the new failure 

model exhibits 'v 1 h delay in the iodine 

release. Thus, the large change in the 

time-dependency of fuel failure, as shown 

in Fig. 1, is reflected as a much smaller 
131 

change in the time-dependency of I 

release. 

These calculations are in agree-

ment with our earlier conclusions that 

the time-dependent release of I is 

nearly independent of the fuel failure 

model, but is strongly dependent on the 

failed fuel particle release constants. 

B. Uncertainty in 131 I Release Using 

Monte Carlo Analysis (G. E. Cort and 

J. H. Fu) 

1. Introduction 

A general computer program 

MCARLO was written to calculate the mean 

and standard deviation of dependent vari­

ables based on stochastic input parameters 

The code has been applied to calculate the 
131 uncertainty in I release from the core 

of an HTGR following the MHFPR accident. 

The uncertainty (one standard deviation; 

1 a) after 11 h is ± 18% of the nominal 

release, caused by the following assumed 

normally distributed uncertainties (1 a 

values): 

Decay Power 

Weighted Mean Specific Heat 

Exponent of Release Constant 

Pre-exponential Factor for 

Release Constant 

Mean Core Density 

5% 

2% 

0.9% 

1.5% 

0.7% 
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There is theoretically no limit 

to the nvamber of stochastic variables, 

their distribution functions, or the com­

plexity of the analytical model. Practical 

considerations (that is, computer time) 

will limit the models to those which can 

be completed in a few minutes of computer 

time. For 30 trials of the I release 

model described here, the execution time 

on the 7600 was 5 s. 

In applying results such as this 

to the real world, the major stumbling 

block is knowing the distribution function 

for the independent parameters. 

2. Discussion 

The Monte Carlo technique of 

error propagation analysis consists of 

choosing a random value from the distri­

bution function for each of the stochastic 

independent variables. The calculation is 

repeated many times (30 to 100) , each time 

with a different array of these variables. 

The distribution function of the output 

(dependent) variables can then be used to 

make statements about the uncertainty in 

the nominal value or the probability of 

exceeding some predetermined operating 

limit. For example, the function Z = A'B'C, 

where A,B,C are normally distributed about 

some mean value,has a standard deviation 

a„, given in closed form by: 

where 

Z", A, B, C are the mean values and 

a., etc.are the standard deviations. 

When the normalized standard deviations, 

a^ 
—^ etc, are small, only the first three 
A 
terms are significant. In the Monte Carlo 

method, a random number generator is used 

to select three values A., B., C. from the 
1 1 1 

distributions. 

The Monte Carlo model for the 

HTGR heatup and fission product release 

used the same main program and logic of 

selecting random values from the frequency 

distributions. Instead of the simple 

three-parameter equation to evaluate, 

however; a subroutine was added to calcu­

late the transient heatup of the core and 

resulting iodine release. The model was 

very similar to the AYER model except for 

the use of a single average core tempera­

ture instead of a finite-element heat 

conduction mesh. After using this model, 

it was decided that a three-core temperature 

model using three decay heating rates would 

be more exact. The three-region (or more) 

model is more exact because it is able to 

simulate the time-dependence of the fuel 

failure and fission product release more 

exactly, not because of a need to include 

heat conduction effects. However, heat 

conduction to the graphite reflectors is 

important. This was modeled by an equiva­

lent conductance obtained from the AYER 

results. 

The fuel failure and fission 

product release were calculated in exactly 

the same way as in the previous studies, 

except that only one (average) core temper­

ature was used. 

Figure 3 compares average core 

temperatures by the two methods, with good 

agreement. The fuel begins to fail much 

later and is 100% failed much sooner using 

the single-temperature, MCARLO nominal 

model (Fig. 4). This is due to the range 

of core temperature levels in the finite-

element code. The nominal iodine release 

rate (Fig. 5) does not begin to catch up to 

the AYER result until about 10 h after the 
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Fig. 4. Fuel failure fraction. 

accident. A three (or more) temperature 

model could be derived from the existing 

single element model and would take pro­

portionally longer to run on the computer. 

For the 30 trials. Table I gives 

the maximum and minimum values for the 

stochastic variables. 

3. Conclusions 

The technique of using a com­

plicated model to predict nominal behavior 

and a simplified one for Monte Carlo 

uncertainty analysis should have many 

practical applications. For many real 

systems, the propagation of error analysis 

can be done in no other way. If distri­

bution functions other than normal must be 

included, they are easy to apply by select­

ing the random numbers from the appropriate 

distribution. The uncertainties can be 
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TABLE I 

MAXIMUM AND MINIMUM VALUES OF THE STOCHASTIC VARIABLES 

Parameter Nominal 

Relative decay power 1.0 

Relative core weighted mean 

specific heat 1.0 

Exponent of release constant -22075.6 

Pre-exponential factor for 
release constant 6796.7 

Mean core density 1457.6 
131 

I release fraction at 10.7 h 0.611 

Maximum 

1.084 

Minimum 

0.919 

1.058 

21599. 

6958. 

1473.7 

0.893 

0.961 

-22377. 

6669. 

1429.1 

0.310 

allowed to change with time, temperature, 

or some other parameter. For example, the 

decay heating can become increasingly less 

accurate at longer times and the specific 

heat less accurate at higher temperatures. 

Information as to the uncertain­

ties in core temperature and iodine release 

as functions of time can be obtained with 

no significant increase in complexity or 

computer time. 

When the modeling is done care­

fully, the relative error from the sim­

plified Monte Carlo analysis should apply 

(within definable error bounds) to the 

results of the complete (complicated) 

model. 

The standard deviations in the 

independent variables must be obtained 

from literature search, experiment, pre­

vious analysis, or (frequently) engineering 

judgement. General Atomic Company used a 

10% "conservative" increase in decay power 

which we took to represent a 2 o value. 

The other uncertainties used in this report 

are engineering estimates. 

C. Effect of Surface Defects on the 

Adsorption of Cesitim on Graphite 

(B. L. Holian) 

In the previous quarterly report 

(Ref. 4, page 11), the interaction of a 

cesium ion with a perfect graphite surface 

was presented. Using the resulting poten­

tial, preliminary dynamic calculations 

indicated that the migration of cesium 

on a perfect graphite surface is like that 

of a free two-dimensional particle for 

temperatures above about 1000 K. Thus, 

true surface diffusion of cesium on graphite 

requires the presence of surface defects 

which could be either attractive or re­

pulsive sites for motion parallel to the 

surface. Such defect sites, if more 

attractive than a perfect surface, could 

also give rise to a higher calculated ad­

sorption energy for the low surface 

coverage limit (Henry's Law regime). 

The effect of missing carbon atoms in 

the graphite surface ("holes" or "pits") 

upon the adsorption energy of cesium is 

dramatic, as shown in Table II (the 

method of calculation has been presented 

in Ref. 4). The adsorption energy is 

given as a function of the size of the 

pit in the graphite surface. Three carbon-

carbon bonds must be broken for the first 

missing carbon atom (see Fig. 6). The 

one-atom hole is repulsive by one-half 

kilokelvin relative to the perfect surface. 

For the next carbon atom to be removed, 

two bonds must be broken (see Fig. 7). 

The two-atom hole is attractive by two-

kilokelvin. With four adjacent carbon 
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TABLE II 

ADSORPTION ENERGY OF CESIUM OVER HOLES IN THE GRAPHITE SURFACE 

Number of 
C atoms 

0 

1 

2 

4 

6 

24 

CO 

miss ing Number of broken 
C-C bonds/missing 
C atom 

0 

3.00 

2.50 

2.25 

2.00 

1.75 

1.50 

a 
- 5^ (kK) 
'̂ B 

61.3 

60.8 

63.2 

70.4 

102.0 

99.0 

_ 

b 

Z(A) 

2.97 

2.92 

2.61 

2.11 

1.40 

1.26 

_ 

Potential energy, K^^^ = 14.5 A (k_ = Boltzmann's constant). 

Height of cesium ion above graphite surface for minimum in potential energy. 

Fig. 6. One-atom defect in a graphite 
surface. ( = carbon-carbon 
bond with r(C) = 1.421), o = po­
sition of missing carbon atom, 
X = equilibrium positions of Cs 
ion, Jarge circle with r(Cs"'') = 
1.69 A shows size of ion compared 
with hole in graphite surface). 

Fig. 7. Two-atom defect in a graphite 
surface. (same key as Fig. 6) 
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atoms missing, three different shapes are 

possible (the one with trigonal symmetry 

is shown in Fig. 8. The four-atom hole 

is attractive by about nine kilokelvin. 

A noticeable transition occurs when the 

hexagonally-symmetric six-atom hole is 

made from the five-atom hole by breaking 

only one more C-C bond (see Fig. 9). At 

this point, the Cs ion is just able to 

squeeze down comfortably into the hole at 

a height above the graphite surface not 

far from the conducting plane 
o 

(Z = 1.28 A). As the number of missing 

atoms is increased, very little effect is 

seen, though the minimum energy rises 

slightly by the 24-atom hole, the next 

hexagonally-symmetric hole after the 6-atom 

hole (see Fig. 10). The reason for the 

higher energy is the Cs can get close 

to the carbon atoms at the edge of the 

24-atom hole, while in the 6-atom hole, 

the Cs is completely surrounded by car­

bon neighbors. The atoms below the 

first layer do not have a great effect on 

the potential energy, as verified by cal­

culations of the six-atom hole with one 

and four atoms missing from the sublayer. 

The conducting plane, which contains the 

donated Cs electron, serves to hold the 

Cs"*" at Z 'v z (see Eq. 16 of Ref. 4) , at 

least in this model. 

In order to draw a firm conclusion 

from these results for a defective 

graphite surface, molecular dynamics cal­

culations of thermal annealing of the 

surface ought to be carried out. Such 

computer experiments might show the coales­

cence of randomly distributed one-, two-, 

...., and five-atom pits into six-(or more) 

atom pits, thereby yielding a realistic 

* 
By this simplified thermochemical argu­
ment, we mean to illustrate the distinct 
energetic preference for 6- (or more) 
atom holes over a random distribution of 
smaller holes in a graphite surface (see 
Table II for number of C-C bonds broken 
per missing carbon atom as a function of 
the number of atoms comprising a hole). 

Fig. 8. Four-atom defect in a graphite 
surface, (same key as Fig. 6) 

Fig. 9. Six-atom defect in a graphite 
surface. (same key as Fig. 6) 
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Fig. 10. 24-atom defect in a graphite 
surface. (same key as Fig. 6) 

surface defect distribution. Then, by 

following the motion of a cesium ion on 

this more realistic surface, a surface 

diffusion coefficient, as well as average 

adsorption energy, could be calculated, 

essentially from first principles, and 

compared with the recent experimental 

results. 

D. Primary Coolant Impurities Inter­

actions with Fission Products 

W. A. Stark 

A start has been made on the con­

struction of the apparatus intended for 

studying the reactions of primary coolant 

impurities with fission products. A 

block diagram of the apparatus is shown in 

Fig. 11; the portion within the dashed 

boundary has been completed and is under­

going leak checking. 

The system is essentially all metal 

to allow operation at pressures greater 

than one atmosphere and to allow at least 

partial bakeout of the gas delivery lines 

to maintain gas atmosphere purity. As 

presently configured, the gas delivery 

system includes a main helium supply line, 

and two impurity injection lines. The 

latter contain electronic gas flow 

G d - UlFFEREHTIM. 
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J 

F i g . 1 1 . Block diagram of coolant impuri­
ties apparatus. 

monitoring and control valves which deliver 

1% CO or Hj in helium mixtures to the main 

gas line. 

The main helium is purified of oxi­

dants by a titanium bed at a temperature of 

'V 1050 K; if desired, precise water injec­

tion is accomplished by passing the main 

stream helium through a water electrolysis 

cell. The effluent gases (He, H-, Oj, and 

HjO) are then passed through a liquid 

nitrogen trap which condenses the HjO. 

The resulting He containing Hj and 0, is 

subsequently passed over a hot platinum 

gauze catalyst, where the H- and O2 re-

combine to give water vapor. Knowledge 

of the electrolysis current and the flow 

rate of the helium gas gives the water 

vapor concentration. 

Following leak checking, the perfor­

mance of the titanium getter furnace, the 

water injection system, and the CO and H 

injection system will be evaluated using 

the helium after-glow moisture and impurity 

monitoring device (Ref. 4, p. 37-39). 

When satisfactory performance of the 

gas delivery system is demonstrated, 

experiments will be initiated to study the 

interaction of low levels of water vapor 

with cesium in graphite. Reactions will be 
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monitored using either a microbalance 

system or a quartz crystal oscillator 

system. 

IV. TASK 2, PRIMARY COOLANT IMPURITIES 

Efforts within this task area are 

directed to the analytical and experi­

mental study of the interactions between 

impurities in the helium primary coolant 

gas and the various materials in the 

primary coolant circuit. The more likely 

impurities are steam, and the products of 

the steam/graphite reaction: hydrogen, 

carbon monoxide, carbon dioxide, or 

methane. Materials of interest include 

the core and related graphite structures, 

and metallic components such as steam 

generators, heliim circulators, orifice 

valves, and control rod systems. Inter­

actions between gaseous impurities and 

fission products are also of interest. 

A. Code Development (A. Bowman, R. Feber, 

and J. Lundsford) 

The OXIDE-3 code received from GAC 

has been reviewed and rewritten in a 

different style. The modified version, 

designated 0XIDE-3A, is now fully opera­

tional, and has been tested with a design 

steam leak problem and with a depressur-

ization accident problem. The two code 

versions give essentially the same an­

swers, with most computed quantities 

agreeing to within 1%. The pressure drop 

across the core is calculated and main­

tained in 0XIDE-3A. The resultant effect 

is practically negligible, less than 0.5% 

on all output quantities for the design 

steam leak problem. The BLDG subroutine 

has been modified extensively, with the 

correction of some programming errors and 

a change in the time integration logic. 

The effect on building conditions is of 

the order of 1-3% in the depressurization 

accident. 

The development of the CIMPRE code 

has been resumed. The method for coupling 

heat transfer and the diffusion of react­

ing chemical species is under study at 

present. 
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Effort is being expended upon certain 

modifications to the complex equilibrium 

code, QUIL. In all problems for which 

solutions have been obtained, the solution 

minima have been well behaved. However, 

instances have occurred in which the 

trajectory in parameter space brings the 

system solver into a singular region when 

still far removed from the solution mini­

mum. Computing effort increases consider­

ably at this point, and in some cases no 

solution is obtained. It is hoped that 

performance can be improved by a modifi­

cation of the search strategy embedded in 

the subroutine DSER. As a first step, DSER 

is being further broken down into other 

subroutines to provide a more flexible 

logic pattern in the direct search phase. 

It is then hoped that further study can 

indicate remedies for this problem. 

Calculations are continuing on the 

chemical interaction of the primary coolant 

loop impurities with fission products. 

The initial effort was directed toward 

cesium; a topical report is in the rough 

draft stage and treats the equilibrium 

behavior of cesium species during a variety 

of normal, off-normal, and accident HTGR 

operating conditions. 

The next elements to be investigated 

will be tellurium, iodine, and strontium. 

Unfortunately, the thermochemistry of 

these elements is not as well established 

as for cesium, and considerable effort is 

required in order to secure the literature 

data. Since iodine is better characterized 

than either tellurium or strontium, it 

was decided to investigate this element 

next. To date, using a limited thermo­

dynamic data base, no condensed iodine 

compounds have been found that would be 

stable in the reactor environment. Some 

solubility would have to exist in the com­

plex carbides present in the fuel bead, 

although this may represent an insignifi­

cant amount. Concentration distributions 

have been calculated on the basis of 

gaseous compounds for which thermodynamic 



data have been located. These compounds 

include the monomer and dimer of iodine, 

hydrogen iodide, cyanogen iodide (ICN), 

and nitrosyl iodide (ION). 

Figure 12 is an activity plot of these 

species at equilibrium in the Peach Bottom 

stoichiometry. The stable iodine species 

are seen to be hydrogen iodide at low 

temperatures, and the monomer of iodine at 

higher temperatures. The transition tem­

perature is about 1050 K. The distribu­

tions of the components are little changed 

by the absence or presence of carbon. Cal­

culations are being carried out to deter­

mine the effect of the different reactor 

stoichiometries upon the distribution of 

species present. 

rEMPrRRTUnr c m 
1310 ISTO ITW 

h 

Fig. 12. Equilibrium distribution of 
species of iodine present in the 
Peach Bottom stoichiometry. Ex­
cess carbon present, and iodine 
at IQ-IO ppmv. Total pressure 
2296 kPa. 

B. Coolant Impurity Reactions with 

Graphite and Metallic Components 

(L. C. Michels and W. A. Stark) g——— 
Prior work has shown that austen-

itic alloys such as the stainless steels, 

incoloys, and inconels exhibit depletion 

of certain alloying elements during long-

term exposure to impure helium at elevated 

temperatures. This depletion occurs in 

the metal layer immediately beneath a 

porous, nonprotective oxide film that 

forms on the alloy surface. Depletion is 

a result of the selective oxidation and 

concentration of chromium, titanium, and 

manganese in the surface oxide. The 

depleted layer has been reported to be 

about 2-5 times as thick as the surface 

oxide. Aside from possible mechanical 

property deterioration due to this deple­

tion, a consequence with implications for 

reactor safety is the loss of oxidation 

resistance. 

The normally excellent oxidation re­

sistance of these alloys is due largely to 

their high chromium content. In atmospheres 

with high oxidant levels, a thin, compact, 

and adherent film quickly forms on the 

surface of the alloy. This film is 

basically some modification of Cr-O,, and 

acts as a diffusion barrier to protect the 

alloy from further rapid oxidation. 

During long term exposure to HTGR 

helium these alloys generally do not 

form a protective oxide film. Addition­

ally, it is possible they may loose their 

resistance to oxidation due to chromium 

depletion. In the event of a reactor 

accident after long-term normal operation 

and during which high levels of oxidant 

are introduced into the primary circuit, 

rapid internal oxidation of these alloys 

could occur. This in turn might cause 

embrittlement and increased fracture 

sensitivity. Subsequent operation of the 

reactor could then result in premature 

failure of the affected components. 

Experimental work is in progress to 

simulate in a short time the alloy 
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depletion that occurs during long term 

exposure of alloys to impure helium. Such 

specimens can then be exposed to coolant 

impurity conditions believed to exist 

during reactor accidents in order to de­

termine the effects of prior alloy deple­

tion. 

In some preliminary studies, speci­

mens of Incoloy 800 wire of nominal 0.5 mm 

diam were annealed at 1173 K and 1458 K 

in a vacuum of 10~ torr. The purpose of 

this treatment was to remove alloying 

elements such as chromium and titanium 

from the surface layers of the specimens 

by evaporation. The specimens, including 

as-received material were then exposed to 

flowing air at 973 K and atmospheric 

pressure. Subsequent metallographic exam­

ination showed differences in oxidation 

behavior. 

The samples annealed at 1173 K 

showed no observable differences in oxi­

dation when compared to the as-received 

material. The expected oxide films were 

apparently too thin to be seen at magnifi­

cations up to 600 X. The sample annealed 

at 1458 K, however, showed large patches 

of relatively thick oxide that had pene­

trated into the base metal (see Figs. 13 

and 14). Other microstructural changes 

occurred, such as grain growth and inter-

granular carbide precipitation. These 

are believed to be strictly thermally 

induced changes unrelated to the observed 

oxidation behavior. 

On the basis of these observations, 

it appears that appreciable depletion of 

chromium took place during vacuum anneal­

ing at 1458 K, but not at 1173 K. It fur­

ther appears that this depletion resulted 

in enhanced oxidation. Confirmation of 

these tentative conclusions awaits the re­

sults of electron microprobe analysis of 

the specimens. 

It would be desirable to correlate 

the concentration profiles developed using 

this simulation method with those brought 

about by long-term exposure to impure HTGR 

helium. Although such information is 

available in the literature, it is by no 

means extensive. An attempt to establish 

or estimate such a correlation will be the 

subject of further inquiry along with con­

tinuing experimental efforts. 

Fig. 13. Air oxidation of Incoloy 800._ 
600X. Pretreatment: 1173K, 10 
torr, 48 h. Air exposure: 973 K 
0.78 atm, 8 h. Etch: Glyceregia 
30 s. 

Fig. 14. Air oxidation of Incoloy 800. 
600 X. Pretreatment: 1458 K, 
10 -' torr, 1 h. Air exposure: 
973 K, 0.78 atm, 8 h. Etch: 
Glyceregia, 90 s. 
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V. TASK 4, STRUCTURAL INVESTIGATION 

A. Physical Model Test Program for Core 

Seismic Response (R. C. Dove and 

C. A. Anderson). 

1. Physical Test Facility 

A request for a proposal for the 

servohydraulic shaker to be purchased for 

the physical test laboratory has been pre­

pared. Our present plans are that ini­

tially the shaker will provide only for 

controlled horizontal table motion with 

excitation in the frequency range from 

0.1 to 100 Hz. In addition to specifi­

cations in terms of frequency versus 

motion capabilities, the vendors have been 

requested to specify the shaker's capabil­

ities to reproduce a random motion (re­

corded or simulated earthquake) specified 

in terms of that motion's response spec­

trum. The random motion which it is 

desired to produce is specified in terms 

of the response spectra discussed in 

Section 2 below and shown, for example, 

by Figs. 15, 16, and 17. After contact 

lo'c 1—I I 1 — I • — 1 1 

FREQUENCY- Hz 

Fig. 15. Shifting of model response 
spectrum. 

Fig. 16. Response spectrum of simulated 
earthquake for prototype test­
ing. 

FREQUENCY- Hz 

Fig. 17. Response spectrum of frequency 
shifted simulated earthquake. 
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with the vendors we will write a final 

purchase order that will be placed as 

soon as funding is available. 

2. Investigation of Earthquake 

Scaling 

As part of preliminary planning 

for physical testing of scale models some 

investigations have been made in the 

scaling of earthquake time histories. 

Anticipating the "Froude" 
12 

scaling (that is, the effect of gravity 

included) will be appropriate,we expect 

that the following scale factors will be 

required: 

Time Scale (N. ) 

b. 

where N, is the 
'd ' """"= "d 

desired length scale. 

Velocity Scale (N ) 

Nv = ^ " ^ 

and 

c. Acceleration Scale (N ) 

N = 1 . a 
Since the simulated earthquake 

used for driving test models will be 

specified in terms of their response 

spectra it is useful to compare the NRC 

required spectrum to its equivalent scaled 

value. This is done in Fig. 15, where a 

length scale (N,) of four has been assumed. 

The piecewise linear curve marked A B C D 
P P P P 

represents the NRC required response spec­
trum (0.5% damping) for a simulated 
earthquake to be used in a prototype test. 
The piecewise linear curve marked A B C_D_ 

m m m m 

represents the required spectrum (0.5% 

damping) for a simulated earthquake to be 

used in a model test where the length 

scale has been selected as four, that is, 

NJ = 4. Clearly all points have been time 

shifted so that frequencies are doubled 

(N. = / Nj = 2 ; that is, model periods 

are halved or frequencies doubled) and ac­

celerations for homologous frequencies 

remain constant. 

The response spectrum of the 

simulated earthquake previously used to 

drive our analytical models is shown in 

Fig. 16 and the response spectriim for the 

scaled (N, = 4) version of the same earth­

quake is shown in Fig. 17. Clearly, it 

is not difficult to properly scale the 

earthquake history, but all equipment and 

instruments used to treat and measure this 

signal must have adequate capability over 

the new frequency range. In this example 

we note that the spectriim analyzer does 

not have capabilities to the required 

66 Hz. 

B. Analytical Model Development for Core 

Seismic Response (J. G. Bennett, 

R. C. Dove, K. H. Duerre, J. L. Merson 

and C. A. Anderson) 

1. Two-dimensional Core Seismic 

Model 

As indicated in the previous 

quarterly progress report a two-dimensional 

analytical model of the core had been 

made operational. During this quarter this 

model has been run to investigate the effect 

of the pin connections between core blocks 

on the system's seismic response. The 

model and forces considered are shown in 

Figs. 18 and 19. In all of the computations 

made using this two-dimensional model the 

values of block stiffness and pin stiffness 

used were those obtained from the analysis 

reported on in the previous quarterly 

progress report. Model parameters used as 

"base" data are given in Table III. The 

excitation consisted of a horizontal base 

acceleration of amplitude Ig and frequency 

5 Hz. The vertical base motion was zero. 

Output available for each block 

(in both tabulated and plotted form) in­

cludes: horizontal acceleration versus 

time; contact force on block side walls 

versus time; pin force versus time; verti­

cal acceleration versus time; and contact 

force on block bases versus time. Figure 

20 gives an example for a 1-s run using 

base data. Vertical accelerations and 

forces are not shown in this case since the 

vertical input was zero. 

14 



SPECIFIED MOTION UPPER NORMAL FORCE 

-Typical on all 16 elements 

Fig. 18. Two-dimensional model. 

COrfTACT FORCE 

UPPER FRICTION FORCE 

UPPER PIN FORCE 

CONTACT FORCE 

LOWER SU3T FORCE 

LOWER FRICTION FORCE 

Fig . 19. 

LOWER-
NORMAL FORCE 

Free body diagrams illustrating 
all effects in the two-dimensional 
model. 

TABLE III 

BASE VALUES USED IN THE STUDY OF THE TWO-DIMENSIONAL MODEL 

Item 

Block Size 

Block Weight 

Block Stiffness 
Horizontal Direction 
Vertical Direction 

Connector Stiffness 
Pin 

Slot 

Gap Between Block 

Clearance Between Pin & Slot 

Friction Between Horizontal 
Surfaces 

Static Coefficient 

Kinetic Coefficient 

Symbol 

d 

W 

K„ 

C 

h 

Base Value 

0.38 m (15-in.) 

794 N (178.5 lb) 

,89 X IOQ N/m (10.8 x 10^ lb/in.) 
84 X 10^ N/m (16.2 x 10° lb/in.) 

,084 X 10^ N/m (6.19 x 10^ lb/in.) 

,084 X 10^ N/m (6.19 x 10^ lb/in.) 

8 mm (0.150-in.) 

1.27 mm (0.050-in.) 

0.20 

0.16 
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Fig. 20. Response of block #9 to horizon­
tal sinusoidal excitation. 

The general behavior of the pin 

restrained, two-dimensional system can be 

explained in terms of these figures. Al­

though block number 9 received 61 acceler­

ation pulses (see the top response in 

Fig. 20), only two of these are due to side 

wall impacts (see the bottom response in 

Fig. 20). The remaining pulses result 

from pin-slot closure; those applied to 

the base of block number 9 are shown as 

the middle response of Fig. 20 and those 

applied to the top of block number 9 are 

available as the equal, but opposite, re­

actions of the lower pin forces on block 

number 13. 

A series of runs have been made 

in which pin clearance (h) and pin stiff­

ness (K and K ) have been varied from 
P ° 

the base values. The results may be sum­
marized as follows; 

a. Side contact between blocks is 

eliminated in all horizontal 

rows below which the accumulated 

pin gap clearance is less than 

the gap between blocks. 

b. Smaller pin/slot clearances 

(lower h) produce more numerous, 

but less intense pin/slot im­

pacts. 

c. Stiffer pins (higher values of 

K or K ) produce more numerous 

and more intense pin/slot im­

pacts. 

Results from several specific runs are 

summarized in Table IV. 

During the coming quarter this 

two-dimensional model will be used to in­

vestigate the effect of vertical input on 

system accelerations and forces. 

2. Investigation of the Damping 

Mechanisms Being Used in the 

One-and Two-dimensional Analyti­

cal Models 

During the RSR-HTGR structural 

review one of the participants suggested 

that perhaps the importance of system 

damping which was indicated by studies 

conducted on our analytical model was in 

reality due to "computational damping" 

associated with the numerical method being 

used. To demonstrate that our model be­

havior is indeed due to the frictional 

damping and/or the hysteretic energy loss 

assigned to the system rather the "compu­

tational damping", three runs were made on 

4 
the one-dimensional, four-block model. 

For the first run the model was 

assigned zero frictional damping and zero 

hysteretic energy loss. The system was 

excited by a 1 g, 5 Hz base motion for 

0.4 s; following this the base excitation 

was reduced to zero. Figure 21 indicates 

that system motion continues after base 

motion ceases with essentially no damping. 

In the second run the system was assigned 

a coefficient of kinetic friction of 0.16. 

Figure 22 indicates that system motion 

This review was held by NRC at Germantown, 
Maryland, on June 12, 13, 1975. 
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TABLE IV 

EFFECT OF PIN CLEARANCE AND STIFFNESS 

Description" 

1-D System 
(Block 1,2,3,4, 
only), no pins 

Max. Block 
Acceleration(9) 

345 

Max. Side 
Contact Force (N) 

274 X 10-̂  
(61 677 lb) 

Max. Pin 
Shear Force (N) 

2-D System 
(Block 1-16) 
no pins 

377 299 X 10" 
(67 281 lb) 

2-D System 
Base Values 

178 131 X lO-" 
(29 520 lb) 

140 X lO"" 
(31 597 lb) 

2-D System 
h decreased to 
0.254 mm (0.010 in.) 

72 
(no side contact) 

57 X lO"" 
(12 879 lb) 

2-D System 
h increased to 
0.254 mm (0.100 in.) 

327 260 X 10" 
(58 344 lb) 

169 X 10" 
(38 006 lb) 

2-D System 
K and K increased 

to 1.75 X 10^ N/m 

219 128 X 10" 
(28 820 lb) 

173 X 10" 
(38 966 lb) 

2-D System 
K and K„ decreased P s q 
to 0.7 X 10^ N/m 

164 130 X 10" 
(29 200 lb) 

115 X 10" 
(25 907 lb) 

''AH values are as given in Table III except as noted. 

. ^ 5 0 0 

I 

§ 
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0 ' ' f '«0 .4 
X B « I « « 5 H Z 

8lock * l 

c . -o 

irnrr? 
' I 

Driving Acc -O 
at l ^ 0 . 4 > t e . 

1.0 
TIME-sec 

2 :0 

SCO 
I 

i 
K 
bJ 
_l 
Hi 
U 

ffi-500-1 

0 - ' t ' < 0 . 4 
Xe>l««5Hz 

Bleel i ' l 

CL-O 

i^—Driving Acc.'O 
•^ at f * 0,4 toe. 

IX> 
TIME-sec. 

2.0 

Fig. 21. Undamped response of four-
block model. 

Fig. 22. Response of four-block model 
with coefficient of kinetic 
friction equal to 0.16. 
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is rapidly reduced to zero after base 

motion ceases. In the third run the 

system was assigned zero frictional damp­

ing and a hysteretic energy loss of 40%. 

Figure 23 indicates the effect of this 

type of damping. 

3. Fuel Block Locating Pin Slot 

Stiffness 

The fuel block locating pin is 

restrained in its lateral movement by a 

circular slot in an adjacent fuel block 

or support material. Three finite element 

models were used in estimating the stiff­

ness of the slot. They were: 

a. Model I, (Fig. 24) similar to 

that used for pin stiffness es-
4 

timates reported earlier. This 

model was analyzed by the SABOR/ 

DRASTIC computer code. 

b. Model II, indentical to Fig. 25 

except for the truss elements 

that were not included. 

c. Model III, shown in Fig. 25. 

Both Model II and III used the 

plane strain option of computer 

program SAP-IV. 

111)11 

•• "-)— 2.098 cm. 

^ 

TTT 

^ 2.22 cm. 

V Locating pin slot 

Section A-A 

11)111111111)111 n 11II 

••—1.049 cm. 

7.62 cm. 

7.62 cm. 

9 
I 

O 
m 

Fig. 

0^t-tf0.4sec. 
'XBMg.i?5Hz 

1 n 

r, XB-O 
et^0.4sec. 

Block I 

£ L • 40% 

» 1.0 

Time - sec. 

23. Response of four-block model 
with hysteretic energy loss. 

2.0 

Fig. 24. Axisymmetric model for pin slot 
stiffness calculation. 

,Truss altniafit 

1 .049^1 
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NOTEi 
DImtmloiw In csntimMsrs 
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Fig. 25. SAPIV finite element model for 
pin-slot stiffness calculation. 



A half-cosine static load was 

assumed for all three representations. 

This was accomplished by specifying the 

Fourier components for the SABOR version 

and by obtaining the nodal forces for 

Models II and III by integrating the 

pressure times the nodal area, that is: 

F„ = /Pda = P„R / cos6de 
n o On 

(2) 

where R_, 6, and 9̂  define the area as-o 1 2 
sociated with the nodal force. 

Model I gave a value of stiff-
9 

ness of 2 X 10 N/m as an upper limit 

since the coolant and fuel holes were not 

removed from the material. A stiffness 
7 

value of 4 X 10 N/m was obtained from 

Model II; however, unreasonable (negative) 

displacements were also obtained. Con­

sequently truss elements were added. The 

elastic modulus of the trusses was ob­

tained from the relation E = K • Jl/A, 

by fixing the length and cross sectional 

area and assuming the same stiffness as 

the fuel block. This third model gave 

an intuitively reasonable value of 
p 

3 X 10 N/m for stiffness of the slot. 

The last estimate is 30% of the pin stiff­

ness versus 200% and 3.5% for Models I 

and II respectively. 

4. Development of a Prismatic 

Finite Element 

Attempts to model the dynamic 

behavior of HTGR cores have relied, in 

general, on modeling by discrete springs 

and point masses. Values of the spring 

constants and point masses are deter­

mined in many cases by ad hoc methods 

which do not take into account the 

structure of the bodies involved. The 

finite element method provides a way of 

treating individual structural elements, 

such as fuel blocks, for determination 

of spring stiffnesses and equivalent 

masses. These stiffnesses and masses 

can later be used with a time integration 

routine to calculate the dynamic response 

of the assembled structure. In addition 

to providing a method of determination of 

spring stiffness and equivalent point 

mass, the finite element method also 

yields the stress variation in the in­

dividual element with but a small amount 

of additional calculation. 

The ability of any finite ele­

ment to accurately describe its various 

modes of deformation depends on the order 

of the approximating shape functions. For 

predicting core block behavior we felt 

that the shape functions should allow for 

extension, torsion, pure bending, and 

bending in the presence of transverse 

shear stress. Figure 26 shows an idealized 

(without coolant holes, etc) model of a 

graphite core block; the hexagonal core 

block is made up of six subelements of 

triangular cross sections as shown. We 

have taken shape functions in the subele-

ment which are linear through the cross 

section and quadratic along the length 

of the cylinder; these shape functions 

allow the subelement to undergo the afore­

mentioned deformation modes. The shape 

functions for the triangular prism are 

given by the following expressions: 

5* *5 

12 

19 

13 14! 

'T 
^2^ 

/ \ 

20 21 

Basic Subelement 

21-Node Hexagonal Prism 
Finite Element 

Fig. 26. 21 node hexagonal prism and 
basic subelement. 
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X3 = +c: N^(Xj^, X2, X3) = i L^(x^, x^) (-|) (1 + -|-) , i = 1,2,3 

0: N^(x^, Xj, X3) = J L^(Xj^, X2) (1 2 ^ ' ̂  ^ 1»2,3 (3) 

^^3, ,^3 
-c: N^(Xj^, X2, X3) = -^ L^(xj^, X2) (—) (-̂  - 1) , i = 1,2,3 

where L.(x,, X2), i = 1,2,3, are the linear 

shape functions for the plane triangle 

(see Ref. 13, Chapter 4) and c is the 

prism half-length. From Eq. (3) the 

strain-displacement matrix can be obtained. 

Using the elastic constitutive matrix for 

transversely isotropic materials as a 

model for graphite behavior, we then form 

the element stiffness matrix in a straight­

forward manner. Numerical integration 

along the length was used. Assembling 

the six resulting stiffness matrices we 

obtain the 63 by 63 stiffness matrix for 

the hexagonal prism. The stress field in 

the subelement is constant in each tri­

angle and will vary linearly along the 

length. 

The finite element analysis 

described above for the hexagonal prism 

has been incorporated into a computer 

program. The analysis and program have 

been tested using the four St. Venant 

problems (extension, torsion, pure bending, 

bending with shear) as comparisons — these 

problems have well-known exact or engineer­

ing solutions. The loading conditions 

and results are given in Table V. Three 

integration points were used along the 

length of the element, and isotropic 

properties were taken with a modulus of 

1 X 10 MPa and Poisson's ratio of zero. 

We have concluded from the 

results of this study that the prismatic 

finite element described here is adequate 

to represent the three-dimensional 

structural behavior of graphite core 

blocks, and when incorporated into HTGR 

core models, would lead to major 

improvements in predicting the dynamic 

response of core block assemblages to 

seismic excitation. 

5. Simulated Earthquakes 

Horizontal and vertical time 

histories of the General Atomic 0.5 g 

simulated earthquake have been received. 

Response spectra for these time histories 

have been generated, and they compare 

favorably with those published in the 

GASSAR. These time histories will be used 

to excite our one- and two-dimensional 

core seismic models. 

C. Preliminary Study of HTGR Core Sup­

port Post Stability (C. A. Anderson) 

In the large HTGR designs the core 

is supported on an arrangement of graphite 

support posts, and questions have been 

raised as to the long-term stability of 

this core support method taking into 

account graphite material property degra­

dation caused by irradiation and a mois­

ture environment together with the poten­

tial for seismic excitation. The purpose 

of this investigation is to assess the 

probability of core support post instabil­

ity under these conditions. We will employ 

a deterministic mechanical model of the 

core and its support post together with 

some classical methods of reliability 

analysis as applied to earthquake engi­

neering in order to carry out the analysis. 

Figure 27 illustrates the support 

post model which will be used in this 

investigation; ii (t) and v (t) are the 

base vertical and horizontal accelerations. 

The initial studies will be concerned 

only with the elastic, large deflection 
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TABLE V 

COMPARISON OF NUMERICAL AND EXACT RESULTS FOR PRISMATIC FINITE 
ELEMENT UNDER ST. VERNANT LOADING SITUATIONS 

Problem Loading Condition Length 

Theoretical 
Displacement 

or 
Angle of Twist 
Per Unit Length 

Finite Element 
Displacement 
or Angle of 
Twist per unit 
Length 

Theoretical 
Stresses 

Finite 
Element 
Stresse 

Uniform 
Extension 

O.IIIII, 6 PLCS 

0.33333 

3 . 0 7 9 X lO"-'--'- 3 . 0 7 9 x lO"-*--*- 1 . 5 4 1 . 5 4 

Pure 
Torsion e 3.094 X 10~-'-° 4.076 x 10"-̂ ° 5.81 5.38 

Pure 
Bending 

Bending 
with Shear 

0.877, ALL 

10 
1 

1.477 X 10"-'-° 1.847 x lO""""" 

9.85 X lO"^ 9.41 X 10"^ 

8.51 

66.17 

10.67 

55.29 
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Fig. 27. Core support post model. 

behavior of the core support post; later 

studies may include inelastic material 

behavior of the post. Typically the 

nominal post dimensions are 2 m in 

length and 150 mm in diameter. The 

average stress acting in the post due 

to the dead load of the core is 3 MPa 

(420 psi) which corresponds to a factor 

of 5 to 20 less than the critical buck­

ling load P , depending on the column 

fixity conditions and elastic modulus 

used for the graphite. 

Simple models for the behavior of 

end loaded columns have been investigated 
14 15 previously in the literature. ' It 

has been shown that the behavior of a 

single degree of freedom model could be 

described by the ordinary differential 

equation 

V + (H)v + n^[i P(t) ]v = v^(t) (4) 

Q is the natural frequency of the system, 

P is the critical buckling load, and v 

is the lateral deflection. From Eq. (4) 

we see that the apparent natural frequency 

of the system is dependent on P(t). In 

Ref. 15, Eq. (4) was solved for a particu­

lar band limited white noise simulated 

earthquake and results for various column 

length-to-diameter ratios were tabulated. 

An adequate core support post model 

would be more complex than the structural 

models treated in Refs. 14 and 15. Be­

sides being complicated by the large 

number of support posts and consequently 

a large number of degrees of freedom, the 

problem is further complicated by fric-

tional effects between the support core 

masses and uncertain end conditions for 

each post. Although the model shown in 

Fig. 25 represents the behavior of only 

a single post and its supported mass, it 

does allow for elastic and frictional 

coupling between the supported mass and 

ground as well as the presence of flexible 

coupling of the post to ground. Later 

models will have more support posts. 

Our approach to this problem will be 

to use the finite element method to 

describe the motion of the column and its 

supported mass under both vertical and 

horizontal earthquake motions ii (t) and 

V (t),specified as time histories. 

Derivation of stiffness matrices for 

analyzing large deflection and stability 

of beam columns has been carried out 

following the work presented in Ref. 16. 

The equations of motion resulting will be 

integrated using Newmark's method. The 

time history of earthquakes will be ob-
17 tained by using the SIMEAR code for 

generating simulated earthquakes. Peak 

responses will be tabulated for column 

stiffnesses which take account of the 

degradation of material properties. 

where P(t) is the total axial loading on 

the column (dead load plus the vertical 

acceleration times the supported mass), 
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D. Code Development for Analysis of 

PCRVs (P. D. Smith and W. A. Cook) 

The NONSAP nonlinear finite element 

code is being modified for analysis of 

three-dimensional models of reactor 

structures. As obtained from the Uni­

versity of California at Berkeley,the 

NONSAP code permitted three-dimensional 

analysis of dynamic problems which re­

spond with large strains. Material 

models for three-dimensional analysis 

were limited to linear elastic, nonlinear 

behavior described with a piece-wise 

linear curve, and an elastic-plastic 

behavior following the Von Mises model. 

Several modifications of the NONSAP 

code are underway to render it useful 

for analysis of the PCRV. 

A subroutine has been added which 

permits specification of pressure loads 

on selected element faces. These pres­

sure loads are transformed into a set of 

consistent nodal forces by use of the 

element shape functions. 

A reinforced concrete model devel-
18 

oped by Agbabian Associates has been 

obtained from the Air Force Weapons 

Laboratory. The model computes a compos­

ite constitutive relation based on con­

crete and steel properties. The concrete 

is permitted to crack normal to principal 

stress directions. After cracks occur, 

bond degradation between concrete and 

steel is accounted for. Also, the en­

hancement of shear strength by dowel 

action across cracks is modeled. Cur­

rently the model is being debugged by 

applying uniaxial loads to a single 

three-dimensional element. An error in 

the formulation of the composite shear 

moduli has been found to be the cause of 

erroneous displacements observed for 

this test problem, and this situation 

has been corrected. 

The single greatest limitation 

placed on three-dimensional analysis by 

the current version of NONSAP is its 

in-core solution algorithm. The maximum 

possible in-core solution using the 

CDC-7600 is limited to a stiffness matrix 

of 240 000 words. A minimal meaningful 

PCRV analysis might consist of 2000 

degrees of freedom and a stiffness matrix 

bandwidth of 500. Such a problem exceeds 

CDC 7600 large-core memory capacity by a 

factor of four. A means of using an 

out-of-core equation solver is currently 

being investigated. 

Figures 28 and 29 show a ring 

structure and a reinforced concrete beam 

which have been chosen as demonstration 

problems for NONSAP. These structures 

are also being used to validate the 

concrete model. Experimental data exist 

for the dynamically loaded beam test 

problem. In the future the ring will be 

used to demonstrate PCRV liner models and 

the beam will be modified to include pre-

stressing tendons. 

Future modifications to the NONSAP 

code will permit it to model thermal 

stresses and creep effects in three-

dimensional structures. In addition, a 

Fig. 28. Ring structure for NONSAP con­
crete test problems. 
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Fig. 29. Reinforced concrete beam model. 

mesh generator and a graphics package for 

mesh plotting and output visualization will 

be added. Refinements of the concrete 

model are planned to more accurately 

represent concrete behavior under a 

tri-axial stress state. 

VI. TASK 6, SAFETY INSTRUMENTATION AND 

CONTROL SYSTEMS 

Efforts within this task area are 

directed to the assurance of the suit­

ability and reliability of instrumentation 

and control systems used in HTGRs to 

monitor and control safety-related plant 

parameters during all modes of operation. 

Measurement of parameters which are sig­

nificant to HTGR safety related research 

tasks is also being considered. 

Instrumentation considered in this 

task area includes primary coolant 

moisture monitoring, temperature measure­

ments, and neutron fluence measurements. 

A. Primary Coolant Moisture and Impuri­

ties Monitoring (E. J. Dowdy) 

Determination of the LASL Helium 
* 

Afterglow Impurities Monitor sensitivity 

for detecting primary coolant impurities 

other than moisture and competition among 

the impurity gas molecules for the avail­

able helium metastable atoms is awaiting 

completion of the fabrication of standard 

gas volumes. Accurate moisture content 

measurements over the range 0.2 to 2000 

ppmV have been previously confirmed. 

B. Temperature Measurements (V.Starkovich 

and B. Washburn) 

For a discussion of the device and pre­
vious test results, refer to earlier 
quarterly progress reports: LA-5870-PR 
(2/75), LA-5975-PR (6/75), and LA-6054-PR 
(9/75). 

Published information ' on 

kryptonate properties and their application 

for maximum temperature determinations 

has stimulated consideration of the pos­

sibility that similar properties might be 

exhibited by HTGR fuel materials. The 
85 radioactive isotope Kr has been diffused 

into graphites and solids having the 
19 20 graphite structure and stabilized. ' 

These solid sources, termed "kryptonates", 

are subjected to a thermal environment 

where the maximum temperature is to be 

determined. Following this exposure, 

the solid source is thermally annealed and 

the krypton release or retention is mea­

sured as a function of time and annealing 

temperature. Annealing releases or release 

rates, which are different below and 

above the unknown thermal environment 

temperature, are interpreted as a function 

of annealing temperature to provide indi­

cation of the maximum temperature. Should 

fuel materials behave similarly to krypto­

nates with respect to detectable releases 

of krypton or xenon during post-irradiation 

thermal anneals, it may be feasible to 

passively determine HTGR maximum fuel 

temperatures attained during reactor oper­

ation. The annealing property of interest 

in crushed fuel beads is a detectable 

change in noble gas release or release at 

an annealing temperature corresponding to 

the irradiation maximum temperature. 

Considerations, including discussions 

among the various task groups, outside 
21-27 consultation and literature searches, 

have identified, but not satisfactorily 

resolved several important questions. In­

cluded are(a) the physics of the trapping 

and release mechanisms,(b) the trapping 

and release efficiencies, that is, the 

fraction of the total generated krypton or 

xenon atoms that would exhibit the desired 
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temperature dependent trapping-release 

behavior,(c) the time dependence of the 

release, and (d)the most cost-effective 

means of performing an overall proof-of-

principle experiment. Progress and 

status on these questions follow. 

1. Trapping and Release Mechanisms 

The literature reviewed has in-
19 20 

eluded publications on kryptonates, ' 

reports on fission product release from 

reactor fuels and materials during post-
28—33 

irradiation thermal anneals and 

reports on the behavior of related 

material physical properties during post-

irradiation thermal annealing. ' 

The concept and terminology of trapping 

has been applied to describe the thermal 
20 annealing behavior of both kryptonates 

and fission product release from reactor 

39 

fuels. The current limited understand­

ing of the physics of the trapping-release 

phenomena is based on empirical methods 

and it is not clear at this time that the 

trapping-release mechanisms are the same 

in kryptonates as in reactor fuels. These 

mechanisms have not been quantitatively 

related to physical properties of the 

materials involved. 

While limited knowledge pre­

cludes analogies between the observed 

trapping-release behavior in kryptonates 

and fuels, potentially important differ­

ences have been identified. Among these, 

kryptonated materials used for various 

measurements applications were subjected 

to certain treatments, during and following 

preparation and prior to measurement ap­

plication, which are believed to affect 
19 

the trapping, release, and stability. 

It would not be possible to apply material 

quenching and initial degassing should 

these treatments be important to the 

trapping-release behavior of reactor fuel. 

We also have no information on the effect 

of irradiation upon trapping-release in 

kryptonates or fuels. 
39 Calculations of diffusion, 

assuming that atoms may be trapped and 

thus delayed in time from further dif­

fusion, have shown good agreement with 

experiment for diffusion of rare-gas fis­

sion products from UO,. This model gives 

two terms for diffusion from a sphere; one 

term reflects the quantity of atoms versus 

time leaked out from the original inventory 

in the matrix and the other term reflects 

corresponding leakage from the traps. The 

leakage from traps is generally slow and 

leakage from the matrix is fast. For 
39 three examples of experimental data on 

diffusion from 00-, calculations indicate 

that over 90% of the available atoms are 

trapped initially and that approximately 
5 

10 s elapse at annealing temperatures of 

1300 and 1700°C before the xenon gas 

quantity released from traps equals that 

released from the matrix. 

Pressures and temperatures used 

in the preparation of kryptonates by the 

diffusion method and those expected in­

side the HTGR fuel beads are comparable. 

2. Trapping and Release Efficiencies 

The review of data on fission 
2 8 — 32 

product release from reactor fuels, 

including crushed PyC coated beads, ' ' 

during post irradiation thermal anneals 

has not suggested specific trapping-release 

mechanisms or quantities of fission prod­

ucts that might be expected from release 

from traps. Using existing diffusion 

30 3 
data and assuming a 10 s observation 
period with a release of 10% of the 
desired atoms, it is estimated that a 

-3 
trapping efficiency of approximately 10 

is needed for a signal-to-noise ratio of 

one. 

3. Release Time-dependence 

No information has been found 

which confidently and directly reflects 

the desired trapping release time-

dependence. In low temperature (400-1200°C) 

anneals of UO- and graphites, typical 

two-step xenon diffusion rate curves are 

obtained. The fast portion lasts for 

20-30 min and is followed by diffusion at 

a much slower rate. High temperature 
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(1400-2200°C) anneals of UC_ with PyC 
29 

coatings and of sintered U0_ (see Ref. 

21) behaved similarly with respect to 

xenon release. There are at least two 
28 important rate-controlling processes. 

The simplest of these processes (diffusion 

from cracks and pores) can be roughly 

approximated by an exponential decay law 

and the more complicated process (dif­

fusion from grains) can be empirically 

described as the sum of two exponential 

terms as though it consisted of a fast 

and a slow process. 

Available information on the 
20 

annealing behavior of kryptonates indi­
cates similar two-step diffusion of 
krypton with the initial fast portion 
lasting approximately 20-25 min. 

Interpretation of the model of 
39 

Hurst indicates that the atoms associated 

with trapping may make a very small (1% 

or less) contribution to the annealing 

release at early times, that is, during 

the fast release rate process, when the 

fraction of total atoms which are trapped 

may be high. The model allows for an 

atom to be trapped and released many times 

before eventually escaping and thus the 

time spent in traps may be much longer 

than the lifetime in a single trap. The 

contribution to the release from trapped 

atoms will lag that from the matrix by 

the mean lifetime in the traps. 

These observations on releases 

and release rates indicate that at a 

given annealing temperature, releases 

would have to be monitored for periods 

greater than 30 min to detect effects of 

atoms escaping from traps. These obser­

vations should continue for approximately 

two hours in order to define the charac­

teristics of both the fast and slow steps 

of the release, to establish possible 

existence of the desired behavior and to 

permit development of data interpretation 

techniques. Application of the technique 

may not require observations for periods 

significantly greater than 30 min. 

Additionally, a number (10-15) of annealing 

temperature steps below and above the 

irradiation temperature will be required 

to establish the temperature dependent 

behavior of the release and release rate. 

4. Proof-of-Principle Experiment 

Work is continuing to better 

assess potential approaches for quickly 

and effectively determining if irradiation 

temperature dependent noble gas trapping 

and release exist in HTGR fuel. Plans 

under consideration include coordination 

of this work with that which may be pro­

grammed by the fission product transport 

task and cooperation with other labora­

tories which are equipped to perform the 

necessary work. 

5. Other Techniques for Maximum 

Core Temperature Determination 

A preliminary review of maximum 

temperature determination by temperature-

dependent release of fission products and 

by temperature-irradiation induced changes 

in material properties has been conducted. 

The main purpose, at this time, in review­

ing information related to these techniques 

has been the search for indications of 

temperature-irradiation induced changes in 

material properties which might associate 

with mechanisms of noble gas trapping and 

annealing release. 

Additional information will be 

reviewed and compiled for evaluation at a 

later time. 

VII. TASK 7, ACCIDENT DELINEATION 

(John E. Foley) 

A. Introduction 

The various factors that must be 

determined in order to estimate the risk 

to the population from the release of 

radioactive material during an accident at 

a nuclear power plant as given in WASH-1400 
40 

(Draft) as: 

1. the probability and magnitude of 

release of radioactivity. 
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2. the likelihood and character­

istics of various meteorological 

conditions, and 

3. the distribution of population 

that can be affected by the 

accident. 

Of the above, only the "magnitude of 

release of radioactivity" is of concern 

to us at the present time in this task 

area. Because of this, "risk" is not 

the proper term to use for the conse­

quences of our analyses because an esti­

mate of "risk" requires that both the 

meteorological conditions and population 

distributions must be known in addition 

to the probability and magnitude of re­

lease of radioactivity. We will thus use 

a more limited definition of consequences 

of an accident by defining consequences 

to be simply estimates of the mean values 

and variances of the release rates of 

the isotopes of biological significance 

from the containment building to the 

environment. For the present, we plan 

on limiting our studies to potential 

accidents involving the reactor core. 

We will leave the analyses of potential 

accidents not involving the core (such 

as fuel storage accidents) to a later 

time. 

At the present time, it is not 

clear how "plant specific" we should be 

in our analyses of the faults that ini­

tiate accidents. Since each HTGR plant 

is designed differently (by different 

architect-engineers), it will be difficult 

to define unique fault sequences leading 

to an accident. We feel that the accident 

delineation task should deal with "generic" 

HTGR problems, rather than with plant 

specific problems. Our initial emphasis 

will thus be placed on describing the 

sequences and on calculating the conse­

quences following the postulated accidents; 

that is, we will emphasize the accident 

progression and consequence analyses 

rather than emphasize the initiating 

fault sequences. Many accidents are 

"generic" to the HTGR (such as depres-

surization, reheater leak, etc.) and the 

progression and consequence of these ac­

cidents can be described somewhat inde­

pendently of the particular plant design. 

The cause, or initiating fault, of such 

potential accidents, however, may be quite 

specific. A flow diagram of the activities 

of this task is shown in Fig. 30. Our 

initial activities, as detailed above, will 

concentrate on the right hand portion of 

the figure. 

The types of initiating phenomena 

that lead to potential accidents are: 

1) core power/flow imbalances, and 2) loss 

of pressure boundary integrity. These 

phenomena can be further subdivided into: 

1. Core power/flow imbalances 

a. Power transients 

b. Loss of circulation 

2. Loss of pressure boundary 

integrity 

a. between primary coolant and 

containment building 

b. between primary and secondary 

coolant 

c. between primary coolant and 

auxiliary coolant 

Event trees describing the progression 

of potential accidents will be developed 

in order to estimate the consequences of 

the various sequences. For a depressur-

ization accident (case 2a above) the 
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Fig. 30. Flow diagram of the activities 
of the accident delineation 
task. 
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consequences will depend on whether the 

depressurization is slow or rapid 

(because of lift-off of plated-out ac­

tivity) and on whether various engineered 

safety functions (such as the containment 

cleanup system) work properly. 

As we develop various analytical 

capabilities, we will begin to calculate 

the consequences of selected accident 

sequences defined by the event trees 

using the best available data. As we do 

this, the weak links in the analyses will 

become apparent. We will then have a 

better understanding of both the analytical 

and experimental areas that need addi­

tional work so that we can provide an 

independent evaluation of the consequences 

of the various accidents. 

B. Simple Example 

1. Containment Model 

An example of the approach 

used in the analyses can be given by a 

simplified, but realistic, event tree 

for the containment building. This tree 

(Fig. 31) can be used for potential 

accidents such as a depressurization ac­

cident (initiating phenomenon 2a). The 

analysis of the consequences (mean value 

for this example) of the depressurization 

can be done in the following manner: 

Assume that C curies of an o 
isotope are released to the containment 

building at the onset of the depressur­

ization. The time-dependent amount of 

the isotope C(t) in the containment 

building is then given by 

DHTIrt lHO 
PnEHOMSNOK 

COMTAINNEMT 
nfTKRiTr 

7*1 

no 
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OP ST3TEM 

7»» 

no 

Fig. 31. Containment building event 
tree. 

C(t) '̂ ô  
(X + V + L)t (5) 

where 

X is the radioactive decay constant 

of the isotope, 

V is the containment cleanup system 

removal rate, 

L is the containment building leak 

rate. 

These three parameters (X, V, L) will be 

considered to be constants during the 

entire period of the accident. 

The leakage rate •t(t) of the 

isotope from the containment building is 

then given by 

£(t) = L C(t) (6) 

The total amount L. of leakage 

of the isotope from the containment build­

ing into the environment (that is, the 

consequences of the accident) is given 

by 

L^ = ; LC(t) dt 
0 

LC^ re-<^ -̂  V-^ ̂ )^dt 

X + V + L' O ) C„ . 

(7) 

(8) 

(9) 

The fraction F of the initial amount of 

the isotope that gets into the environment 

is then 

F = 

X + V + L 

(10) 

(11) 

This remarkably simple expression describes 

the relative consequences (mean value) of 

an accident with subsequent success or 
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failure of the containment cleanup 

system or the containment building. 

2. Relative Consequences 

For a numerical example, we 
131, The will consider the release of 

values of the parameters (for successful 

operation) in Eq. (11) are then 

L = 4.17 X 10"^ h"-"-

V = 0.9 h"-"-

X = 3.58 X 10"^ h"-*- . 

If both the containment build­

ing and the containment cleanup system 

operate properly, the fraction of the 
131 

I released into the containment build­

ing that eventually gets into the envi­

ronment is given by 

X + V + L 
= 4.62 X 10 -5 (12) 

This is the relative consequences of CI 

in Fig. 31. 

If the containment building 

operates properly, but the containment 

cleanup system fails (V = 0), then the 

fractional release of I is 

X + L 
1.15 X 10 (13) 

This is the relative consequences of C2 

in Fig. 31. 

If the containment building 

fails, then the fractional release of 
131T . . , I IS simply 

F = 1 . (14) 

In this case, it is immaterial whether 

the containment clean up system operates. 

The consequence C3 is thus unity. 

3. Conclusions 

Successful operation of both 

the containment cleanup system and the 

containment building reduces the mean 

value of the consequences of I by a 

factor of 4.62 x 10~ over that of 

failure of the containment building. 

Failure of only the containment cleanup 

system reduces the consequences by a factor 
_2 

of 1.15 X 10 over that of failure of the 

containment building. 

VIII. TASK 9, PHENOMENA MODELING AND 

SYSTEMS ANALYSIS 

A. Double-Heterogeneity Treatments 

Used for Generating HTGR Space-

Shielded Cross Sections (M. G. 

Stamatelatos and R. J. LaBauve) 

1. Introduction 
,41 

The previously reported route 

for generating cross sections for HTGR 

safety research at LASL used modified 
2 

versions of the MC -I (Ref. 42) and 

GLEN (Ref. 43) codes together with TOR 

(Ref. 44) and HEXSCAT (Ref. 45) for 

graphite. Cross sections generated with 

these codes did not take into account the 

space shielding effects of the doubly-

heterogeneous structure of the fuel-

moderator system in an HTGR. In order 

to account for these self-shielding ef­

fects, as well as to better account for 

energy self-shielding effects due to 

large concentrations of heavy adsorbers 

in the fuel, an alternate route has been 
46 adopted. This route uses MINX, a modern 

code under development at LASL, together 
47 

with a modified version of the IDX code 

adapted to handle the Bondarenko energy 

self-shielding formalism provided by 

MINX in the above-thermal region. The 

thermal region cross sections are still 

being generated with a modified version 

of the GLEN code. 

The new procedure is as follows: 

a) Run MINX to generate point-

wise (PENDF) cross sections in the ENDF 

format for the entire energy region. 
48 

b) Run the PETOPES program 

to particle (grain) self-shield the PENDF 

cross sections for important heavy ab­

sorbers (that is, ^^^Th, ^^^U) in the 

entire region (14-0 MeV). 

c) Use MINX to collapse the 

PENDF cross sections to two fine-group 
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energy structures, one in the above-

thermal region (14 MeV-0.414 eV) and the 

other in the thermal region (2.38 eV -

0 eV). These cross sections are already 

grain shielded. 

d) In the above-thermal region, 

run IDX to collapse the fine-group cross 

sections to a broad-group structure. 

Gross heterogeneity (pin/moderator) cor­

rections on the absorber cross sections 

are applied at this stage. 

e) In the thermal region, run 

GLEN to calculate a thermal flux and to 

collapse the MINX thermal fine-group 

grain-shielded cross sections to a broad-

group structure. 

f) Format the broad-group 

cross sections in DTP style. 

For various temperatures, only steps (c) 

through (f) need be repeated. 

2. Grain Shielding Treatment 

The grain shielding procedure 
49 

adopted is that used by Walti which is 

apparently being used in the General 

Atomic code MICROX. This procedure 

was claimed by Walti to agree very well 

with the detailed Nordheim integral 

transport treatment used in CAROL and 
52 in the GGC-5 code which contains CAROL. 

In the Walti procedure, the 

grain-shielded absorber microscopic cross 

section is given by 

r(E) = self-shielding factor, that 

is, the ratio of average 

neutron fluxes in the grain 

and in the moderator, ¥ /^, , 

where subscripts o and 1 refer 

to the grain and the surround­

ing moderator regions respec­

tively. 

If isotropic augular fluxes are 

assumed for regions o and 1, the neutron 

balance equations for the two regions 

yield 

r(E) 
<t> 

1 + p Q[i + m^(z^^^ + z^^t,i>^ 

'̂  o a,o out,o' 

(16) 

where I V 
p = -^ = TT— = volume ratio of regions 

o and 1, 

Q = ratio of spacially averaged 

source densities in regions o and 

1 

" = 1 ^ «o<^t,o) + "l<^t,l)' (17) 

l and i , are the mean chord lengths 

respectively: 

a | " (E) 

where a.(E) 

o, (E) r(E) 
1-r^ [l-r(E)] 

(15) 

unshielded cross section 

for the i-th heavy nuclide, 

ratio of fuel to moderator 

radii in a two-concentric-

sphere model (inner = fuel; 

outer = moderator) repre­

senting a uniform grain 

distribution in the fuel 

rod, and 

4V. 
I. = -r*- . j = o,l (18) 
D S. 

H. = first-collision "augment" for 

region j: 

1 - P. 
H.d. .) = ^—3 , j = o,l , (19) 
3 ^'^ I. P. l^ . 

I • , I. • are the macroscopic 
a,D t,3 

absorption, out-scatter 

and total cross sections, 

respectively, for region 

j (o or 1) . 
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Hĵ (E ) is approximated by H, (0) 

«!'»• - (if i^-'fi'- * I - î i) - 1 M ' * m"\{^-''f - 3(1-̂ ) 

2 ( i - . 3 ) , , . , 2 ) -
3 /2 

(20) 

where y 3r 

4(l-r-") 

P is given by the expression 

^o <^t,o) = - ^ t2x2-l 

53 

+ (1+2X) exp (-2X)] 

where X = 4 ^ ^ 4 o t,o 

Q is given by 

pot 
^o,pot s,o 

pot 

(21) Derivation of these expressions 

and justifications of the approximations 

used can be found in Ref. 49. 

A special computer program, 

PETOPES, was written in order to apply 

the above formalism to PENDF cross sec­

tions generated by MINX transforming them 

into grain-shielded PENDF cross sections 

for further processing by the MINX code. 

Results of the PETOPES program 

agree very well with those published by 1 
49 Walti for the ThC, grain structure of 

the Fort St. Vrain (FSV) HTGR. 

3. Fuel Pin Heterogeneity Treatment 

The escape probability from a 

regular array of fuel (absorber) lumps, 

each assumed homogeneous in composition, 

(24) is given by the usual expression 

(22) 

(23) 

'l,pot s,l 

and the self-scattering cross section is 

approximated by 

P = P esc esc 
1 - C 

1 - C (1 F̂ V êsc' 
(27) 

Z . (E) 
1 - C-i(E) 

5:„ ^(E) 
rPOt S,] 

(25) 
where P = escape probability from one 

lump, 

C = Dancoff factor, and 

where the average logarithmic energy dec­

rement ^.(E) is given by 

Cj(E) = 

I d ^t .(E) 
(26) 

i being the nuclide index. 

i„ = fuel-rod mean chord length. 
F 
Expressions for P for various •̂  esc 

lump geometries have been derived by many 

investigators (that is, see Refs. 53,54, 

and 55). Wigner has proposed a "ratio­

nal" approximation for P which gives 

the correct value for very large or very 

small lumps. For better approximations 
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between the two extreme limits, various 

Wigner-like approximations have been pro­

posed. One popular version is due to 
57 Levine: 

1 + l^ Tp/A 
(28) 

.58 

where A = Levine factor (pin-geometry 

dependent). 

For cylindrical pins. Otter" 

has found that the energy-independent 

value 1.35 for A works quite well for a 

large range of fuel-pin radii. If expres­

sion (28) is substituted into (27), it 

can be shown that P can be written esc 

* 1 

(29) esc l+lZ/l 
F e 

where the effective cross section Z is 
e 

given by 

cross Z 
(L - C) A 

«.p [1 + C (A-1)] 
(30) 

The advantage of the rational 

form of Eq. (29) is the equivalence be­

tween the heterogeneous system and a 

homogenized system for which the moderator 

cross section is equal to the moderator 

cross section in the fuel pin of the 

heterogeneous system plus the effective 

cross section I . ' This implies that 

pin heterogeneity corrections to cross 

sections can be made by simply adding Z 

to the moderator cross section in the 

fuel and treating the system as homoge­

neous. 

This formalism has been included 

in a modified version of the IDX code. 

4. Alternate Simplified Double-

Heterogeneity Treatment 

Preliminary calculations have 

shown successful results with a consider­

ably simplified method for treating the 

double heterogeneity in HTGR fuel pins 

without first grain-shielding the cross 

sections at the PENDF level as discussed 

above. This method, an extention of the 

pin heterogeneity correction method, is 

designed to be used as a rapid independent 

check of the more elaborate method dis­

cussed above. Full details will be re­

ported subsequently. 

B. HTGR Neutronic Analysis (J. C. Vigil 

and P. G. Bailey) 

We have completed drafting a re­

port, "Beginning-of-Life Neutronic 

Analysis of a 3000 MW(t) HTGR," which 

describes in detail the methods, models, 

and results of an independent study of 

safety-related neutronic characteristics 

for the BOL core of the FGS HTGR. 

During the quarter, we have used 

perturbation theory to compute two-

dimensional material worth distributions 

in the HTGR. We have also computed iso­

thermal temperature coefficients for 

conditions which approximate those at 

the end of the equilibrium cycle (EOEC). 

These computations are described below. 

1. Material Worth Distributions 

We have used two-dimensional 

(R-Z) direct and adjoint angular fluxes 

for the unrodded BOL Fulton Generating 

Station (FGS) to compute small-sample 

worth distributions for various materials 

using perturbation theory. The materials 

for which worth distributions were com­

puted, and their maximum specific worth, 

are given in Table VI. In general the 

location of the maximum worth is near the 

center of the reactor core. 

Radial and axial worth distri­

butions for representative materials are , 

discussed below. In all cases we have 

shown the radial distribution at the 

axial mesh interval nearest the midheight 

of the core and the axial distribution 

at the first radial mesh interval. In 

the radial direction, the active core 

extends from 0 to 4.22 m and in the 

axial direction it extends from 1.19 to 
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TABLE VI 

MAXIMUM REACTIVITY WORTHS 
FOR VARIOUS MATERIALS 

Material 

Uranium - 235 

Uranium - 233 

Protactinium - 233 

Thorium - 232 

Xenon - 135 

Boron - Natural 
(unshielded) 

Boron - Natural 
(shielded in burn­
able poison pin) 

Boron - Natural 
(shielded in con­
trol rod) 

Silicon - Natural 

Carbon - 12 

Oxygen - 16 

Water (H2O) 

Maximum Worth ('i'/g) 

+ 1.34 x 10~^ 

+ 2.16 X 10"^ 

- 1.13 X 10"^ 

6.25 X 10 -4 

1.65 X 10"̂  

7.06 X 10 

- 4.74 X 10 

-1 

- 1.01 X 10 -2 

- 5.46 X 10 

+ 2.86 X 10 -5 

+ 1.27 X 10 

+ 9.04 X 10 

-5 

7.53 m. Graphite reflectors completely 

surround the active core to yield over­

all dimensions of 5.25 m (R) and 8.72 m 

(Z) with the top boundary of the top 

reflector located at Z = 0. 

Radial and axial worth distri-
235 butions for U are shown in Figs. 32 

and 33, respectively. The reactivity 
235 worth for U is positive everywhere 

and the worth curves generally reflect 

the thermal flux distribution. Peaking 

at the core-reflector interfaces is 

evident in both the radial and axial 

profiles. Radial zoning of the burnable 

poison depresses the radial thermal flux 

profile near the center of the core. 

The radial and axial worth 
233 profiles for U are very similar to 

2 35 
those for U, but the specific worth 

2 3 3 
of U is about 1.6 times higher than 

0.00 

Fig . 32. 

I.OS 2.10 3.IS 

Rodlol Olmtntlon (m) 
4.20 5.25 

Radial reactivity worth dis-
235 

tribution for U at Z = 4.3 m. 

233 
reactivity worth of 1.0 g of U is 

235 
equivalent to 1.6 g of U. The specific 

worth of •̂̂ P̂a is negative, but of the 
235 

same absolute magnitude as that for U. 

However, '̂̂ '̂ Pa decays to U by beta 

emission with a 27 day half-life. There­

fore, the maximum net reactivity change 

due to decay of ^̂ '̂ Pa is about +3.29 x 

10"^ c/g or about 2.5 times higher than 
235 

the value for U. 

5 
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Fig. 33. Axial reactivity worth distri-
235 

that for U. In other words, the bution for ^^^U at R = 0.08 m. 
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Radial and axial worth profiles 
233 232 

for Pa are similar to those for Th, 

which are shown in Figs. 34 and 35. 

Thorium has a negative specific worth 

whose magnitude is about twenty times 
235 smaller than that for U. Because 

thorium is principally a resonance 

neutron absorber, the worth profiles re­

flect mostly the resonance neutron flux 

distribution which does not exhibit a 

reflector "bump." 
235 

The shapes of the U worth 
curves (Figs. 32 and 33) are representa­

tive of all materials that are primarily 

thermal neutron absorbers. Thus, except 

for the sign, the curves for xenon, 

boron, and silicon are very similar to 
On a unit mass basis, 

135 

235„ 
those for U. 

the reactivity effect of Xe is about 

230 times larger than that of unshielded 

natural boron. The reduction in the 

specific worth of boron in the burnable 

poison pins and in the control rods is 

consistent with the thermal flux shield­

ing factors for these components. 

In the HTGR, the reactivity 

effects of carbon, oxygen, and water are 

primarily due to neutron moderation. 

3.90 9.29 

Axial OInwroloo (m) 

7.00 8.79 

Fig. 35. Axial reactivity worth dis-
232 

tribution for Th at 

R = 0.08 m. 

That is, these materials tend to soften 

the thermal neutron spectrum and this 

results in an increase in reactivity 

in the BOL core. Radial and axial 

worth distributions for water are shown 

in Figs. 36 and 37. Note that the worth 

of water becomes slightly negative in 

the reflector where absorption effects 

2.10 3.19 
Rodlol Dlmtntlon (m) 

9.29 
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7 

*»• 6 

g 5 
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Fig. 34. Radial reactivity worth dis­

tribution for 232 Th at Z 4.3 m. 
Fig. 36. Radial reactivity worth dis­

tribution for H2O at Z 4.3 m. 
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000 

Fig . 37. 

1.79 3L90 9.29 

Axial Dlmtntlon (m) 

7.00 8.79 

Axial reactivity worth distri­
bution for H-O at R = 0.08 m. 

become more important than moderation 
1 2 1 fi 

effects. The curves for C and 0 are 

similar to those for water except that 

the reactivity worth is positive every­

where . 

Compared to carbon, the maximum 

specific worth of oxygen is two times 

smaller whereas that of water is about 

thirty times larger. These results re­

flect the relative efficiency of hydrogen, 

carbon, and oxygen as neutron moderators. 

Using the maximum specific worth for 

water, about 110 kg are required to yield 

a one dollar positive reactivity addition. 

The corresponding mass for carbon is 

about 3500 kg. 

2. Preliminary EOEC Isothermal 

Temperature Coefficient Analyses 

Previous studies of the FGS 

isothermal temperature coefficient have 

concentrated on the BOL reactor. Among 

these studies was one in which various 

•̂̂ Û loading in 
233 

the BOL core were replaced by U (see 

fractions of the initial 

the BOL core were replace 

Ref. 62). We found that replacement of 

^^^U with ^^^U in the BOL core results 

in a less negative temperature coefficient 

the effect in-

U fraction and 

We have recently performed cal­

culations for conditions which are more 

representative of the EOEC than in the 

previous study. The temperature coeffi­

cient of the EOEC core should include 

the effects of fuel burnup, conversion 
232 233 

of Th to U, fission product and 

actinide buildup, burnable poison deple­

tion, control rod withdrawal, and core 

neutron leakage. 

The uranium and thorium atom 

densities used in the calculations are 

based on the EOEC loadings reported by 
2 

the vendor. As shown in Table VII, the 

EOEC fissile (̂ ^̂ U + ^̂ -̂ U) and ^^^Th 

loadings are, respectively, about 83% and 

86% of the BOL loadings. At the end of 

any given cycle, most of the burnable 

poison will have been depleted and, except 

for the central regulating rod pair, all 

control rods will have been withdrawn. 

Hence the effects of burnable poison and 

control rods were not included in our 

EOEC calculations. 

TABLE VII 

TOTAL CORE FUEL LOADINGS (KILOGRAMS) 

Nuclide 

232 Th 

235, 

233, 

BOL 

37 487 

1 617 

0 

EOEC 

32 238 

746 

593 

and that the magnitude of the effect in 
233 

creases with both the 

Xenon and samarium are expected 

to be the most important fission products 

with respect to their effect on the 

temperature coefficient. Therefore, equi-
135 149 librium concentrations of Xe and Sm 

were included explicitly. Other fission 

product poisons were represented by a 1/v 

poison (unshielded boron) whose concen­

tration in the core was adjusted to yield 

a multiplication factor of unity at 1200 K. 

with core temperature. 
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Radial neutron leakage from the 

core was taken into account explicitly in 

the one-dimensional (cylindrical), two-

zone (core and reflector) geometric model. 

Axial leakage was included implicitly 

through the use of buckling absorption 

losses. 

Microscopic cross sections 

were interpolated from a nine-group 

MICROX library for the EOEC fuel loadings 

and seven different isothermal (fuel and 

moderator) temperatures . Criticality 

calculations were performed with the 

DTF-IV (Ref. 63) transport theory code 

in the S. approximation. 

Multiplication factors for the 

seven isothermal (core and reflector) 

temperatures are shown in Fig. 38. For 

comparison purposes, we have also shown 

the results obtained for the unpoisoned 

BOL core using the same geometric model. 

Temperature coefficients were calculated 

from the data in Fig. 38 by using 

quadratic polynomial fits ,to successive 

data points (three points at a time). The 

results, shown in Fig. 39, indicate that 

the EOEC coefficient becomes positive 

above 1900 K. 

C. CHAP Code Development 

1. CHAP Status Report (P.A. Seeker 

and J. S. Gilbert) 

Drafting of a report that 

describes the development status of the 

Composite HTGR Analysis Program (CHAP) 

was completed and a copy of the draft was 

submitted to RSR. The report provides a 

description of the philosophy, structure, 

and capabilities of the CHAP code. De­

tailed descriptions of those component 

models which were complete by the end of 

Fy-1975 are provided. Some auxiliary 

analysis codes which are used in component 

model validation and evaluation are also 

described in the report. 
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Fig. 38. Effect of temperature on the 
effective multiplication factor. 
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Fig. 39. Effect of temperature on the 
isothermal temperature coef­
ficient of reactivity. 
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The report is intended as a 

status report and is not a user's manual 

for the CHAP code. Therefore, all in­

formation concerning the code structure 

is preliminary and is subject to change. 

2. Conversion to a Modular 

System (P. A. Seeker, M. J. 

Wecksung, and G. Willcutt) 

The structure of the CHAP code 

has been extensively revised to accommo­

date a modular approach to component 

modeling. Conversion to modules of com­

ponent models previously incorporated 

into CHAP is in progress. All new com­

ponent models added to CHAP will conform 

to the modular concept. 

In the modular approach, com­

ponent models of varying mathematical 

complexity can be replaced easily by 

the user. This flexibility has many ad­

vantages. For some classes of problems 

the performance of a particular component 

may be critical to obtaining an accurate 

solution and vary detailed calculations 

of the model phenomena may be necessary. 

In other classes of problems only very 

crude calculations may be required. In 

still other classes the component re­

sponse may not even be required. If the 

user had two or more validated models 

available he could use the model most 

appropriate for the class of problem 

being studied. In coding a component 

model, the only information required 

would be the appropriate model inputs 

and the coupling relationships between 

components. 

Figure 40 is a block diagram 

of the revised CHAP program. Basically 

the CHAP main program performs input/ 

output functions and transfers execution 

to appropriate subroutines for steady-

state solution and/or transient response 

solution options which are user specified. 

CHAP is coded in standard FORTRAN-IV and 

follows closely the guidelines established 
65 

for exportable reactor physics codes. 
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Fig. 40. Block diagram for CHAP. 

CHAP uses a free format input 

package indentified as SYMPKG which was 

written at LASL to be used primarily with 

codes that solve engineering problems. 

SYMPKG is a set of subroutines, written 

mainly in FORTRAN-IV, for use on the IBM 

7094 and CDC 6000 and 7000 series computers. 

SYMPKG contains one asserobly language sub­

routine called SYMBST, which consists of 

eight statements. This assembly language 

subroutine is the only departure from 

FORTRAN-IV in the CHAP program. However, 

it has been successfully converted for use 

on the IBM 7000 series, IBM 300 series, 

CDC 6000 and 7000 series, and UNIVAC com­

puters. The SUMPKG routine is in common 

use by such companies as Westinghouse, 

Babcock and Wilcox, Aerojet, and Stone and 

Webster as well as many universities and 

research laboratories. 
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The steady state and time re­

sponses performed in CHAP are based on 

the solution of nonlinear simultaneous 

first-order ordinary differential equa­

tions. These system equations are de­

fined in user written subroutines, called 

modules, which are called in proper 

sequence in a driver subroutine called 

DER. The modular approach permits easy 

updating of the composite model (sub­

routine DER) as more refined or better 

validated component models become 

available. 

CHAP contains two different 

steady-state solution options and ten 

different numerical integration-technique 

options, two of which are implicit. 

However, defaults are provided so that 

the user need not be burdened with 

learning the details of each option. 

The default options provide for solutions 

with techniques that are both efficient 

and accurate and have been extensively 

tested. 

We have developed a standard­

ized module internal structure that is 

simple in concept and allows the user 

a great deal of freedom in programming. 

Each module subroutine is organized into 

three specific regions. Within the module 

module the user writes a FORTRAN com­

puted GO TO statement which transfers 

execution to the appropriate region. 

The component subroutine name 

is arbitrary, but the first four argu­

ments of the subroutine are standardized. 

These arguments correspond to the 

module number, the number of state 

variables within the module, the address 

of the first state variable in the module, 

and the address of the derivative of 

that variable. For example, the call 

statement might appear as 

CALL MODI (KM, NV, Y(NV+1), YP (NV+1), 

ARG5, ..., ARGN). 

The module number, KM, is up­

dated by one within the module and the 

number of system state variables, NV, is 

updated by the number of state variables 

within the subroutine. The user is free 

to include COMMON blocks or additional 

subroutine arguments. 

The computed GO TO statement 

must be included after KM and NV are up­

dated to transfer execution within the 

subroutine. The first region is written 

by the user to set up a dictionary of 

external input/output names associated 

with variables used in coding the sub­

routine. A special subroutine, called 

BCDCON (BCD, Al, ..., AN), has been pro­

vided for this purpose. BCD is a dimen­

sioned variable of Hollerith names which 

are associated with the coding variables 

Al through AN. 

Three other special subroutines 

are provided which are associated with 

BCDCON. They are CPLOT, CLIST and TITLE. 

Subroutine CPLOT (BCD) has an argument 

list of all module BCDCON names of vari­

ables which will be plotted during a time 

response calculation. Similarly sub­

routine CLIST (BCD) has an argument list 

of all BCDCON names of variables which will 

be listed. Subroutine TITLE (BCD) con­

tains any desired title to be used for 

the module. Since the same component 

subroutine might be used more than once 

in a systems model (for example a model 

of a valve could be used extensively), 

the TITLE subroutine would identify the 

appropriate component. In this first 

region of the module a call to subroutine 

TITLE is always the last call and must be 

included. Within subroutine TITLE all 

module input/output names and plot and 

list variables are alphabetically arranged 

for main program use. 

After the external input/output 

names are established the input data are 

read. The second region within a module 

is provided to perform problem initial­

ization. All preliminary calculations and 

state variable initial condition calcu­

lations should be made in this region. 



The third region within a 

module is used to compute the state 

variable derivative relationships, YP(I), 

when the state variables, Y(I), are pro­

vided. All associated algebraic calcu­

lations are also performed in this 

region. In essence the CHAP main pro­

gram requires derivative values computed 

in the module subroutine in order to up­

date the state variable values used by 

the module. The user is free to use 

any coding techniques he wishes and any 

variable names desired to construct the 

mathematical model. 

We have provided special sub­

routines for parallel channel static 

flow balances and for tabular functions. 

Occasionally two or more components have 

parallel flow channels. A common block 

of flow rates, pressure drops, and total 

flow variables can be used in these 

modules so that the flow balances are 

externally computed. Tabular functions 

are used frequently in computation. Two 

subroutines called ENTER and ENTERP are 

provided which use linear interpolation 

to compute y as a function of x or x as 

a function of y given the x-y data array. 

3. Component Model Validation 

(P. A. Seeker and J. S. 

Gilbert) 

Mathematical representations 

of component models are in terms of real 

physical variables. The equations con­

tain physical descriptions of the 

thermal, fluid flow, neutronic, control, 

and safety-significant processes of each 

component. They are based on physical 

laws and component design and attempt 

to represent accurately both the static 

and dynamic characteristics of the com­

ponent. 

The degree to which the be­

havior of the system model represents 

that of the actual plant depends on the 

validity of the defining equations and 

various simplifying assumptions made in 

arriving at the model. These assumptions 

are based on an evaluation of the basic 

operation of the system components and 

how each component will influence the 

overall plant performance. Such items 

as the degree of coupling between dynamic 

modes and the frequency range of interest 

must be considered in arriving at these 

assumptions. Model validation of each 

component is important in order to 

demonstrate the correctness of the equa­

tions and assumptions. 

If the component description 

results in a model which does not 

closely represent the physical behavior, 

the model is essentially of little value. 

However, undue complexity in model for­

mulation must be avoided because com­

puter running times, and consequently 

analysis cost, increase rapidly with 

the degree of complexity. The "best 

estimate" model, for the purposes of 

CHAP, is one that provides, with minimum 

mathematical complexity, all the infor­

mation necessary to accurately satisfy 

the analysis for which the component 

model was intended. In the development 

of each component model, we attempt to 

minimize the number of state variables 

necessary to describe the component. 

Ultimate verification of a 

reactor plant transient model requires 

comparison of the model results with 

plant transient data. Without this data, 

reasonable verification can still be 

obtained using two types of model com­

parisons. First, results from a simple 

state variable model for a component can 

be compared with results from a more 

detailed and complex solution to the 

basic partial differential conservation 

equations describing the component. 

For example, we have checked the average 

fuel and moderator temperatures from the 

relatively simple CHAP core model with 

those from a two-dimensional finite-

element solution of the heat conduction 

equations. In a second kind of compari­

son, one possible state variable model 
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can be compared with another model which 

perhaps contains a larger number of state 

variables. During development of CHAP, 

we are comparing different state variable 

representations of certain components 

so that we can determine the simplest 

model which adequately represents the 

component response. 

The dynamic response of a 

model can be examined in the time (t) 

or the frequency (w) domain. In the 

time domain a specific disturbance is 

selected and the ordinary differential 

equations are numerically solved. To 

find the effects of other transient 

disturbances the equations must be solved 

again. The frequency domain can offer 

a significant advantage in representing 

component dynamics for model verifica­

tion because a wide range of responses 

can be examined with a single computer 

calculation. The basic approach is to 

compare the same output variable response 

to a given input for several models of 

a component which have varying complexity. 

For example, a complex component model 

might include many spatial nodes for flow 

and thermal calculations, detailed 

descriptions of momentum, energy, and 

mass dynamic storage effects, sophisti­

cated equation of state models, etc. A 

simplified model of the same component 

would contain fewer state variables by 

reducing the number of spatial nodes, 

neglecting certain dynamic storage 

effects, and using simple approximations 

for the equation of state models. Of 

course it might be possible to have many 

models of the same component which lie 

between the two versions. In general all 

component outputs affecting overall plant 

response should be examined with respect 

to all plant inputs to that component. 

Details of frequency domain transfer 

function analyses are presented in Ref. 

64. Transfer functions for a model can 

be obtained for all possible combinations 

of model outputs with respect to any per­

turbed input. Physically meaningful 

selections, however, are based on inputs 

required by the component model and out­

puts required by other component models. 

A frequency response study is then per­

formed for each transfer function at a 

specific operating level for the most 

detailed and complex model available. 

From this set of responses the dynamic 

frequency range of interest can be es­

tablished. For example, when the input 

to a component is a sine wave with ampli­

tude A and frequency u, the output will 

also be a sine wave with the same fre­

quency, but the amplitude may be different 

and the response may be shifted in time. 

At some input frequency, say to , the out­

put sine wave amplitude is attenuated by 

two to three orders of magnitude and 

remains below this amplitude for all 

01 > 0) . We then establish that the m 
frequency range of interest for this par­

ticular response is 0<to<a) . 

We say that two component models 

are dynamically similar if the output 

sine wave amplitudes and phase shifts 

agree within acceptable error bounds over 

the frequency range of interest for each 

of the specified component transfer 

functions. By studying the frequency 

response at various steady state operating 

levels the nonlinear characteristics of 

the model can be determined. Consideration 

of the total operating range identifies 

the significance of nonlinear effects for 

a component model. If the frequency 

response of a specific component output 

with respect to a given input varies 

significantly at different operating 

levels, nonlinear characteristics are im­

portant. In these cases selected time 

response studies must also be made to 

ascertain that two different models of a 

component are dynamically similar. Final 

verification of the models comes when the 

transient and frequency response 
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characteristics of a component model are 

compared with actual test data for that 

component. 

To this point we have discus­

sed the validation of only one com­

ponent model. Frequency domain trans­

fer function techniques are applied to 

linearized model equations. The prin­

cipal of superposition, therefore, can 

be utilized in order to discuss the 

validity of the dynamic response of 

composite models when the individually 

validated component models are coupled. 

If it has been determined that two 

separate components have mildly nonlinear 

characteristics it is reasonable to 

assume that the coupling of these two 

components will produce a composite 

transfer function nearly equivalent to 

the product of the two separate transfer 

functions. The key of course is the 

degree of nonlinearity. If the effects 

of component nonlinearities have been 

evaluated and included in each component 

model, and if all component models are 

dynamically valid within the same fre­

quency bandwidth, we conclude that the 

coupled models will also be valid within 

that bandwidth. 

4. Numerical Integration Techniques 

(P. A. Seeker) 

We have continued to evaluate 

numerical integration techniques for 

CHAP. In particular we were concerned 

with the ability to integrate the deriv­

ative equations associated with the 

steam generator model. These equations 

are highly nonlinear and represent mov­

ing boundaries over the evaporator 

length. 

The method used to integrate 

the reactor core thermal equations in 
ft 2 

CHAP were reported previously. This 

method was modified slightly and has 

been used successfully to solve a number 

of nonlinear test problems which are not 

well-posed in the large. One problem 

was the second-order Van der Pol's 

limit cycle with initial conditions such 

that the solution is stable and periodic. 

The basic equations are 

dt ^1 

dt ^2 5(1 - yi )y2 

(31) 

(32) 

is outlined in Gear's text 

Figures 41 and 42 show the numerical 

solutions to y, and y- as a function of 

time for two cycles and illustrate the 

stability of the method. 

Another problem which was studied 

It is a 

fourth-order nonlinear set of "stiff" 

equations which has an analytic solution. 

The maximum relative error in any of the 

four state variables after 3 s of solu­

tion time was 3 x 10~ . The local error 

criterion was 10 . The solution required 

0.5 s of CDC machine time and involved 

350 time steps with time step changes. 

The method compares very favorably with 

methods used by Gear. 

iT 0-

Fig. 41. Solution of y, in Van der Pol's 

equations. 

41 



>f 0 

Fig. 42. Solution of y, in Van der Pol's 
equations. 

Finally the technique was in-
68 

corporated into the DARE simulation 

program which was developed at the 

University of Arizone (UA). It was used 

to solve the nonlinear, moving-boundary, 

model of the Clinch River LMFBR steam 

generator developed by the UA Department 

of Nuclear Engineering. The method was 

found to be superior to other techniques 

used in the past with respect to computer 

running times. The accuracy of the 

method was also established. 

With this background we are 

hopeful that the method will be adequate 

for the entire HTGR plant solution. 

5. HTGR Loss-of-Forced Cooling 

Model (G. Willcutt) 

A preliminary core model con­

taining up to five channels has been 

developed and tested for a few time 

steps for complete loss-of-forced cool­

ing. The model calculates natural con­

vention flows in the channels and in­

cludes flow reversals so that the net 

core flow is zero. 

Each channel represents a 

region of the core with one solid temper­

ature node per axial block. Each region 

includes one node for the top reflector, 

eight active core nodes, one node for 

the replaceable bottom reflector, one 

node for the permanent bottom reflector, 

and one node for the core support block. 

Coolant nodes for each channel are lo­

cated at the top, middle, and bottom of 

each solid block. 

Temperatures of the solid nodes 

are calculated assuming there is no 

radial conduction between regions or 

axial conduction between blocks. Heat 

generated in the block is a function of 

the region peaking factor, axial peaking 

factor, and a decay heat equation. Heat 

removed from the block is equal to the 

heat gained by the coolant. For each 

time step, the energy balance between 

heat generated, heat lost to coolant, 

and change in energy of the block is used 

to calculate the new block enthalpy and 

a derived equation of enthalpy versus 

temperature is used to determine the 

block temperature. 

Coolant temperatures are calcu­

lated assuming that the entire solid in 

a region is at a uniform temperature at 

each axial location and that the solid 

temperature varies linearly between 

solid nodes or is extrapolated linearly 

for the top and bottom nodes. Heat 

transfer coefficients are based on 

standard correlations. 

The coolant flow distribution 

is calculated in a two step process. 

An outer loop estimates the core pressure 

drop needed to get no net flow (sum of up 

and down flows), and an inner loop calcu­

lates the flow in each channel to match 

the given core pressure drop. An im­

proved estimate of the core pressure 

drop is then made based on the difference 

between the sum of the individual channel 

flows and zero. Both the inner and outer 
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iterations are done using the Newton-

Raphson method. Pressure changes in in­

dividual channels are calculated from 

the sum of the pressure changes in each 

axial block and include the effects of 

acceleration, friction, and buoyancy. 

Tests of the model have been 

made for both pressurized and depressur-

ized conditions for a few time steps to 

ensure that the detailed output calcu­

lations are being performed correctly. 

Simple starting conditions of five dif­

ferent uniform temperature regions have 

been used to check that reverse flow does 

indeed occur and that the individual 

channel flows sum to zero. 

The next steps in the model 

development include incorporation of 

models of the side reflector, upper 

plenum, and lower plenum to permit decay 

heat transients to be run assuming the 

PCRV liner cooling system is the only 

heat sink available. Later changes will 

include modeling radial conduction be­

tween regions and natural convection 

loops through the steam generator modules 

and/or CACS modules. 

6. Flow Distribution Model 

(G. Willcutt) 

A model has been developed 

and tested for determining the flow dis­

tribution in multichannel parallel paths. 

The model will be used in the CHAP code 

to calculate the flow split through the 

core, side reflector, steam generator 

shroud, CACS, and CACS shroud. The flow 

split is determined iteratively by sup­

plying flows to the CHAP code which 

returns pressure drops. New flows are 

then estimated based on the pressure 

drops and mass conservation. The process 

is repeated until the pressure drops all 

converge within an input tolerance. The 

flow distribution is determined using 

an implicit Newton-Raphson approach re­

quiring matrix inversion. 

Tests were made outside the 

CHAP code for two five-channel cases 

using pressure drop equations with linear, 

square, and cubic flow dependence, includ­

ing simulated buoyancy terms, for both 

large flow and no net flow conditions. 

Tests were made with very poor initial 

flow guesses and in all cases the model 

converged in 17 or fewer iterations. 

7. Three-Surface Thermal Radiation 

Model (G. Willcutt) 

A general three-surface thermal 

radiation model has been developed, 

programmed, and checked on sample cases. 

The model solves the radiation network 

equations for arbitrary surface emis-

sivities and areas. It produces coeffi­

cients which can then be used with the 

surface temperatures to calculate the 

radiation heat transfer in the HTGR 

upper and lower plenums. The radiation 

network was solved in two different ways 

to check the results and the results 

were also checked with a hand calculation 

for a sample case with black surfaces. 

8. Boiling Heat Transfer Correla­

tions (P. A. Seeker) 

We have developed a heat trans­

fer coefficient model for CHAP to calcu­

late an average tube-side heat transfer 

coefficient over the evaporator length in 

a once-through tube steam generator with 

uphill boiling. The model is based on 

integrating well established heat transfer 

correlations as a function of fluid 

quality over each quality range of inter­

est. 

In the evaporator four different 

boiling regimes are considered; 

(a) nucleate boiling, 

(b) forced convection vaporization, 

(c) transition boiling, and 

(d) stable film boiling. 

Throughout the CHAP steam generator model, 

subcooled liquid and superheated vapor 

heat transfer correlations (corresponding 

to the economizer and superheater sections) 

are based on the Dittus-Boelter forced 

convection relationship 
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h = 0.023 (^)(Re)-« (Pr)' (33) 

where 

k is the fluid conductivity 

(liquid or vapor), 

D is the channel equivalent diam­

eter. 

Re is the fluid Reynolds number, and 

Pr is the fluid Prandtl number. 

This correlation is modified as suggested 

by GAC to account for tube curvature 

effects. 

In the evaporator section, heat 

transfer correlations are not so easily 

defined. Figure 43 is a qualitative 

graph which presents the heat transfer 

coefficient at a specific location as a 

function of the local quality. Because 

heat is continuously added to the fluid, 

the quality monotonically increases with 

distance from the evaporator entrance 

(onset of nucleate boiling). 

In the nucleate boiling 

regime the quality of the fluid is 

generally well below 1% with as much as 

50% of the volume fraction being vapor 

due to the creation of bubbles or plugs. 
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Fig. 43. Boiling water heat transfer 
coefficient vs quality. 

Heat transfer correlations in this regime 

are generally based on the fluid saturation 

pressure and the wall-to-fluid temperature 

difference. The specific relationships 

are not incorporated in our model. In­

stead we assume that the next boiling 

regime (forced convection vaporization 

or annular flow) begins at a quality of 

1%. A linear increase in the heat trans­

fer coefficient is assumed between 0 and 

1% 

h^3(x) = h, + Kcv_o,- hf )(-/-0l) (34) 

where 

X is the fluid quality, 

hf is the heat transfer coefficient 

given in Eq. (33) at the evaporator 

entrance, and 

is the heat transfer coefficient 

in the forced convection vapor­

ization regime at a quality of 1%. 

In the forced convection vapor­

ization regime (or annular flow) the wall 

of the tube is covered by a thin film of 

liquid and heat is transferred through 

this liquid film. In the center of the 

tube, vapor is flowing faster than the 

liquid and vapor is created primarily by 

vaporization from the liquid-vapor inter­

face. In addition to the liquid in the 

annulus at the wall, there is a signifi­

cant amount of liquid dispersed in the 

vapor as droplets. 
69 

The recommended heat transfer 

correlation in this regime was developed by 
70 Schrock and Grossman and is given by 

FCV .01 

.375 .075 

W^'^' = 2.5 h, (^) (^) (̂x) (35) 

where the subscript f refers to saturated 

liquid, 

the subscript g refers to saturated 

vapor, 

p is the fluid density, 

y is the fluid viscosity, and 

the function >()(x) is given by 
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^ix) ,, ,.125 .675 (1 - x) X (36) 

The completion of the annular-

flow regime is characterized by departure 

from nucleate boiling (DNB). In annular 

flow the liquid film normally covers and 

cools the heating surface. The boiling 

crisis occurs when the liquid film be­

comes too thin and breaks down leaving 

dry patches (dryout). Dryout character­

izes the transition boiling regime and 

begins at what is commonly called the 

critical heat flux (CHF). Correlations 

have been developed to predict CHF and 

the corresponding dryout quality. Heat 

transfer in the transition region is 

primarily via conduction through the 

vapor (low conductivity) resulting in a 

sharp decrease in the heat transfer 

coefficient. The dryout process occurs 

over a small quality range generally 

less than 1% in width. 

In the CHAP model, CHF corre­

lations are used to predict the quality 

at DNB. We assume that the next boiling 

regime, stable film boiling, begins at a 

quality 1% higher than the quality at DNB. 

A linear variation in the heat transfer 

coefficient is then assumed over the 

transition region. 

Heat transfer in the stable 

film boiling regime is from the hot wall 

to the vapor then to the liquid droplets. 

Vaporization actually occurs in the in­

terior of the channel and not at the 

wall. Above the dryout quality the re-
71 commended heat transfer coefficient 

for stable film boiling from Micropolskii 

is used. It is based on the saturated 

vapor coefficient modified to account 

for two-phase effects. The equation 

used is 

'̂ SFB''̂ ^ 
-3. (1-x) + 1 

1.2 

(37) 

where h is the heat transfer coefficient 

given by Eq. (33) at the evaporator 

exit. 

The average heat transfer coef­

ficient in the evaporator section is ob­

tained by integrating the above relation­

ships over the appropriate quality ranges. 

It can be reduced to a relationship which 

is a function of the saturation pressure, 

the dryout quality, the mass flow rate, 

and the geometry of the channel: 

•"(Psat, ^DNB' 
;:—iTF"" 

W.8 

(38) 

where 

is the mass flow rate, 

is th( 

eter. 

D is the channel equivalent diam-

P„,. is the saturation pressure, and sa L 
X_̂  „ is the dryout quality. 

The bivariate function 

(t)(P . X_.,r,) h a s been e v a l u a t e d f o r s a t -sa t i , ur4i5 
uration pressures ranging from 700 kPa 

(approximately 100 psia) up to the crit­

ical pressure, and dryout qualities from 

0.0 to 1.0. Figure 44 is a plot of the 

manifold formed by ()) determined from a 

water properties computer code named 
72 WATER. 

We have created a matrix using 

equal grid spacings in P_,^ and X_„_ con­

taining 132 values of if) corresponding to 

the grid crossings shown in Fig. 44. The 

evaluation of (j) is made with a simple 

bilinear interpolation polynomial using 

the four neighboring points given P 
sat 

and X„,,„. The evaluation is extremely DNB 
fast and accurate to within 1% (relative 

to the defining relationships) over the 

entire manifold. 

9. Natural Convection Literature 

Search (G. Willcutt) 
Approximately 400 references on 

natural convection were compiled on index 

cards for geometries, flow regimes, and 
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modeling approaches related to HTGR 

loss-of-forced-cooling modeling and other 

nuclear power applications. A key word 

master file was developed based on a 

title and abstract review, and a short 

computer program was written to produce 

a list of all references by author and 

reference number for each key work. A 

compilation was begun from the most rel­

evant reference of correlations, analyti­

cal approaches, and computer models for 

expected applications in HTGR modeling. 
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