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PAPERS AND DISCUSSION FROM THE X-RAY
PREFERRED ORIENTATION MEETING HELD AT
ARGONNE NATIONAL LABORATORY

December 15 and 16, 1960

Melvin H. Mueller, Editor

ABSTRACT

Papers and discussion presented at the X-ray Pre-
ferred Orientation Meeting at Argonne National Laboratory
on December 15 and 16, 1960 have been compiled. Papers
were presented on several topics on the physical metallurgy
of uranium, such as preferred orientation in recrystallized
material. diffraction intensities and uranium atom position
as a function of temperatures, as well as papers on methods
for and results of growth index calculations and predictions.
Agreement was obtained within the committee on certain
techniques and definitions, such as calculated intensities for
alpha uranium, G, based on 20 planes, and G; based on
18 planes. The committee also recognizes that further work
needs to be done in instrumental techniques including auto-
mization as well as further correlation of results with
irradiation.

INTRODUCTION AND BRIEF RESUME OF MEETING

One of the main objectives of the preferred orientation meeting
held at Argonne was to define the areas of current agreement within this
group and to define some of the areas for future investigation This report
has therefore been assembled in order to summarize the present status.
This is in keeping with the previously established policy in which the sum-
mary of the 1959 meeting of this group held at National Lead Company of
Ohio was published as NLCO-804.

The Preferred Orientation Committee met at Argonne National Lab-
oratory December 15 and 16, 1960, with the following people in attendance:

Edward F. Sturcken Robert B. Russell
Savannah River Plant Nuclear Metals, Inc.
Dale A. Vaughan Leonard Robins

Battelle Memorial Institute Bridgeport Brass Company



J. P. LeGeros R. N. Thudium

Savannah River Plant National Lead Co. of Ohio

W. Gary Jolley P. R. Morris

HAPO Fuels Preparation Dept. National Lead Co. of Ohio
Henry C. Kloepper, Jr. V. I. Montenyohl
Mallinckrodt Chemical Works Savannah River Plant

James W. Starbuck Lowell T, Ilovyd
Mallinckrodt Chemical Works Argonne National Laboratory

Melvin H. Mueller, Chairman
Argonne National Laboratory

The eleven papers presented are included in this report. Although
all of the discussion on each paper is not presented, much of the discussion
terminated in recommendations of the committee which concerned common
grounds of agreements or areas of investigation to be undertaken.

The following recommendations were adopted: that

1.  The standard calculated random intensities for alpha uranium
shall be those given in NLCO-804, Table III, page 57, column marked I**,

2. The G, value shall be as defined in NLCO-804 using the 20 plane
set as specified in column 1 of Table II, page 22,

3. The Gj; shall be as defined in NLCO-804 using the 18 plane set
as specified in column 2 of Table II, page 22.

4, The Gy value be tentatively adopted as standard for between-
site communication and that the G; value also be reported if means of cal-
culation are available, and that all investigators be encouraged to also
collect intensity data for the (040), (240), and (241) planes in addition.

5. If the G; or G; values in the future be calculated on a different
set of planes, the new Gj3 or G; value be designated by an additional digit in
the subscript, for example G;,, G; 1, etc.

6. The committee more thoroughly investigate the problem of
sampling. The need for this was especially evident from three papers pre-
sented at the meeting, which clearly indicated a difference of texture as a
result of cooling rates. This difference showed up between inside and out-
side surfaces of bars. The subcommittee appointed is LeGeros, Morris,
and Thudium,




7 The committee continue to investigate the preparation and use
of a standard sample for intersite comparison of X-ray intensity and in-
strumental conditions. Subcommittee appointed consisted of Vaughan,
LeGeros, and Kloepper.

8 The committee follow the work of Sturcken and LeGeros for
the correlation of growth and texture as being carried out in their in-pile
experiments.

9 The committee investigate the matter of statistics as applied
to texture work. Subcommittee appointed included LeGeros, Starbuck,
Kloepper, and Russell

10 The committee accepts the offer of Russell to investigate
point weighting. and together with Jolley to review the I, versus I_.. .
technique

11 Since a number of laboratories are concerned with automatiz-
ing the diffraction equipment, the commattee have an active group concerned
with this phase in order to share information, appointed on the subcommittee
Morris, Sturcken. Mueller, and Starbuck.

12 The committee accepts the offer of Sturcken to investigate the
determination of grain size by Xrays as discussed by Warren in NYO-4836,
and that Sturcken also investigate the application of Alexander's paper,
given at the Pittsburgh Conference 1960, on measurement of X-ray intensity
to the texture determination techniques.

13 That the next meeting of the P. O. Committee be held at Han-
ford some time in June, K 1961, but not the {first week.



PREDICTION OF DIMENSIONAL CHANGES IN URANIUM FUEL
ELEMENTS DURING IRRADIATION - THE ELASTIC SOLUTION
INTERIM REPORT*

Peter R. Morris and Richard N. Thudium
National Lead Company of Ohio

ABSTRACT

Equations have been derived for the prediction of
dimensional changes and stresses in thick-walled, hollow,
cylindrical uranium fuel element cores during thermal neu-
tron irradiation. The equations provide a means for com-
bining discrete preferred orientation data obtained from a
finite series of X-ray diffraction measurements. A com-
parison of calculated stresses with the creep strength of
uranium should determine whether a plasiic solution is
necessary.

INTRODUCTION

The strain tensor has been applied to preferred orientation data by
E. F. Sturcken(l) to predict dimensional changes in uranium fuel elements
during irradiation. Sturcken's original method has been modified by
Morris(z) and by Sturcken,(3) In its present form, the method finds direct
application in the prediction of dimensional changes in plates and thin-
walled tubes. The application of the method to thick-walled cylindrical
fuel elements presents additional complications.

In the case of a thick-walled cylinder, the predicted growth and
degree of self-constraint will generally be functions of both direction
and radial position. An example of variation in predicted dimensional
change during irradiation with radial position is illustrated in Fig. 1, a
plot of experimentally determined values of growth index G, in the longi-
tudinal direction for a hollow cylindrical uranium fuel core rapidly quenched
from the beta phase. In obtaining the data for Fig. 1, a 0.090-inch-wide
X-ray beam was employed to irradiate successive increments of the
sample surface from the inside radius to the outside radius.

*Much of this report has previously appeared in NLCO-816 (Nov. 15,
1960).
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Fig. 1

Growth Index Gj in the Longitudinal
Direction as a Function of Radial
Position.
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A method for combining preferred orientation data to predict di-
mensional changes of the whole is desired. These data will generally be
obtained for three mutually perpendicular directions. The selection of
coordinates and sampling scheme are dictated by the particular symmetry
being studied. For the present case, the use of cylindrical coordinates is
indicated.

In the derivation which follows we have assumed:

1. The cores adjust elastically to stresses occasioned by an-
isotropic dimensional changes within individual crystallites.

2. There exists a cylindrical symmetry of dimensional changes.
stress, and strain.

3. Elastic isotropy and homogeneity (elastic constants uniform
throughout and independent of direction) are assumed.

4. A state of plane strain exists (end effects may be neglected).

There is admittedly some question concerning the rigorous appli-
cation of these assumptions to a physical problem. The only defense we
offer for adopting these assumptions is that by so doing we are able to
obtain an approximate solution of an otherwise formidable problem.
Equations obtained for stresses may be employed to test the validity of the
first assumption, and are, in fact, prerequisite to the plastic solution, if
such a solution is indicated.



STRESS-STRAIN RELATIONSHIPS IN CYLINDRICAL COORDINATES

If a circular cylinder conforming to the above assumptions is sub-
jected to a plane strain which is symmetrical about the axis of the cylinder,
the state of strain at any point is completely specified by the values of €y,
€g; and €,, the radial, tangential, and longitudinal strain components at
the point. Similarly, the state of stress at any point is completely specified
by the values of 0y, 0@, and 0, the radial, tangential, and longitudinal
stress components at the point.

We shall denote by g., g4, and g, the radial, tangential, and longi-
tudinal components of strain due to neutron irradiation. Estimates of g,
gg. and g, may be obtained from the appropriate values of G; or Gs(‘l') and
anticipated burnup.

Except for the anisotropic nature of the strains, the present problem
is quite similar to the problem of thermal stresses.(5) The stress-strain
relations are

€r - 8r :’El' [op - v (0g + Gz)] (1)
ge_gQ:%[GG_V(Gr-FGZ)] (2)
Sz - 8z :fl;_[gz -V (9, +9%)] (3)

where E is Young's modulus, ¥ is Poisson's ratio, and the other symbols
are as noted above. Equations 1, 2, and 3 may be solved for the stresses
Op,» Og, and g, to yield

~ _E[(1-v)(er-gr) + v(€o-go + €2 -g2)]
Or = (1+v)(1-2v) ()

_E[(1-v)(co-go) + V(Er-gr+ €z -gz)]
(1+v)(1 -2v)

E[(1-v)(€,-g,) + V(€r-grt€5-g0)]
(1+v)(1 -2v)

The stresses 0, and Og satisfy the equation of equilibrium:(6)

do J -
T, T 620 ' (7)

dr r




Substituting 0, and 0g from Equations 4 and 5 in Equation 7, and combining
terms give

de deg dg dgg dg
r [(I-V) E‘Z-!-V ’a] + (1 —ZV)(ET—€G) =1 [(].-V)'—a;{ +'L’('a;:+€r—z>]

+(1-2v)(g.-ge) - (8)

I

In obtaining Equation 8, we have placed dEZ/dr 0 in compliance with the

assumption that a state of plane strain exists.

If we denote radial displacement by u, the strains €. and €g and
their derivatives with respect to r are given by

du
rr (9)
de, d*u . (10)
dr  dr?

u
E0 2 e 11
6=~ (11)
de@:_l_ du u (12)
dr r dr | 2 ’

Substitution of €4, €g, and their derivatives from Equations 9 through 12 in
Equation 8 gives

d*>u 1 du u) dg, (dge dgz)
(1-7) (dr2+r EPier) Il G vl S A e e e
1
- (1-2v)(gr-g9) - (13)

Equation 13 may be rewritten as

ur dg.. dg dg., -
sl T () i e o

r dr r (1-7)
Equation 14 is a second-order differential equation of the first degree.
Solution of Equation 14 for u is accomplished by integrating twice with

respect to r to yield

1T AR+ 7 = : dR
uw—-ﬁL gr +(1_V)RLR(ge+gz)

R A C
+(—(11--—‘27,?f1{‘\/ [ﬂf%(gr-ge)dr]dﬂ-i-ClR—i'-ﬁz- : (15)
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In each of the above integrations, the lower limit is arbitrary. The
selection of lower limits in each case determines the values of C; and C,.
We shall denote the radius corresponding to the inner surface by a, and
set this as the lower limit for both integrations.

An expression for C, in terms of C; and €, may be obtained by
evaluating Equation 4 at r = a, and equating to the normal stress 0., at the

boundary.

To do this, we first differentiate Equation 15 with respect to r,
obtaining
du 1 R v v 1 R
E;.:gr_gf Rgrdﬁ+(-——l_y)(g9+gz)-(—-——-1_v)£'2“ A (gg+g,)d
a a

R R R
(1-2v) 1 (1-2v) 1 1
+ (1 - 'y) ﬁ (gr— ge) dﬂ - (1 ~ 'V) R2 ﬁ I’(gr -ge) dr dR
a a a
Cz
+ G, --EE-Z . (16)
Evaluating Equations 15 and 16 at r = a, we have
u = C CZ ].
a = ia = (17)
du v C;
(E)a = 8rat 1-7) (802 + 825) + C1 "‘;3' . (18)

We shall denote the values of the strains €, and €g at r = a, by

€. @0d €g_, respectively. These are obtained by substituting u, and

(duf;”’dr)a from Equations 17 and 18 in Equations 9 and 11 to yield

e - v C,
ra = &ra * 73 (g0 * g,,) T C e (19)
C,
€ga = G o (20)

Substituting the values of €, and €g from Equations 19 and 20 in Equation 4,
and equating to the stress Oy at the boundary give

C, +ve .. (1+72)
szaz[ - = 2 :l . (21)

1-2v E
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To obtain an expression for C; in terms of g., gg, g,, and €, we
proceed in similar vein to evaluate Equation 4 at r = b, the radius cor-
responding to the outer surface, and equate to the normal stress 0,y at
the boundary.

The radial and tangential strains, €.y, and €5, at the outer sur-
face are obtained by evaluation of Equations 15 and 16 for u and du/dr at
r = b and substitution of these values and the value for C, from Equation 21
in Equations 9 and 11 to vield

uy, 1 b 4 b

1
=% T2 ﬁgrdﬁ‘f(l_—-;);fﬁ (g0 +g5) d&
a a

b A
¥ (——(11‘_2;")) blzf [ﬂf = (gr - 20) dr] aA

N Ci[b*(1 - 2v)+ a?]+vae, (l1+v) afo,,

(1 -2v) b W E (22)
b b
- f’ —%fﬁ gotg,) d6Q+((1-ZV))f %(gr-ge)dﬁ
b A
] ((11—_ Ji?;)? [Rf (g - 20) dr:l dR
Cyi[b¥(1 - 2v) - a%]-a%ve, (1+7v) a%5r5
(23)

+
b2 (1 -2v) b? E

Substituting €.} and €g1, from Equations 22 and 23 in Equation 4 and equating
to the normal stress 0.} at the outer surface give



b
1.2y (1+ v)(bzsrb-azara)
Cy=-veE, +43 2}{ + Ag.dA
{b ~-a E a

b b
v 1
+(1_V)Lﬁ(gg+gz)dﬁ-bZL % (gr-gg) dR

b A
ey [ﬂ [ieeo er dﬂ} | )

Substitution of C; from Equation 24 in Equation 21 yields

42 b (1 + ) (T 1h-5ra) b
C, = + A dA

v P bl
+m[ﬁ(g9+gz)dﬂ—b2f 7 (gr-g5) dA
a a

b A
e [ﬂ e }ﬂ} | 25)

We may now obtain expressions for the stresses T T and 7y by
substituting C; and C; from Equations 24 and 25 in Equations 15 and lo to

The expressions for <, andcg = u/r are sub-

——
stituted in Equations 4, 5, and 6, giving

(a®b®-a%R2%)5 rat (szz‘azbz)jrb E 1 R
o - > + _—f A g dR
a

. /
obtain u and du dr =

(bz—az)R 1+ RZ >y
- Rﬁ (gﬁqw)dﬂ-ﬂ—-—zﬂ i £ ﬂ—l‘( -gg) dr| A&
(1-v)R" [, v (1-)R?* | r €r -~ 86

R._l.._ ﬂ Rz—az b v b
‘/a‘ 7 (gr-gg) d {m}{v/;ﬁ g, dR + a -2'),/51 A (gg+g,)ar
b b
2 1 1 -2
- b f 7 (g.-g3) dﬁ-‘—(—(?-—_’t»’_))-‘/ {ﬁ_ jﬁi—(gr‘ge) dr:l dﬂ.}) (26)
a ' a a



ba%+R2 b2+ R? E R
Oeo = 1 Jrb- a(z )Gra+< ) —1—2 R g. dAR
(b%-a%) R A

13

P b (1-2v) [° 4
fﬁ(gg*gz)d/‘l- bz/- 7 (gr-gg)dh + (l-v)/ [ﬂf —=(g, - 26 dr:l dﬁ}
a a a a
(27)
R

Z)‘?"(bz~rb“'iz:ra) 1 } { 1
'z T TEle =17 | 7 (gr-ge) dR-g, “’g}
z (bz_az) z 1 -52 _/a‘ A B : z e

b

Wﬁ)ﬁ ﬁgrdﬂ_(llj:v)‘/a‘ 7 (ex-g0) d”f} - (28)

To find ~,, we apply Saint-Venant's principle, assuming that the net force
represented by the integral of the longitudinal stress 5, over the cross
section is i1n equilibrium with the net force represented by the product
of the normal stress ¢, at the boundary and the cross-sectional area:

7

b
27 f A 5, dR =1 (b*-a?) 50 . (29)
a4

Substituting , from Equation 2§ in Equation 29 and solving for €, yields

1 b 2 b 1
-+—— | Alg,+vgg) AR - vb / (gr - go) dA
l-vL z A ST (30)

a



14

Substitution of the longitudinal strain €, from Equation 30 in Equations 24
and 28 gives

VO, 1 (1-v)(b%0pp-2%0p,) 1 b
Cy = - EZ +(b2 az)< ; =+ 1+v (l-v)f -
= a

b 2y [P
+ vf R (ggtgy) a2 - (l_v)f £ (g, tvee) A4
a a

- b? (1-v) b—l—(g - gg) d# +
R r-eg (1-v)

ﬁl
f I:ﬂ/ = (gr - gg) dr:l dﬂ}> (31)
and

E Rl
Oz = 0zg t ) _—Vz - (gz+Vg9)+?’/f 7 (gr-gg) dR
- a

2 b br R
+{b2-a2}{f R (g, +vgg) dR- v/ [ﬁ.f ?(gr - gg) dr:l dﬁ}> . (32)

We may now proceed to evaluate Equation 15 for displacements u,, of the
inner surface, and uy,, of the outer surface, by replacing C, and C; in
Equation 15 by the expressions given for these quantities in Equations 25
and 31, yielding

) VG, 1 2b%5 o -[a%(1-v) + b3(1+1)]0 15
uy; = ajl - 5 + bz > 5
-a

2 b b b
+{T+_y}{f A gy dR+ Vfﬁgedﬁ-bzf = (gr-gg) R
a a a
o4
+ (l-V)f [Rf?(gr'ge) dr] dﬁ}> (33)
a a

b




and

U’b:b -

Y9zl | < 1 ><[b2(1 -v)+ a?(1+v)]op,-2a% 0,
E Be_g? o)

b

1 b
SRRV
a. a
b b "y
/ T/T (gr-ge) dﬂ-i— 2 (l—?/)/ [ﬂf ;(gr—ge) dl’:l d/f}) . (34)

SUMMARY AND CONCLUSIONS

R gg dR - [bz(l-v)+a2(l+v)}

Equations have beenderivedfor the prediction of dimensional
changes and stresses in thick-walled, hollow, cylindrical uranium fuel
cores during thermal neutron irradiation.

In the derivation, we have assumed that:
1. The cores adjust elastically to stresses occasioned by aniso-

tropic dimensional changes within individual crystallites.

2. There is cylindrical symmetry of dimensional changes, stress,
and strain.

3. There is elastic isotropy and homogeneity (elastic constants
uniform throughout and independent of direction).

4. A state of plane strain exists (end effects may be neglected).

The radial displacements of the inside surface, Ug, of the outside
surface, uy, and the longitudinal displacement u, are given by

oz [ 1 2b%0 1y - [2%(1-v) + b2(147)]opg
E Wi a2 E

> b b b 1
+{m}{f R gy dA + Vf A g5 d/’l—bzf 7 (gr—ge) dR.
a a a
R

b i
¥ (l-v)f [ﬁf—r—(gr-ge) dr] dﬂ}) (35)

ua~a -

15
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Vazg 1 Tumﬁ-,tv._.mwﬁ.wvv_qgnwmwaﬂm
Up TRt Awm-mwv A B
1 b b
;-*IWAN,\» R WH. Q.%nmu Nu\v\ % mm Q.m - _“._UNAU_.IN\V._. msNAH.TWVQ
1+v a a

b

b
\M?-Sii:-s\ T\TMH-E&T&G (36)

o 2v(b%a.p,-a%0.)
4 = Le =L zh 4 1 ) rh ra
b2-a? E

2 p? b
-Tﬂ%ﬁe R g dR+ :-5\. A (gg+g,) AR
a a
R b

b
+ Nwh _H%.h WAmu.-mmv QH.H— dA - Cwﬁvh R AmN.m.ﬁmmv ar
b 1
|.Sumv\v N\l Amﬂ - mmv Q}%V Awﬂv

The radial stress g, the tangential stress gy, and the longitudinal stress
g,, are given by

R
ENwN-mequSLﬂAwwvw-mmwmvaav A ® v 1
T =

: (b*-2a%) R® I+v R? N g
A WA vg,) dR - 2V w& &If -gg) dr| dR
(1-»)R* | 567 8z :-&wwh .hﬂ r-2@
R b b
1 R2-a? v
+.\m. " (gr-g0) &\.~+A||I||Gumumwv Wwvﬁ'\m‘ R g, dR + Cnfvh R Am®+mmv dR

AR

b b
o [ wteeso s i [ s o] o) oo




b*(a®+R?)0yp-a2(b*+R?)0 R
o = (a )orb-a“( )ra+<E )(Lfﬁgrdﬂ

(bz_az) R2 1+v Rr?

+ Rﬂ( tg,) dR + —22¥_ R[ﬁ gy - )dr} aR
(l-V)RZ_L: T8z (1-V)R2_[; lr gr - B0

R
v 1 gotvey
+r)£ K(gr'ge)dﬁ-l—_v——

a2 R2 b
+{(b2_Z§R2}{Eﬂ 288 dAR+ (lt’v)l R (g6+gz) aR
b Lo b R
- b?-‘/a‘ ﬁ_}— (gr - ge) aA + ((11 —2:)) ‘[a [ﬁ'/; _1: (gr —ge) dr:l dﬂ})

(39)
R
1
o, =0, (I-Ey2> (- g, - Vge+v/; 7 (gr-2g) dR
2 b b A
+{b2-a2}{f R (gy+vgg) dA - Vf [ﬂf—;(gr -gg) dr]dﬁ
(40)

LIST OF SYMBOLS EMPLOYED

Young's Modulus

Poisson's Ratio

Radial coordinate in cylindrical coordinate system.
Specified value of radial coordinate.

Angular coordinate in cylindrical coordinate system.
Linear coordinate in cylindrical coordinate system.
Value of radial coordinate at inner surface.

Value of radial coordinate at outer surface.

Length of fuel element core.
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o Normal stress applied to inner surface of fuel element core -

ra
positive for applied tension, negative for applied compression.

b Normal stress applied to outer surface of fuel element core -
positive for applied tension, negative for applied compression.

U, Normal stress applied to ends of fuel element core - positive for
applied tension, negative for applied compression.

gy Estimate of local radial strain arising from thermal neutron irra-
diation if constraints are neglected.

gn Estimate of local tangential strain arising from thermal neutron
irradiation if constraints are neglected

g, Estimate of local longitudinal strain arising from thermal neu-

tron irradiation if constraints are neglected

Approximate values for g.., gg, and g, may be obtained by multiplying
the appropriate value of G, or GJ“}) by a proportionality constant relating
these values to dimensional changes for unit burnup, and by total burnup.

If the stress at any point calculated from Equations 38, 39 and 40
exceeds the creep strength of the metal at that point, a plastic solution is
indicated.

SUGGESTIONS FOR FURTHER STUDY

The above analysis fails to include stresses arising from thermal
gradients in the cross section of the fuel element core.

An elastic solution for thermal stresses in a solid cylindrical fuel
element core has been reported by Cadwell and Merckx.(7) A plastic solu-
tion for thermal stresses in solid cylindrical reactor fuel elements has
been reported by Merckx.(8) An extensive review of the subject of thermal
stresses in solid and hollow cylindrical fuel element cores, including the
time dependence of strain, is given by Merckx.(9) Residual stresses
arising [rom fabrication processes have been studied by Joseph,(lo)

A more rigorous solution should incorporate stresses arising from
thermal gradients and fabrication processes, and include the variation in
elastic constants with position and direction.

Experimental data will be collected and predicted stresses calcu-
lated from Equations 38, 39 and 40 in an effort to ascertain whether a
plastic solution is required.
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STATUS OF THE GROWTH INDEX FORMALISM*

Edward F. Sturcken
Savannah River Laboratories,
E. I. duPont de Nemours and Company

SUMMARY

Since NLCO-804 was published, work has continued on various
aspects of the irradiation growt%} parameter G, and the quantitative pre-
ferred orientation parameter 3.(1) The P(u,$) matrix for G, was computed
and has gone through various stages of error correction, it is now correct
by independent verification from MCW for the 20-plane case, and by NLO
for the 18-plane case An IBM-650 program was written by Dr. J. C. English
of SRL for computing G, and J from raw X-ray intensity data.

The ability of J to describe the same shape at different orientations
in space was tested J was found to be invariant for six spatial orientations
of the same ellipsoid, was shown to be related through a simple constant to
statistical variance, 0%, and was also demonstrated to be a physical analogue
to the neutron physicist's "Roughness Factor " J was applied with success
to Mueller g_g:a;]_n,'s(z) preferred orientation (PO) studies of varying reduc-
tion in hot- and cold-rolled uranium rods.

A set of two-dimensional Fourier expansion functions, P(V,®), were
tried 1n place of P(u,®) to see if they were superior. The present set of
expansion fuactions, P(u,$), are composed of the product of eim® and the
Associated Legendre polynomials, @gm (u). It was found that the Fourier
functions required more complex calculations for G, and J and, hence,
were undesirable.

An irradiation experiment was prepared, in which PO is the only
variable, to study PO as expressecd by the strain tensor concept, i.e., G
or G, versus irradiation growth. The encapsulation technique and the
PO X-ray measurements for the irradiation test specimens are described.

INTRODUCTION

The P(u.®) Matrix**

An IBM:_()SE)_ program has been written by Dr J. C. English of SRL
for computing G,, J, Bgg, Alm, and P(u,$) for 20 or 14 planes from raw

*The information containedin this article was developed during the course

of workunder contract AT(07-2)-1with the U.S Atomic Energy Commission.

**¥Use notation given in Reference (1)
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intensity data. The program also computes the 95% confidence interval

of the mean, Gt/\/ﬁ, for G,, J, and Bgg. The matrix [A] may be computed
for any number of planes from input data composed only of the Miller in-
dices and the lattice parameters (we used those of M. H. Mueller). The
[A] matrix for the 20-plane case is compared in Table I with that com-
puted by MCW emploving a different routine and computer, but the same
input data. The differences are insignificant insofar as their use for
computing G, and J are concerned. The [A] matrix for the 18-plane case
has been compared with that calculated by Thudium of NLO and found to be
in essential agreement.

Tabte I

SRL AND MCW MATRICES 20- PLANE CASE™

15.957 (.51086 25425 1.5208 -0.05569 3.1782 -1.0579 10442 1.6720 -0.56082
15.957 -0.51085 2.8322 1.520% -0.05549 3.1668 -1.0579 G.u3e27 - L.obol -0.95739
0.45693 15.146 -1.6518 -0.40187 1.4208 -2.8770 3.5205 -0.08042 1.9193 L7991
-0.45692 15.146 -1.6458 0.40185 14157 -2.8666 3.5200 -0.08013 19124 1.7926
1.4625 -0.95027 9.9300 0.23784 -1.7337 0.80895 0.03878 1.9766 La6le 2.105%
1.4625 -0.95024 9.9032 0.23735 -1.7275 0.80602 -0.03879 1.9695 1.4560 2.0983
1.3518 -0.39938 0.41088 16.955 -1.7398 2.3892 2.6081 0.30524 033633 1.9374
1.3518 -(.39936 0.40942 16955 -1.7335 2.3300 2.0081 0.36344 -0, 338511 19304
-0.03308 0.94384 -2.0019 -1.1629 11.439 0.85975 -0.08679 -0.37484 3.1176 -2.0837
-0.03308 (.94385 -1.9947 -1.1628 11.298 0.85663 -0.08680 -0.37351 31061 -2.01364
4278 -1.4446 0.70611 12072 .63991 8.1660 -0.60220 -0.24500 LiTi2 293
L4274 -1.4446 (0.70355 L2072 0.64755 8.1372 -0.60223 -0.24378 -1.7649 2973
-0.03895 3.4933 -0.0668% 2.0050 -0.12965 1.1900 22,756 -2.3657 1.56242 0.98274
-0.93395 3.4934 -0.06667 2.0050 -0.12920 -1.1857 22.756 23572 (.50230 0.97921
0.02405 0.05487 2.3443 0.25074 -0.38500 -0.33243 1.6266 13.414 1.1158 1.2084
0.02405 -0.05484 2.3359 0.25075 -0.38363 -0.33124 -1.6266 13.265 11147 1.263%
-0.93145 L1954 1.5827 -0.21266 29231 -2.1969 0.35427 Lu2ls 91471 015723
-0.93145 1.1954 1.5770 -0.21266 2.9126 -2.1891 0.35427 1.0176 5.1143 (.15661
0.39531 0.82761 1.6838 -0.89675 -1.4221 27334 0.45557 0.85514 (L1810 11652
-0.39532 0.82736 10778 0.89674 -1.417% 2.72% 0.45561 0.85207 1.11506 cLaen

“For matrix terminology see Ref, 1. Each MCW element is listed under the SRL element.

DISCUSSION

Test of Goodness of Fit for P(u,9)

P(u,?) was fitted to 20 points (hk’ poles) on the surface of an el-
lipsoid (see Fig. 1). The points calculated from the resulting P(u,?)
distribution function are compared with

=v1 = 1.000 ;
? (minlor) those calculated from the equation for
i, the ellipsoid in Table II. Note that the

agreement is exceptionally good.
a=v3 =732
\ « (major) P(u,?) was also fitted to experi-

mental data for beta-treated uranium

S rod and alpha-rolled uranium plate. The
b=vZ =1.414 rod data came from a single specimen,
(minor) and the plate data represent an average

Fig. 1. Ellipsoid of eight specimens.
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Table 11

GOODNESS OF FIT TEST FOR ELLIPSOID

P(u,®)
hk?
Theoretical* Experimental **

020 1.732 1.730
110 1.461 1.461
021 1.404 1.402
002 1.000 0.998
111 1.312 1.312
022 1.176 1.173
112 1.159 1.158
1306 1.608 1.607
131 1.498 1.500
023 1.091 1.094
200 1.414 1.414
041 1.607 1.610
113 1.088 1.088
132 1.324 1.324
133 1.206 1.205
114 1.054 1.055
150 1.672 1.671
223 1.222 1.222
152 1.472 1.474
312 1.337 1.337

*See ellipsoid in Fig. 1, whose equation in
spherical coordinatesis givenin Table IV.

**¥Calculated P(u,9) values from least-

squares coefficients.

The experimentally measured points are compared with those cal-
culated from P(u,®) in Table III. Note that the goodness of fit is much
This is as it should be, since the

poorer for the beta-treated rod data.

rod data contain large statistical fluctuations which P(u,®) should not

follow.




Table III

LEAST-SQUARES FIT OF P(u,$) TO HOT-ROLLED
PLATE AND BETA-TREATED ROD

Alpha-rolled Plate* Beta-treated Rod**

hkf

Experimental P(u,®) Experimental P(u.9)
020 4.08 3.68 0.53 0.60
110 1.28 126 0.74 0.72
021 0.34 014 0.58 0.82
002 0.01 0.00 0.27 0.32
111 0.23 0 30 0.71 0.77
022 G.11 0.00 0.75 0.70
112 0 04 0.00 1.07 0.81
130 2.64 2.31 0.40 0.39
131 0.99 1.20 0.49 0.39
023 0.02 0.33 0 54 054
200 0.47 0 45 0.60 0.70
041 1.77 2.11 1.00 0.71
113 0.03 0.07 0.53 0.73
132 0.19 0.05 0.52 0.43
133 0 04 000 0.49 0.50
114 0.04 0.08 0.81 0.63
150 2.92 2.90 0.26 0.41
223 0.06 0.03 0.46 0.80
152 0.63 0.77 0.54 0.52
312 0.23 0.18 1.14 0.92

J = 3.02 J = 1.09

*Experimental data for 8-specimen average; grain size
approximately 20 microns.

**Experimental data for a single specimen, grain size ap-
proximately 250 microns.

Invariance of J with Respect to Rotation

The ability of J to describe the saime shape at different orientations
in space has been tested. For mathematical simplicity, the shape chosen
was the ellipsoid in Fig. 1. The ellipsoid was rotated about its axes to six
positions while the directions defining the points (hk# poles) on the surface
of the ellipsoid to be fitted to P(u,®) remained fixed. In this manner these
20 spatial directions were given six different sets of "intensities," cach set

23
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being fitted by a P(u,9) function. Values of J were computed for each
P(u,®) function and are given in Table IV. Note that J remains unchanged
as it should, since the volume and shape of the surface were not changed.

Table IV

TEST OF INVARIANCE OF J

2 2 2

The ellipsoid EZ + L+ -—Z—Z— = 1 in spherical coordinates is
a

[sin?¥ cos?® N sin? VY sin®¢ N cos®y | _ ]
22 b2 c2 B

The ellipsoid is given one and two-fold rotations by permu-
tating the axes a, b, and ¢. J was calculated for the following

orientations:
Ellipsoid Axes Ellipsoid Axes
a? b? c? J a® b? c? J
3 2 1 1.0210 3 1 2 1.0211
2 3 1 1.0211 2 1 3 1.0211
1 2 3 1.0210 1 3 2 1.0210

Relation of "J" to Statistical Variance, 0% - by J. W. Croach

J has been defined as

__ff P2(u,) dud¢=%%rznAjm , (1)

where Ap,, are the normalized coefficients of the least-squares fit. For
P(u,$) = constant only Agg, which is independent of u and @, is required to
describe P{u,9), so (1) reduces to

_T
J"ZA%0=1

By definition, the statistical variance of P(u,®) is given as

5 pl pTR _
- ?rf f (P - B)? dudd (2)

where P(u,9) is abbreviated to P.
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Expanding equation (2)

2 1 T2 _ _
Ef f {PZ - 2PP + PZ} dud®
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ol =—;—2 (J-1)
and
J=1+ (;z)z

Interpretation of J as a "Roughness Factor" - by J. W. Croach

Consider the ratio of the average value of P?(u,9) to the square of

the average value of P(u,®), i.e.,
Ti/2
(%)\f f 2(u,) dud ¢
: (1)
(2/m%

2/7T, which reduces to

o 1 »T7/2
P l = ﬂ/Zf f P?%(u,9) dud¢ =
o Jo

Now the neutron physicist defines a "Roughness Factor" for the flux

o~
\_/

N

A

since P

distribution ¢ as
(3)

— o3

= (6%)/(¢)

Hence J is the analogue of R.



Application of the J Parameter to the Study of Preferred Orientation
in Uranium Rods Rolled to Various Reductions at 300°C and 600°C

Mueller, Knott, Chernock, and Beck(2) have constructed inverse
pole figures for uranium rod rolled at 300°C and 600°C to reductions of 0,
10, 45, and 70% reduction in area. The inverse pole figures are given in
Figs. 2 and 4. A study of Figs. 2 and 4 shows (a) for the 300°C rolled
rod, increasing PO with increasing cold work, and (b) for the 600°C rolled
rods, increasing PO, to a lesser extent, with increasing hot work.

{100

107 REDUCTION ) , 0% REDUCTION

128 (22

2Te Zan

078 (130)
e 07 2 148 {4y, l \
o6 ! e \
®0f o8e (223, \
@ 19 e! ! Jc\ -
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e 5 { 0@ 113) | \
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e05 °0F° Smsy  C %03y
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N 0IC
1201) 231 (ol 1043 v
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3 2
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Fig. 2. Inverse Pole Figure of 300°C Rolled Rods with
Prior Beta Treatment. After Mueller, Knott,
Chernock, and Beck, Reference (2).

P(u,®) functions and J values were computed for each reduction
given above. A plot of J versus % reduction is given for the 300°C rolled
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rod in Fig. 3 and for the 600°C rolled rod in Fig. 5. Note that we can de-
duce quantitatively from J versus % reduction in Figs. 3 and 5 what we
deduce gualitatively from a study of the inverse pole figures 2 and 4.

4 ] ]

*bata from Mueller, Knott and Beck, ANL-5194
[ g

3 | / Fig. 3
J Quantitative PO Parameter, J,

vs % Reduction in Uranium Rod
i o | 1 Rolled at 300°C

o} 20 40 80 80
% RA

The J parameter is not a substitute for the inverse pole figure, since it
does not specify the kind of orientation. It should, however, provide a
handy quantitative method for following the amount of orientation induced

by various fabrication schedules. The inverse pole figure is difficult to use
for quantitative estimation of PO because, being a stereographic projection,
it is not "area true."

Alternative Expansion Function for P(u,?)

P(u,?) has been expanded(l) as the product of the associated
Legendre functions @gm(u) and the function eim? It was suggested that
expansion of P(u,$) as a two-dimensional Fourier series might be a more
desirable expansion, so such an expansion was carried out. Employing the
symmetry properties given in Ref. (1), P(7,9)* reduces to the form

o o0
P(V.9) = Z Z Agm cos 2’V cos 2mo (1)
/3= m=0

or, expanding into an orthonormal set of the first 10 permissible terms,

> 2./2 2.2

4
P{v,9) = -7-T-A00 +— Ajg coslV + 7 Ag cosl2d + = An cos2Y cos2@
2./2 2./2 4
+ = Ay cosdY + —— Ag, cos4® + —— Ay cos4Y cos2®

4 4 2/2
+ ’_T—AIZ cos2Y cos4d +?A22 cos4Y cos4d + —— Aso cos6Y
i

(2)

*Substitution of a second variable, cos”? = u has no advantage in this
expansion.
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The two-dimensional Fourier expansion, Equation (2), has the
following undesirable properties:

1. To normalize R(V,®) to P(V.9) as beforell) requires 4 least-
squares coefficients or, in general, all By coefficients, rather
than simply Bgg, as was the case with the associated Legendre
polynomials (ALP).

2. To calculate G, requires 3 least-squares coefficients or, in
general, all Ay, rather than simply A;;, as was the case for
the ALP expansion.

3. J will have 44 nonzero terms rather than 10, as was the case
for the ten-term ALP expansion. In general, J will be the sum
of Af@m plus A gy Ajk’ where m = k.

As regards other expansions for P(u,®), the only one appearing to
have possibilities at this time is the Legendre functions times e'™¥ rather
than the associated Legendre functions times eim®,

Controlled Irradiation Experiment to Correlate Preferred Orientation
with Anisotropic Growth

Considerable progress has been made by the committee toward
measuring and describing PO (G,, G; plus employing more precise I° values)
in a quantitative fashion.

The correlation of PO with anisotropic growth has been limited.(1,3-5)
Predictions at this stage are semiquantitative and leave much to be desired,
since many of the factors affecting growth have not been evaluated. As a
matter of fact, the irradiation data and experimental conditions, to date,
have not been adequate to give a really severe test to our strain-tensor
postulate.

A program has been initiated at SRL to correlate PO and anisotropic
growth as a function of fuel geometry, grain size, cladding restraint, flux,
burnup, and irradiation temperature. The variables will be studied one at
a time when feasible (e.g., irradiation temperature and flux normally go
hand in hand unless one employs external heating or cooling).

In the first experiment all fabrication variables except PO are to
be held constant. PO is varied by machining a series of 2-inch long by
é’z—inch diameter cylinders at varying angles to the rolling direction from
a single section of alpha-rolled plate (fabrication described previously).(4)
The diameters of the cylinders were limited by the thickness of the plate,
0.180 inch. Twenty specimens were prepared at 5-degree intervals between
5and 90 degrees to the rolling direction and in a plane normal to the rolling

direction.
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PO measurements were performedonthe same specimens that were to
be irradiated. The small diameter of the specimens presented a special
problem, since the area of the X-ray beam was larger than the specimen,
thereby forbidding the use of the standard calculated intensities, I%k,ﬂ’ for
normalization.(1) The problem was solved by preparing three "randomly"
oriented rod specimens of the same diameter as the test specimens. The
rods were machined from three mutually perpendicular directions of a
section of hot-pressed powder metal plate. A large section of this plate
had given relative intensities in good agreement with the standard cal-
culated intensities, Ifjy g 1) The three rod specimens were each run five
times on each of the three diffractometers used for the study. A set of
experimental Iflkg values, composed of a 15-run average, was prepared
for each diffractometer. The experimental average Iik: for each diffrac-
tometer is shown in Table V.

Table V

EXPERIMENTAL RANDOM INTENSITIES FOR SMALL CYLINDERS

k. for 15-specimen Ty for 45-specimen
Average** Average
hk”’
A B C ABC 5
Machine Machine Machine Average /T x 100
020 0.0760 0.0719 0.0728 0.0736 3.0
110 0.9763 0.9941 0.9971 0.9892 1.1
021 1.3988 1.4304 1.3863 1.4052 1.6
002 0.6929 0.7303 0.6971 0.7068 2.9
111 0.9380 0.9934 0.9660 0.9658 9.1
022 0.0814 0.0798 0.0784 0.0799 2.8
iz 1.0446 1.1130 1.0442 1.0673 3.7
130 0.0856 0.0838 0.0783 0.0826 4.7
131 0.9806 1.0054 0.9820 0.9893 1.4
040 0.1691 0.1633 0.1690 0.1671 1.9
023 0.4599 0.4635 0.4608 0.4614 0.5
200 0.2416 0.2259 0.2334 0.2336 3.5
041 0.1417 0.1353 0.1369 0.1380 2.8
113 0.3308 0.3432 0.3305 0.3368 1.9
132 0.1099 0.1083 0.1088 0.1090 2.1
133 0.5343 0.5021 0.5197 0.5187 3.1
114 0.3484 0.3359 0.3430 0.3424 1.8
150 0.2398 0.2230 0.2369 0.2332 3.8
223 0.4335 0.3920 0.4182 0.4146 5.0
152 0.4615 0.4064 0.4558 0.4412 6.9
312 0.2912 0.2374 0.2786 0.2691 10.5
Av. 3.5%

*Three -_%—inch rods cut from mutually perpendicular directions
of SEP hot-pressed powder metal plate.

**Five runs oneach of three rods at depth intervals of approximately
0.010 inch.
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The agreement between diffractometers is considered excellent, since

one of them employed a Xe-proportional counter detector, whereas the
other two employed Nal(T1) detectors. Because of the close agreement
between diffractometers, an average set of Iikﬂ values for all 45 runs

was prepared and used to compute G, for all 20 test specimens. A special
design, "cup type," specimen holder was used in these experiments to
reduce background. The specimen holder along with the specimen polish-
ing mount and spinner is shown in Fig. 6.

s d IR0

Fig. 6. "Cup" Type Specimens Holder

A, uranium cylinder B, steel polishing mount to avoid polishing
at the wrong angle. C, cup type specimen holder to reduce back-
ground. D, specimen holder mounted in Norelco spinner.

Five X-ray runs of 21 planes [G, group + (040)] were made on each
end of each test specimen. The initial specimen length was Z—é— inches, and
the X-ray runs were made in incremental depths of approximately
0.010 inch. The finished length dimension for irradiation was 2 inches.
Runs were made on both ends of the specimen to search for texture
gradients. Data on G, for the 20 specimens are given in Table VI. Note
that within the precision of the measurements there are no texture
gradients.

It is planned to irradiate the specimens "bare" in liquid NaK to
provide good heat transfer and to avoid restraint caused by cladding. The
specimens will be irradiated in as uniform a flux as possible, and the
temperature will be one at which considerable anisotropic growth occurs.
Each specimen is provided with a flux monitor. The encapsulation design
is given in Figs. 7 and 8. Postirradiation X-ray PO measurements are
also planned.



Table VI

G, VALUES FOR IRRADIATION TEST SPECIMENS

Angle . Marked End Unmarked End
Specimen
to RD, N b
degrees umbper G, tc/ﬁ G, tﬁ/ﬁ
0 1 +0 2212 0 0346 +0.2420 0 0068
5 2 +0.2476 0 0348 +0.2524 0.0164
10 3 +0.2037 0.0543 +0.2385 0.0192
15 4 +0.2095 0.0387 +0.2077 0.0322
20 5 +0.2204 0.0436 +0.2169 00303
25 6 +0.1882 0.0269 +0.1726 0.0299
30 7 +0.1679 0.0068 +0.1626 0.0352
35 8 +0.1446 0.0366 +0.1029 0.0379
40 9 +0.1042 0.0245 +0.1081 0.0150
45% 10 -0.0413 0.0146 -0.0478 0.0144
50 11 +0.0680 0.0324 +0.0713 0.0219
55 12 +0.0291 0.0183 +0 0363 0.0094
60 13 +0.0174 0.0216 +0.0186 0.0283
65 14 -0.0101 0.0264 +0.0089 0.0246
70 15 -0.0224 0.0238 -0.0196 0.0427
75 16 -0.0438 0.0283 -0.0119 0.0170
80 17 -0.0375 0.0203 -0.0438 0.0394
85 18 -0.0520 0.0108 -0.0153 0.0565
90 % 19 +0.0962 0.0252 +0.1081 0.0220
0 20 +0.2605 0.0216 +0.2512 0.0441

*These sections were cut near the edge of the plate which apparently
had a different texture due possibly to a lower rolling temperature
or uneven deforrmation.

Fig. 7. Capsule before Assembly

The uranium cylinder, A, is loaded into the right of the stain-
less steel capsule B. Cap C is screwed into B and heliarc
welded. Capsule B is filled with NaK under 0.2 micron vac-
uum then backfilled with high purity helium to 22.5 ¢cm. Rod D
is screwed into left end of B while system is still under par-
tial pressure of helium. The capsule is removed, Rod D is
sawed off and heliarc welded as shown on the left end of E.

An Al—l/Z wt % Mn- 1/2 wt % Co flux monitor pin, F, is housed
in a 28 Al tube, G, inserted into C and locked with a cotter
key, H.
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l«—1/2"' OD, S5
/—225 mm Helium Pressure

NaK Level

t—0.084"" Wall

Uranium Specimen,

%f 5/32"'dia. X 2’ long

~—s$S Wire, 0.020"" dia.

/-Flux Monitor, Al-1/2 wt % Mn

1/2 wt % Co wire, 0.020" dia.,
1/8"" long. Housed in 2§ Al
tubing, 1716 ID X 3/32"’ 0D,
3/8"" long. Tubing crimped ot
ends to seal.

\ Heliare Weld
§S Cotter Pin

Fig. 8. NaK Irradiation Test Assembly
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CORRELATING FABRICATION CONDITIONS
AND GROWTH INDEX DATA

Lieonard Robins
Bridgeport Brass Company

The problems associated with the production of dimensionally stable
fuel elements are well known to the members of this group. especially those
engaged in studies to determine the fabrication conditions for forming ura-
nium having a growth index within a desirable range of values One of the
problems encountered is the variation in the grain structure and orienta-
tion of the slugs due to nonuniform fabrication conditions. The furnace-to-
cooling tank transfer time or the cooling medium temperature, e.g., may
change during a series of beta-quenching operations. Processing differences
of this type can lead to structural inhomogeneities between each sample of
a group heat treated in the above manner. The problem is complicated by
the presence of the many variables introduced by the thermal and mechani-
cal treatments usually employed in shaping uranium. The list of possible
variables might include the impurity content, preliminary working and
heat-treating operations, heating or cooling rates, temperatures, time at
temperature, type and amount of plastic deformation, secondary working
operations, etc.

A logical approach for investigations of growth index is to narrow
the long list of possible factors affecting the preferred orientation to the
few most influential ones that can be easily handled in commercial fabrica-
tion practice. The screening of a large number of possible variables to
identify the most important ones is a type of problem that arises in many
investigations in one form or another. Table I, taken from part of our
uranium-extrusion development pragram, provides data to illustrate the
problem. Y

In this example different extrusion conditions were employved for
the two pushes. Six conditions were varied while two were held constant
(other possible variables, e g., billet composition and structure, and
lubricant,were not considered). The results indicate that significant dif-
ferences in tube eccentricity, ovality, hardness. density, grain structure,
preferred orientation, irradiation stability, and other properties can arise
from the difference in conditions between the two runs. But what do the ob-
served apparent differences in characteristics mean? If, e g., it was
desired to extrude slugs with a growth index of 0 T 0.050, we should like to
isolate and study the two or three most influential extrusion conditions that
can be controlled during fabrication and proceed to optimize them. If the
measured differences are real and reproducible, the following question
arises: What is the relative contribution of each extrusion variable to this
difference in results? The recognition and separation of the most important
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Table 1

DATA FROM EXTRUSION U-16

A. Extrusion Conditions (for As-cast Billets)

Bill Extru-
. Billet rlet Transfer Tool Ram Cone and \. ru .
Tube Furnace . . sion Cooling
Loca~- Time Temp, | Speed, | Die Angle, . :
No. G Temp, i op in/min degree Ratio Medium
ion oc mi . egree B
From top
) half of 555 1.15 450 45 60 12:1 Water
ingot
From bot-
25 tom half 625 1.15 875 15 130 19:1 Water
of ingot
B Test Results
Tool Temp
. ijtr(u- Increase, Eccen~ Oval- Hazrd- Densi- Grain
T'ube sion ‘2) ot s e (b)Y s ( (b )
¥ tricity, ) ity, ib) ness, {b) ty, b J Struc-
No. Constant . .
K. tsi in. in. Rg gzn/cc ture
’ Mandrel | Die
o 18.2 140 80 0.008 013 79.0 18.992 | All-fine
grained
Duplex
25 lo.1 550 (110) 0.019 007 76.5 18.965 {Fine &
coarse)
C. X-ray Evaluation Results
Axial texture coefficients, (¢) TC (hks)
] Axial growth
if\tj.b@ 020 110 200 index, (d) G,
NO,
front {center| rear | front { center! rear | front |center| rear| front |center| rear | ave.
6 1.64 1.02 | 1.47 | 3.57 3.55 | 3.75 | 3.57 3.14 | 3.44]-0.21 | -0.20 | -0.19]-0.20
25 1.30 111 10.89 ] 4 67 561 | 500 2.32 ; 2.14 | 1.541~0.25] -0.30 | -0.231-0.2¢

(a)K - n/ln R, where p is the running extrusion pressure, and R is the billet
I b g P
area reduction ratio {the extrusion ratiol.

(b)Average of the measured values for the {ront, quarter-~length, center, three-
guarter length, and rear.

{c}

TCihki ) =

L
n

(1/10) 0

fd}c,s = ¥ Ay x TC x ACosza)hkg

» where n, the number of planes measured, was 10.
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extrusion variables would provide valuable information to enable us to main-
tain the growth index within the specified limits for irradiation stability.

The Random Balance design experiment, a concept created by F. E.
Satterthwaite in 1957, provides a method for attacking the problem of iden-
tifying the most significant variables. The technique has been tried on
several problems in our research group with some success. The main ad-
vantage is that it enables one to weigh the importance of a large number of
variables to determine the few outstanding factors. These factors can then
be studied in further detail by conventional statistical procedures. The
number of tests required for the random balance approach is relatively
small in comparison to the sometimes prohibitive number needed for full
factorial design experiments.

The following presentation will serve to describe the steps in the
random balance method. Only a portion of our experimental data is
employed. *

1. Choosing the variables for evaluation - Eight extrusion condi-
tions were selected. They were considered to be the variables most likely
to have a major influence on the test results. The evaluation of the extruded
material was to consist of metallographic, dimensional, surface condition,
X-ray diffraction (texture and growth index), and physical and mechanical
property tests and examinations.

2. Choosing the conditions (levels) for the variables - Two levels
(a high and a low value) were selected for each of the eight variables. The
selections were based on the limiting values of the range over which the
extrusion conditions could be varied. Certain practical restrictions in-
volving, e.g., the press capacity, uranium phase changes, and the behavior
of the salt employed for billet heating, were taken into consideration. Three
or more levels may be employed, although the analysis then becomes more

complex.

3. Deciding on the number of test runs - It was decided to extrude
28 billets to give a random sampling of the 28 (256) possible combinations
of extrusion conditions. It should be noted that about 30 to 50 tests are re-
quired for good, representative sampling of a large number of combinations,
e g., 212 (4096) possibilities. This number of tests usually makes for a
practical-sized experiment. A -ég replicate of a 212 factorial design, pro-
gramming twelve variables with two levels each, would reduce the exact
balance experiment to 32 test runs. However, the confounding problem be-
comes complex in this approach.

* Our experiment has not yet been completed. Only 20 of the 28 extru-
sion constants (K values) to be obtained were available for this
writing. The X-ray evaluation is still in progress.
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4. Assigning the levels and variables to the tests - The two levels
were randomly assigned to the eight variables for the 28 test runs. A
table of random numbers was employed to assign the 14 high levels for one
variable to the 28 extrusion runs. This process was repeated for each of
the 8 variables. The results of the random assignment of levels is shown
in Table II, where + and - are the designations of the two levels for each
variable.

Table II

DESIGN OF EXPERIMENT U-16

) Test Results (extru-
) Levels of each fabrication variable .e esu ( .
Extrusion sion constant, grain
Run No. A B C D £ F G H size, growth index,
etco)
1 - + 0+ o+ -+ o+ 4
2 + + - - - - - -
3 + o+ o+ - -+ o+ o+
4 + 0+ -+ -+ -
5 - + + + - + - +
26 + -+ o+ o+ -+ -
27 + - -+ o+ o+ - -
28 - - - + + - + -

The analysis of the test results begins with a scatter diagram
for each of the 8 variables. The 8 diagrams are shown in Fig. 1, where
the extrusion-constant results have been split into the high and low levels
for each variable.

5. Interpreting the data - The test results were plotted to deter-
mine the extrusion variable(s) having the largest effect on each class of
test measurement. An example of the partial graphical analysis of some
extrusion-constant data is shown in Fig. I.

A simple and rapid method for a first rough analysis is shown
in Fig. 1. The median difference (the difference in median location for each
level) is shown for each variable. Also shown are the count of the number
of test results in the higher level which are higher than the highest test
result of the other level, and a similar count for the low test results. For
a test of significance, the probability of getting a total of at least R such




counted points with two groups of data of equal size is given by the
statistic

R
zn-R 2n-1-R
cal T+ Z (cn_l_r )
r=1

2n 2n-2
Ch - Choy

where R is the sum of points counted at each end, n is the number of points
in each group, and CY, = V!/W! (V-W).

22
% X X X X X X %
[ }2
— x x x X X % x X
7]
2 % X X X X X X X
=20 f— J o8
o)
=
Z
= X X X X X X % X
®
VN X X X % X X x) X
F._
N SN | S B || jt 5| x ¥
'% L] S 09* X_O.f’zx §—01; ’(b:_— 05 14 04
X X X X
; T );Z £ x =X J——-§ ] ¥ x
S] oy x x % x X %
] - & 3 X % X ook x X 4
g
= 8
4
% % X X X
16 |~ b s 3 , . 0 § ¥
| [ L1 | [ [ Lo o d
ToP BOTTOM %5 625 LB 150 450 875 5 45 60 130 21 191 AR WATER
INGOT BILLET TRANSFER To0L RAM CONE EXTRUSION COOLING
LOCATION TENP, TIME, TEMP, SPEED, ANGLE, RATIO MEDIUM
°G MIN. F 1H/MIN DEG.

The graphical analysis readily identified (a) the billet tempera-
ture and (b) the extrusion ratio as the variables with the greatest effect on
the extrusion constant. The large effects produced by these two variables
stand out sharply in the figure. They clearly cause real differences. They
are the only variables having median differences greater than 0.9 tsi and a
total of eight or more points counted at the ends. In comparison, for the
other variables, the maximum values are 0.7 tsi and four such points,
respectively.

Further analysis can be made to identify other less effective
variables and to resolve possible interaction effects covered by the two
strongest variables. This will not be done here, since our data are

39
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incomplete. The available data cover only 20 of the 28 extrusion runs to be
made. An outline of the steps for removing the effect of the two strongest
variables and for handling interaction effects can be found in the reference
(by Budne) mentioned below. The first correction involves "subtracting"
the effect of the previously determined main variables from the original
set of data. The corrected data are replotted and the analysis described
above is repeated. All major sources of variations in test results can be
determined in this manner. Thus the relative magnitude of the individual
effects of each variable can be satisfactorily estimated for all practical
purposes within the scope of the screening objective.

Learning of the important role of the extrusion ratio was, in this
case, unexpected. The extrusion constant should vary with temperature.
However, it should remain constant when the extrusion ratio is changed,
since the extrusion constant K is the proportionality constant in the rela-
tionship between the extrusion pressure P and the logarithm of the reduc-
tion ratio, loggR. The observed decrease in extrusion constant when the
reduction ratio was increased from 12:1 to 19:1 can be explained by
assuming that the heavier reduction raises the effective extrusion tem-
perature. The actual extrusion temperature may be increased because of
the generation of more heat from the larger work of deformation.

When the problem is one of optimizing fabrication conditions,
precise experimental designs, containing the few critical variables
previously identified, can be made. The optimum operating conditions may
be determined in a limited number of tests by a conventional study of the
most significant variables, while the other variables are held constant.

Further information on the random balance method and its limita~
tions, and a detailed description of the advanced stages of the data analysis,
can be found in an article entitled Random Balance by T. A. Budne. (1)
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EMPIRICAL APPROACH TO
FUEL ELEMENT IRRADIATION GROWTH PREDICTION*

J. P. LeGeros
Savannah River Plant, E. I. duPont de Nemours and Company

Natural uranium fuel elements normally change dimensions during
irradiation These changes in dimensions, termed instability or growth,
may cause unequal flow splits in the cooling water, difficulty 1n unloading
irradiated elements, and fuel element failures.

A reliable, inexpensive, out-of-pile test which predicts the dimen-
sional instability to be experienced during irradiation is needed. The in-
pile methods presently used are costly, since they require fabrication and
finishing of large numbers of test elements, and they may be detrimental
to safe reactor operation

Since a theoretical mechanism to explain the change in dimensions
of fuel elements during irradiation has not been proven to date, an empir-
ical approach to the problem of certifying test fuel elements to be irradiated
in production reactors was evaluated

Texture-limit standards are being established, on a preliminary
basis, by measuring the textures of standard production fuel elements
taken daily from the production cladding-fabrication process. This work
is being done in two phases.

In the first phase, the maximum and minimum axial textures
(measured from one diffraction sample from a slug taken from the produc-
tion line each day for eight months) were set as upper and lower limits
between which experimental slugs were certified as probably safe for pro-
duction reactor irradiation

In the second phase, texture standard limits are being based upon a
larger sampling of twenty samples (ten axial and ten in the direction of the
circumference) taken from a production slug each day.

In order to help establish which textures and other factors are most
important to fuel element growth during irradiation, a study utilizing a
multiple regression analysis was made with 956 fuel elements which were
irradiated at various flux levels and upon which measurements of dimen-
sional changes were made These fuel elements represented six different
heat-treatment groups.

*The information contained in this article was developed during the
course of work under Contract AT(07-2)-1 with the U.S. Atomic Energy
Commission This information was previously referred to as DPSPU
60-30-14B.
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The study was confined to changes in only one dimension: the length
of the fuel elements. Changes in diameter were not studied at this time be-
cause texture gradients along the radius would have had to be included, thus
increasing the scope of the problem (and hence the computer calculation
time) beyond the time available for this first study. Therefore, for this pre-
liminary study the term "instability" refers only to changes in slug length
(growth or shrinkage). Diameter changes will be considered in subsequent
studies.

The factors considered were:

Physical characteristics of fuel elements; and

Reactor geometry and operating characteristics.
The main purposes of this study were:

1. To determine the relative importance of factors causing insta-
bility during irradiation and to determine the range of reactor
operating and fuel element characteristics contributing to in-
stability during irradiation.

2., To develop criteria for testing theoretical mechanisms of
instability.
3. To derive a formula which can be used to predict the type and

magnitude of irradiation-induced instability.

The methods of regression analysis were adapted to the problem of
correlating the change in length of fuel elements with the properties and ex-
posure conditions of the fuel elements. When the analysis was completed,
it was found that the nature of the available data was such that only very
limited conclusions could be reached. This initial attempt, which is re-
ported here as a matter of record, will serve as a basis for additional work
to develop techniques better suited to the data at hand.

In the analysis, an apparently significant correlation was found be-
tween growthand the temperature of the coolant surrounding the fuel elements
This indication will be followed up in the additional work that is now planned.

Since only six groups of fuel elements were studied and all fuel
elements within a given group were characterized by the same set of X-ray
parameters and grain size data, the amount of data available with regard to
independent variables describing the material is quite limited. The batch
variable inherent in each of the six groups or batches when represented by
the mean dimensional change of each batch explains about 43% of the
variance in instability observed. The variability explained by the complete
regression analysis was 47.6%.




COMPARISON OF METHODS OF CALCULATING
THE GROWTH POTENTIAL OF URANIUM

J. W. Starbuck and H. C., Kloepper, Jr.
Mallinckrodt Chemical Works

SUMMARY

Three methods of calculating the growth potential of uranium were
applied to date from a Jominy-type end-quenched uranium specimen.
Scaled growth index (G.1.) yields a somewhat more negative value than does
G, or Gj, especially for sections having high C-axis texture.

The effects of changes in certain constants employed in the calcula-
tions were evaluated. Reduction of the cosine-squared functions from five
decimal places to two decimal places resulted in insignificant changes in
scaled G.I. and G,.

A test of the significance of differences ininverse matrices of the G,
formalism as computed at MCW and SRL also indicated inconsequential
effects upon the calculated G, value.

INTRODUCTION

Several methods of calculating the growth potential of neutron-
irradiated uranium fuel cores have been proposed. E. F. Sturcken(l) devel-
oped the expression

. 2 -
G.1. =4 T.C. x cosf -~ 2T.C. x cos®a
where

Ink1/I°hk1

1 n
ey > T/ Thi
1

L and @ = the angles between (hkl) pole and the a and b axes of alpha
uranium, respectively,

Inkl = observed integrated intensity of (hkl) plane

n = number of measured (hkl) planes.

43
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For a randomly oriented specimen, T.C. = 1; then the zero growth
potential would be equal to & cos’f - I cos®a. Due to the asymmetric distri-
bution of measurable planes, this expression is not equal to zero. The limits
of the G.I. expression are equal to In.

Sturcken later developed a "Generalized Growth Index Forrnalism,”(z)
denoted as G,, wherein the limits of the expression were +1.0 for maximum
expansion or contraction and dimensional stability was indicated by a value
of 0.00.

In addition, P. R. Morris(3) proposed a method called the "Area
Weight Method," denoted as G,;, having the same limits as G,.

The original G.I. expression has been modified by a "scaling" tech-
nigue so as to obtain limits of $1.0 and a value of 0.0 to correspond to di-
mensional stability.

The data contained in this report were compiled for the purpose of
comparing the values obtained by the three methods of calculation mentioned
above.

CALCULATIONS
The constants used in the calculations were as follows:

The I°,k] values reported in private communication, dated April 13,
1960, from Dr. M. H. Mueller were used in a 21-plane set of data. (The
21 planes are listed in Table II.) For the 21 -plane set, when all T.C. values
equal one, the Z cos®8 - 2 cos’y is equal to +2.60. (Henceforth cos® - cos®
will be denoted A cos®) Scaled G.I. was calculated on the following basis:

For observed £ T.C. A cos?> 2.60 s

ZT.C. A cos? - 2.60

Scaled G.I. = + 5100 - 2 60

For Z T.C. A cos®< 2.60 ,

2.60 - ZT.C, A cosz)
Scaled G.L. = - ( 21.00 + 2.60
The data from Jominy-type end-quenching experiments(4) were
chosen for comparison because of the varying degrees and type of texture
represented.



RESULTS
The data in Table I show the differences in the calculated values.
With three exceptions, G, can be seen to be between scaled G.I. and G;. The

differences between scaled G.I. and G; would be the additive of the last two
columns of the table,

Table I

COMPARISON OF SCALED G.1., G;, and G3; VALUES

Distance from

Quenched End, | "J" | Scaled G.1. G, G, G; - G.1.] Gy - G;
inches
0.010 2.35 -0.433 ~0.423 1 -0.405 0.010 0.018
0.015 1.82 ~-0.356 -0.336 | -0.312 0.020 0.024
0.015 1.70 -0.316 -0.298 | -0.282 0.018 0.016
Repeat
0.037 1.54 -0.178 -0.152 | -0.128 0.026 0.024
0.041 1.57 -0.188 -0.166 | -0.136 0.022 0.030
0.046 1.45 -0.153 -0.087 | -0.091 0.066 -0.004
0.050 1.62 -0.158 -0.107 ; -0.110 0.049 -0.003
0.062 1.55 -0.113 ~-0.078 | -0.065 0.035 0.013
0.067 1.41 -0.083 -0.050 | -0.036 0.033 0.014
0.072 1.47 -0.094 -0.038 | -0.050 0.056 -0.012
0.077 1.51 ~-0.092 -0.045 | -0.041 0.047 0.004
0.083 1.37 -0.093 -0.063 | -0.048 0.030 0.015
0.092 1.40 -0.045 -0.007 | -0.002 0.038 06.005
0.108 1.23 -0.076 ~-0.040 | -0.028 0.036 0.012
0.108 1.27 -0.076 -0.048 | -0.032 0.028 0016
Repeat
0.113 1.24 -0.061 -0.022 | -0.020 0.039 0.002
0.122 1.19 -0.067 -0.047 | -0.026 0.020 0.019
0162 1.06 -0.094 -0.073 | -0.060 0.021 0.013
0.167 1.05 -0.087 -0.078 | -0.059 0.009 0.019
0.177 1.05 -0.073 -0.075 | -0.046 0.002 0.029
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Area Weight constants have a computation bias of G; = +0.019 for
a random specimen. Removing this bias would yield even more equivalent
G; and G; values. Regarding scaled G.I., a distortion should theoretically
occur due to "scaling” for high C-axis textures. The distortion does, in-
deed, seem to manifest itself, for in the region from 0.046 to 0.113 inch
from the quenched end the differences in G.I.;and G; are larger. It is in
this region that [001] texture is prominent, ac@cording to observations re-
garding the effect of cooling rate through the beta-to-alpha transformation.
From these data it would appear that scaled G.I. yields a somewhat more
negative value for growth potential than G, or G; when employing a 2l-plane
set. The choice of using either G; or G; would seem to be arbitrary, with
no serious consequence. The accuracy of either of the three units of meas-
ure must still be ascertained by pile behavior data.

THE EFFECT OF CHANGES IN CONSTANTS

Among the areas of uncertainty regarding the determination of pre-
ferred orientation in uranium has been the use of certain constants in various
steps of the calculation of either G.I., G;, or G;. Considerable effort has
been expended towards refining these constants. The question arises as to
the significance of the differences.

The data reported herein are differences presented for the purpose
of establishing the degree of accuracy required by way of examining the
effect of changes in the constants upon the final calculation.

The first area studied dealt with the choice of values of the lattice
constants for alpha uranium. The values of the lattice constants determine
the angles between crystallographic planes, which, in turn, determine the
component of growth potential, cos®f - cos’a, used in the G.I. or G; formal-
isms. This has the same value as the V,; column in the Vj,,, matrix of the
G; formalism. Using the alpha-uranium lattice constants reported by
Mueller and Hitterman of ANL, cosine-squared functions had been computed
to five decimal places on the LGP 30 computer. These values have been
used routinely at MCW for calculating G.I. and G; for 21-plane sets of data.
Three samples were chosen and recalculated using cosine-squared functions
of three and two decimal places, respectively., Table II contains the results
of these calculations.

These data indicate that there is an insignificant effect on scaled
G.I. or Gj introduced by the dropping of as many as three decimal places
from the cosine-squared values.

Since there has been concern over differences in elements of the
inverse matrix, a similar scheme as above was used for evaluating the
differences.




Table II

COSINE-SQUARED EFFECT ON G.I AND G,

Texture Coefficients
Bkl Sample Sample Sample
4106 4107 4108
020 1.029 1.165 0.871
110 10 542 4.158 1.449
021 0.189 0.588 1.260
002 0.178 0.147 0.094
111 0.115 1102 1.449
022 0.367 0.315 0.955
112 0.000 0.220 0.546
130 1.008 1,627 1.344
131 0.220 1.585 0.294
023 0.073 0.094 1.323
200 4.557 1.816 2.835
041 0.378 1.291 0.178
113 0.000 0.063 0.798
132 0.000 0.787 0.735
133 0.000 0.241 0.042
114 0 031 0.000 0.136
150 0.672 1.071 0.210
240 0.840 1.375 0.798
223 0.000 0.357 1.039
241 0.640 1.753 3.213
152 0.042 1,144 1.312
Scaled G.1.
cos® = X, XXXXX -0.4725 -0.0887 -0 1476
= X. XXX -0.4722 -0.0887 -0.1475
= X. XX -0.4737 -0.0896 -0.1485
G,
cos® = X, XXXXX -0.5177 -0.1045 -0.1420
= X, XXX -0.5174 -0.1042 -0.1417
= X. XX -0.5194 -0.1055 -0.1431

The fixed point 21-plane inverse matrix (Table III) was calculated
to eight decimal places. Intensity data from a single sample were chosen
and computation of G; was carried out by successive dropping of "bits" of the
binary code in each element of the matrix. No change in G, or "J" values
occurred until five decimal places remained, indicated by "WWWWOOOO,"
such that the maximum possible deviation from the true value of any ele-
ment in the matrix was 0.00003. The data are shown in Table IV.
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Table III1

FIXED-POINT 21-PLANE INVERSE MATRIX
Computed by MCW

0.07367918 | -0.00424965 | -0.06005776 | -0.01687370 | -0.02100614
0.04201153 0.01523251 0.02197417 0.03323284 | -0.01685819
-0.00380100 0.07135108 0.03563704 0.00976809 0.00220374
-0 02280027 | -0.01901722 | -0.01495175 | -0.01759761 0.00230926
-0.03101370 0.02057506 0.18976951 0.01501407 0.05063145
-0.08599500 | -0.01985910 | -0 04642227 | -0.07751083 0.02153488
~-0.01499884 0.00970761 0.02584410 0.06273415 0.02270851
-0 02768824 | -0.00962463 | -0.01129459 | -0.03082937 0.02135381
-0.01252564 0.00146916 0.05846416 0.01523334 0.12488782
-0.06477546 | ~0.00738872 | -0.01313748 | -0.07278428 0.04059828
0.01893666 | -0.01149027 | -0.07506264 | -0.01404052 | -0.04896568
0 17364025 0.01327722 0 02734066 0.09423457 | -0.05815407
0.01351916 | -0.01887038 | -0.03413136 | -0.00960981 | -0.01099749
0.02614271 0.05294971 0.02159892 0.02468470 | -0.01514936
0.01345803 | -0.01023803 | -0.05505681 | -0.00778202 | -0.01349358
0.03714864 0.01490468 0.09594201 0.02230957 | -0.02305127
0.01857999 | -0.01099985 | -0.08391818 | -0.01939079 | -0.06824360
0.11688351 0.01554990 0.02036575 0.17353426 | -0.04867756
-0,00696095 0.00106607 0.01721931 0.00991940 0.02811326
-0.05327245 | -0.00704812 | -0.01554116 | -0.03595078 011180738
Table IV

EFFECT OF CHANGES IN 21-PLANE INVERSE MATRIX

Sample: HAPO Size I and E Core 4109 A2 Al2

History: 7th Alpha Extrusion Campaign
Code Notation ny G,y
WWWWWWWW 1.09 -0.0221
WWWWWWWO 1.09 -0.0221
WWWWWWOO 1.09 -0.0221
WWWWWOOO 109 -0.0221
WWWWOOOO 109 -0.0224
WWWJIO000O 1.09 -0.0237

The next set of trials was carried out for ten samples having various
degrees of textures. The dropping sequence was continued through the use

of a maximum difference of 0 0078(;3;). The results are shown in Table V.



Table V

EFFECT OF CHANGES IN 21-PLANE MATRIX

Maximum Matrix Element Deviation

Sample | "J" | 8-place | 0.00012 | 0.00048 | 0.0039 3 0.0078
i
G2
4079 2.48 | -0.1701 ) -0.1715| -0.1747| -0.1645| ~-0.1556
4080 2.76 | -0.2093 | -0.2108 | -0.2143 | -0.2024 | -0.1948
4083 1.09 | -0.0221 | -0.0237 ] -0.0261 | -0.0429 | -0.0595
4084 1.01 ¢ -0.0131 | -0.0143 1 -0.0158 | -0.0194 ] -0.0248
4085 1.03 1 -0.0014 | -0.0027 | -0.0043 | -0.0102] -0.0145
1097 1,05 -0.0037 | -0.0051 | -0.0071} -0.0189 | -0.0303
4078 2.68 | -0.1966 | -0.1980 | -0.2014 ] -0.1893 | ~0.180b
4081 2.84 | -0.2363 | -0.2378 | -0.2414 ] -0.2300} -0.222
4105 5,771 -0.3331 | -0.3353 | -0.34081 -0.3347 | -0.3506
4106 6.48 | -0.4988 | -0.5013| -0.5080 ] -0.4973 | -0.5044

In comparing MCW and SRP-computer 20-plane inversematrices,
it was noted that six elements differed by 0.01 or more and fourteen dif-
fered by 0.005 to 0.01. The differences are shown in Table VI. In addition,
the average difference between elements of SRL and MCW -computed matri-
ces was found to be 0.00345, hence, the 0.0039 (55z) step was considered to
be a test of these differences. Since some of the elements differed by 0.01,
the next step of 0.0078 (72—8) was carried out. As can be seen from the data,

the largest change in G; was 0.04, with 0.02 being the average change.

Table VI

DIFFERENCES BETWEEN MCW AND SRL MATRIX VALUES
(20-plane Set)

0.0000 | 0.020 0.0004 | 0.0008 0.00373 ) 6.0012 | 0.005 0.001 0.003 0.005

0.018 0.012 0.0017 0.012 0.0003 0.0001 | 0.0031 { 0.0038 | 0.005 0.0012
0.0002 | 0.0009 | 0.006 0.0015 0.0057 0.0026 | 0.0013 ] 0.0012 0.0019 | 0, 0019
0.0007 1 0.012 0.0027 4 0.007 0.0002 0.0037 | 0.0022 | 0.0012 | 0.0009 | 0.0035
0.0023 | 6.0002 | 0.0066 | 0.00014 | 0.0014 0.0005 | 0.001 0.0036; 0.0029 | 0.003

0.0006 | 0.0000 | 0.0023 | 0.0019 0.00038 | 0.0089 | 0.0034 ] 0.0011 | v.003 0.0048
0.0045 | 0.0029 | 0.0022 | 0.0023 0.0015 0.0067 | 0.0004 | 0.0090 | 0.012 0.0050
0.0006 | 0.0026 | 0.0015| 0.0075 0.0038 0.0014 | 0.0062 | 0.019 0.0003 4 0.0037
0.0016 | 0.0031 | 0.0021 | 0.0006 0.0027 0.0037 | 0.0078 | 0.0001 | 0.0011 | 0.0013
0.0020 | 0.0006 | 0.0015| 0.0016 0.0020 0.0044 | 0.0023 | 0.0020 | 0.0009 | 0.0079

The double underscore indicates the six which deviate by 0.01 or more.

The single underscore indicates fourteen additional which deviate by 0.005 to 0,010,

It is recognized that the above tests do not completely define the
possible errors. The problem of matrix statistics is extremely compli-
cated. However, it is felt that these tests shed considerable light on the
question of differences. It would appear that the differences in matrices
are of insignificant magnitude in relation to the other sources of error in
the X-ray determination of growth potential.
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INTERSITE EVALUATION OF PREFERRED ORIENTATION DATA

J. W. Starbuck and H. C. Kloepper, Jr.
Mallinckrodt Chemical Works

SUMMARY

X-ray-determined preferred orientation data observed at MCW and
HAPO laboratories were in excellent agreement with respect to texture
coefficients and G; observations. It appears that the procedures have been
sufficiently standardized for exchange and comparison of data between the
two sites.

INTRODUCTION

To test the quality and control of grain orientation, a testing program
was conducted for evaluating I and E cores produced at MCW during the 7th
alpha extrusion campaign(l) which consisted of 55 alpha extrusions. The
testing program was to serve as a means of comparing X-ray-determined
preferred orientation data of alpha-extruded, beta-treated cores with those
of other variously processed cores tested at HAPO.

EXPERIMENTAL

Cores that were nonrecoverable rejects due to failure to meet di-
mensional and/or surface quality specifications were randomly sampled to
furnish test specimens. The number of samples required was determined
by sequential statistical evaluation of the observed data. It was found nec-
essary to test 23 cores in order to obtain a representation of various posi-
tions over an entire tube length.

A single X-ray scan of a transverse section of a core constituted
one sample. A rotating specimen spinner capable of holding a full-diameter
core was employed. The X-ray-irradiated area was an annulus having an
OD of 1.25 in. and an ID of 0.52 in. This was achieved by 157-rpm rotation
of the sample in the plane of the irradiated surface, the center of rotation
lying outside the X-ray beam. A Philips Electronics, Inc. X-ray unit was
employed, using nickel-filtered copper radiation operated at 40 kv at
18 ma. The detector was a scintillation counter with pulse-height discrim-
ination. Integrated intensities were obtained by a single scan of each peak
at 1° Z@/min, the intensities being recorded on the EIT count register of
the scaler unit. External timing of the scaler circuit allowed for fixed in-
terval accumulation of intensities. Appropriate background correction was
made.
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The test specimen was obtained by cutting a wafer approximately
% in. from the end of the test core. The test surface was faced on a lathe
and ground on successive grits of emery paper. Final preparations was
by electrolytic polishing in chromic-acetic acid solution. A %Sl/min scan
of the (110), (021), and (002) alpha-uranium peaks was used to monitor
surface preparation. Successive electrolytic polishing was carried out
until stabilization of the strip-chart-recorded peak heights, as well as
Koo, resolution, was achieved so as to insure removal of surface cold
work,

The preferred orientation data were computed in accordance with
agreed procedure as outlined elsewhere in this document. The same data
have been reported elsewhere;(2) however, the calculations in that report
were not carried out in accordance with the now standardized methods.
Upon completion of the testing program at MCW, the 23 wafers were
shipped to HAPO for comparative testing. The results from the two sites
are included in this report.

RESULTS AND DISCUSSION

Table I contains the data determined at the respective sites. The
0.013 difference between the MCW and HAPO averages was found to be
significant at greater than 99% confidence. The error limits are the re-
sult of processing variables of the seventh alpha-extrusion campaign and
the error of the X-ray measurements.

Table 1I shows the texture coefficient (P;) data observed at the two
sites with their respective error limits. Data indicate that nearly random
orientation has been achieved. There is, however, a slight excess of (ZOO)
and (002) planes parallel to the transverse cross section of the cores. It
was also noted that these two planes exhibit the greatest deviation about
their mean.

It would appear from the data that techniques have been sufficiently
standardized for the attainment of comparable preferred orientation data at
the two sites involved. It should be noted that different equipment was
employed for this comparison, since MCW uses Philips Electronics, Inc.
equipment whereas General Electric X-ray equipment is used at HAPO.




Table I

COMPARATIVE PREFERRED CRIENTATION MEASUREMENTS

Core No.2 Spe;;men G, (MCW) | Gs (MCW) | G; (HAPO)
1135 Al A3 192 0.007 0.066 0.043
4098 F1 A3 109 0.010 0.014 0.034
4079 Bl A5 099 0.010 0.003 -0.007
4108 A2 Ab 143 0.023 0.015 0.023
1066 Al AT 065 0.010 0.007 0.044
1076 Al A9 078 0.006 0.001 0.006
1098 B1 All 116 0.006 0.005 0.040
1109 A2 Al2 166 0.003 0.006 -0.032
4079 B2 Al7 101 0.024 0.034 0.080
9101 A2 AlS 036 -0.006 -0.008 0.020
1132 B2 B2 209 0.022 0.020 0.034
1109 A2 B4 168 0.040 0.039 0.040
1108 Al B6 140 0.002 0.002 0.023
1109 Al B7 158 0.025 0.021 0.000
4108 A2 B10O 152 0.049 0.055 0.054
4132 Al B11 184 0.017 0.013 0.020
4079 B2 Bl1l 105 ~0.015 0.020 0.010
4132 Al BI2 185 0.006 0.007 0.012
1066 C1 B12 073 0.010 0.008 0.012
1203 A2 B13 216 0.022 0.016 0.012
1132 B2 B13 188 0.000 -0.002 0.030
1203 A2 B4 217 0.020 0.014 0.012
1003 Al B18 023 0.000 0.007 0.041

Average +0.012 +0.011 +0.024
to =P (95% C.L.) +0.031 +0.034 +0.048
t 0 %€ (95% C.L.) +0.0064 $0.0068 $0.0099

@ The first four digits denote the dingot number; the first letter and
following digit denote billet number; the second letter denotes alpha-
extruded tube, "A" for lead half, "B" for tail half, and the last digits
denote core number starting from lead end.

b o x = estimate of error of an individual.

C X = estimate of error of the mean.
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Table II

TEXTURE COEFFICIENT (T.C.) DATA

Average T.C. g
hkl

MCW HAPO MCW HAPO
0620 1.04 1.22 0.21 0.23
110 1.05 0.97 0.19 0.18
021 1.12 1.11 0.16 0.16
002 1.72 1.68 0.45 0.45
111 0.87 0.73 0.09 0.07
112 0.81 0.78 0.17 0.14
130 0.87 0.94 0.13 0.14
131 0.92 0.87 0.07 0.10
023 1.28 1.28 0.13 0.20
200 1.60 1.41 0.45 0.40
113 1.02 1.03 0.14 0.19
132 0.89 0.96 0.12 0.14
133 0.94 0.96 0.14 0.17
114 1.12 1.13 0.15 0.20
150 0.92 0.87 0.11 0.16
223 0.77 0.81 0.16 0.19
152 0.90 0.89 0.08 0.12
312 0.78 0.86 0.11 0.14
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BRIEF DESCRIPTION OF THE "AREA-WEIGHT" TREATMENT
FOR THE 18-PLANE SET

R. N. Thudium and P. R. Morris
National Lead Company of Ohio

The Growth Index(1) has been modified by Morris(2) and Sturcken.(3)
In the "area-weight" treatment,(z) two assumptions are made: the first,
that a finite set of points may be employed to adequately sample an unkown
continuous function, and the second, that the pole represents all points
within a spherical polygon obtained by making arcs of great circles equi-
distant between a pole and each of its nearest neighbors. The first as-
sumption is made in other methods.(1,3) As the texture increases, it
becomes necessary to increase the number of sampling points. The G;
and [(Aw T.C.)/AW] depend upon these assumptions.

The poles of 18 crystallographic planes of uranium were projected
on the surface of a sphere. Arcs of great circles were drawn equidistant
between a pole and each of its nearest neighbors. Thus, a spherical
polygon was formed about each pole. The polygon was divided into spher-
ical triangles and the chords of each triangle were measured with dividers.
The surface area of each triangle was determined from the chord lengths.
The areas of individual triangles were summed to give the area of each

polygon.

In Table I are given (1) the diffraction plancs, (2) calculated random
intensities, (3) area weight factors, (4) squares of direction cosines, and
(5) products of area weight factors and squares of direction cosines.

Fable 1T

Plane Lo Ay, costa cos® I cos® v Ay cos®a A, oot i A,ﬂ Cost v
020 6.34 1 0.,0318 | 0.00000 ) 1.00000 | 0.00000 0.0000 0.0318 0.0000
110 72.7 0.0634 | 0.80877 | 0.191.25 | 0.00000 0.051 ., 0.01.21 0.0000
021 160.0 0.0608 | 0.00000 | 0.7103- | 0. 250pR U060 0.0450 0,015
002 1.4 0.0304 | 0.00000 | 0.000001 1.00000 0.0000 0.0000 0.0301
111 53.3 0.0738 | 0.03769 | 0.15078| 0.21153 0.0471 0.0111 0.0156
112 48.3 0.0522 1 0.39013 | 0.09224 | 0.51703 0.0204 0.00438 g.0270
130 3.37 ] 0.0357 1 0.31909 | 0.08051 | 0.00000 0.01114 U.0213 0.0000
131 40.0 0.0684 | ¢.28904 | 0.61508 ] 0.09558 0.0148 0.0421 0.0000
025 16.8 0.0659 1 5.00000 | 0.24080G 1 0.75804] 0.0000 0150 a.0%00
200 8.82 1) 0.0234 ] 1.00000 | 0.000001{ 0.00000 0.0231 (.0000 0.000u
113 11.6 0.0477 | 0.23680 | 0.05601 | 0.70713 0.0113 0.0027 0.0337
132 3.651 0.0529 | 0.22447 | 047709 ] 0.29784 0.0119 0.0253 3.0154
153 15.3 U.0795 1 01558 | 0.34809 ] 0.48833 0.0130 00277 0.0388
114 16.2 0.0749 { 0.15282 [ 0.03613 ] 0.81105 0.0114 0.0027 0.0607
150 7431 0.0372 1 0.14469%| 0.85531 | 0.00000 0.00%4 0.0318 0.0000
225 12.2 0.0487 | 0.50434 | 0.11925 ] 0.37641 0.0246 0.0058 U.018.
152 12.8 0.0689 ] 0.12139] ¢.7175% | 0.16100 N.0054 0.04%4 0.0111
312 8.85 | 0.0845 | 0.85201 | 0.02238| 0.12561 0.0720 06.0019 0.010u

2 1.0001 | 5.84548 | 6.34299 | 5.81153 0.3314 0.3344 0.3344
]—lénl 0.3247 0.3521 0.3229
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Using the data from Table I, it may be shown that

18
1 2 2 _
18 (cos B; - cos oci) = +0.028

i=1
18

2 2 - .

Z Awi (cos Bi - CcOs ai) =4+ 0.003 ;
1:

for a randomly oriented sample

/1, \
=1

n . -
> Awi L/I
=

Areas were also determined by laying paper over the spherical
polygon, tracing the polygon, and then planimetering the resulting figure
on the paper. The maximum difference in an individual A, between results
obtained using the polar planimeter and the spherical triangles was 3.8 per
cent. A comparison of the total area with that calculated for the octant
indicate a 0.7 per cent difference for the spherical triangles method and a
2.2 per cent difference for the polar planimeter method.

The growth index G; is given by

n
Z(ij Ij/Ij) (cos® B: = cos®a.)
=1 J J

G3:J

o 1
Z (Awi Ii/ Ii)
i=1

The primed and unprimed I's correspond to calculated random intensities
and measured intensities, respectively.

G, varies from minus one to positive one, zero corresponding to
predicted dimensional stability during irradiation.
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SOME PROBLEMS AND FACTS IN THE DETERMINATION OF
GROWTH INDEX IN BETA-TREATED URANIUM

R. B. Russell
Nuclear Metals, Inc.

I. PROBLEMS

INTRODUCTION

The determination of texture in beta-treated uranium is somewhat
different from the determination of that of alpha-fabricated metal. In the
latter case, the grain size is usually much smaller, so that a texture de-
termination is somewhat more reliable, but the difference which gives rise
to more problems is that the texture of beta-treated metal is practically
random, with the result that the greater number of diffracting peaks tend
to interfere with each other, making their quantitative intensity measure-
ments more difficult. Fortunately for the diffractionist, most peaks are
separated, including the low angle triplet (110)-(021)-(002). Present growth
indices are based on a selection from the group of strong and resolved
peaks only, so that growth is predicted on the basis of a determination of
only a part of the texture. In attempting to learn whether or not, from the
point of view of irradiation growth, this part is a truly representative
part of the entire texture, the physical metallurgist must rely primarily
on his information of the relative degree of scatter (1) in the relation
between measured growth and a particular growth index. Now, aside
{rom the practical problem of choosing enough different hkf{ pole densities
to make an adequate representation of the entire texture, he must decide
on how to weight these choices. It seems clear that he has only two weight-
ing possibilities: quantized or continuous. The quantized method is exem-
plified by point weighting (such as K,9, which has not been pile tested, and
G.I. which has) or area weighting (such as Gjz). The continuous weighting
method is used in G,. It would be very helpful to the metallurgist if the
weighting method were the only variable, because then he could decide on
the basis of experimental evidence alone - always a valuable tool to the
scientist - which weighting method is correct. Accordingly, if the compo-
nents of the terms ZC and 2 Ay{C were adjusted so that

Z2C = L2 AwC (preferably = 0),
he could choose the preferable weighting.
It may turn out that over a part of the curve representing actual vs.
predicted growth, the predicted growth index may show a larger degree of

scatter or insensitivity to actual growth. In this case it may be that some
significant poles have been omitted from the predicted growth index. Certain




diffraction peak intensity data are not collected, not because they are not
important, but because they are not well enough resolved to measure. For
example:

CuKa,, Cuka™
(hk{ ) 206 rel. int. (Ip) C=(cos®f -cos®a)

221 76.57 20.4 -0.5789
004 76.88 5.46 0

202 77.00 10.9 -0.7500
310 110.09 4,06 -0.9488
025 110.22 5.85 +0.1017
204 110.78 6.34 -0.,4287

Of these, the (202) and (204) reflections are probably the most important
because enhanced reflections from these planes have been observed from
surfaces perpendicular to former thermal gradients present near the
surfaces of beta-quenched uranium. The progression of pole densities
parallel to thermal gradients has been found to be 100, 101, 102, 001, 0kd ,
with 100 associated with the steepest thermal gradients, (2) although Star-
buck and Kloepper (3) nave reported that the progression is rather 100,
114, 001, Ok¢. Figures la, 1b, lc, and 1d show the progression of maxi-
mum pole density from 100 to 001 in the metal up to% inch from the water-
quenched end of a one-inch-diameter Jominy bar.

¢ Ol2 045 0.3b
023" Qi1 043 Q2. - B 041,061, OI0
e V2. o

Fig. 1(a)

Crystallographic (inverse) pole
figures for the axial direction of
Jominy Bar J-3 at increasing dis-
tances from the water-quenched
end at 0.002 in. from end.

Gy =-0.34, K = -173

Drawing No. RA-1556

*E. F. Sturcken, Determination of Theoretical
Diffraction Intensities for Alpha Uranium,
NLCO-804 (July 15, 1960), p. 57: Igfor (021)=100
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Fig. 1(c) At 0.047 in. from end, Fig. 1(d) At 0.272 in. from end,
G3 :-0.27 G3 = +001
_K = —166 K = +6
Drawing No. RA-1597 Drawing No. RA-1558

Since the G; value is the more important where it is observed or expected
to deviate more from zero, it follows that the exclusion of these 104 poles
from a growth index is injuriocus to a statistical study of the relation be-
tween actual and predicted growth of beta treated uranium.
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RESOLUTION OF DIFFRACTION PEAKS

The essential problem of separating close peaks, of course, arises
from the fact that several interplanar spacings are nearly identical. Pos-
sible methods of resolving diffraction peaks have ordinarily been to in-
crease the collimation and/or to increase the incident wave length. We
have used 1° divergence and scatter slits and the narrowest receiving slit
on our Philips high angle goniometer, i.e., 0.003 inch. Use of a narrower
divergence slit is impractical because of the serious reduction in intensity
without any noticeable increase in resolution. Of the targets commonly
available: Cu, Ni, Co, Fe, and Cr, only the Ko, K of Cu, Ni and CoKf will
cover the spacings required for G; (assuming a maximum 28€ limit of 164°).
There is no appreciable improvement in the resolving power of NiKo or
CoKpg over CuKo. Table I shows the 26 positions of the two triplets con-
taining (202) and (204).

Table I

THE 26 POSITIONS OF TWO TRIPLETS CONTAINING THE
{202) AND (204) DIFFRACTION PEAKS OF ALPHA
URANIUM FOR SEVERAL EMISSIONS

ssuming = 1.5405 =2.8503 4
{Assuming }\CuKal 1.54051 &, a 8503 A,

b =5.87124, and c = 4.9558 &

{(hk*) £26 (hk? ) A28
Target
221 004 202 * Hk 310 025 204 * *k
CrKo, |134.11 | 135.04 | 135.40| 0.36 | 0.11 - - - - -
Ko, | 134.57 | 135.51 | 135.88 ] 0.37 - - - - - -
KEg, 113.96 | 114.57 | 114.80 | 0.23 - - - - - -
FeK o, 102.27 | 102.76 | 102.95| 0.19| 0.10 - - - - -
Ka, 102.56 | 103.05 | 103.24 | 0.19 - - - - - -
K7 89.90 90.29 90.44 4§ 0.15 - 138.30 | 138.54 | 139.59 1 1.05 -
CoK o, 92.03 92,43 92.59 1 0.16 | 0.10 | 144.25 ) 144.54 | 145.79 | 1.25 | 0.47
Ko, 92.28 92.69 92.85| 0 16 - 145.03 | 145.32 | 146.60 | 1.28 -
Kg, 8l.30 81.70 81.831 0.13 - 119.14 | 119.30 1 119.98 | 0.8 -
NiK o, 83. 04 83.99 84.12 1 013 | 0.11 ] 123.77 | 123.94 | 124.68 | 0.7+ | 0.24
Ko, 83 88 84.23 84 36| 0.13 - 124.27 1 124.44 | 125,19 |1 0.75 -
KB, T4.22 74.51 74+.63 1 0.12 - 105.89 | 106.02 | 106.54 | 0.52 -
CuK o, 76 57 76.88 77.00 ] 0.12 0,11 §110.09 | 110.22 |110.78|0.56 ] 0.10o
Ko, 76.80 77.11 77.2310.12 - 110.49 | 110.62 |1 111.19 | 0.57 -
Kg 68.10 68.37 08,471 0.10 - 95.58 95.68 96.11 10.43 -
%
26zoz - 29004
%ok
(29004)1{&2 - (Zezoa)K@l
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It is clear that (204)Ke,; is better separated than is (202)Ka,, which occurs
only about 0.10° (28) from (004)Ka, for all targets. There are several
techniques which might be used to determine the intensities of partially
resolved peaks:

1) derivation of intensity from associated orders and peak tracing;
2) separation by differential thermal expansion;
3) use of crystal mondchromator; and
)

4) pole densities of neighboring poles.

DISCUSSION

Derivation of Intensity from Associated Orders and Peak Tracing

The nearest interfering (hkf) reflection to (202) is (004), and since
we know that 1004/I002 = 5.46/51.4 for CuKo and that Iy, can be measured
from a well-resolved reflection, we can compute Igyy. We can usually make
some estimate of hoth the I f({:ﬂl and I(z02)Kt,. Since it is known that the
relative intensities(4) KG,Z/ chi = 0.50, the total intensity K¢, , can also be
estimated. In this way, by trial-and-error peak tracing, a fair estimate of
the intensities can be obtained, of course, subject to the rules that the sum
of the amplitudes of the separate estimated diffraction curves add up to the
actual given amplitude at a particular 2€ and that the sum of the separate
integrated area equals the total area of the triplet envelope.

Separation by Differential Thermal Expansion

The relative separation of different (hkf) diffraction peaks is changed
by heating:

A{2e) = -2¢ tan® AT.

hk/
Since alpha uranium is thermally anisotropic, it is possible that the separa-
tion of some peaks could be increased by heating. Unfortunately, heating to
as high as 300°C (higher might alter the texture) would change 26 by only a
negligible amount - entirely insufficient for the purpose.

Use of Crystal Monochromator

Lang<5) has described several variations of the diffracted-beam
monochromatization techniques. Figure 2 shows an arrangement where the
monochromator is a transmitting bent crystal. This same scheme was con-
ceived independently by Harker.(6) Lang used a LiF crystal, ground paral-
lel to (100) and 0.3 mm thick annealed and plastically bent. He was not
able to separate the Kc; component because of the poor quality of his
crystal. However, he recommends that the best chance otcurs with the



(1310) guartz or the (060) Muscovite mica reflections. It may be seen from
Table I that the removal of all wavelengths except Ko, might very well en-
able one to estimate by graphical separation (7) the intensity of (202) CrKa,
although, because of the large absorption of this wavelength in air (to say
nothing of the reduced intensity by monochromatization), 2 helium path
would have to be used. The monochromatization of Ko, rather than Kf5, for
all of these target materials is strongly preferable because of the larger
separation of the Ka&,;'s, and especially because of the fact that K2, inten-
sity is only 16 to 20 per cent of the Ko, depending on the target.(4}

Fig. 2 Combination of a reflection specimen
and a transmission monochromator
(RT technique ).

Pole Densities of Neighboring Poles

Finally, the correctness of the derived (unresolvable peak) may be
checked by the I/Io of a pole located very near to the pole in question. The
values of I/Io for 101 and 102 can be estimated from those of 312, 223,

112 and 113.

Of the possible methods of determination of intensities of poorly
resolved peaks, we have used only the methods of peak tracing and inten-
sity of associated orders (1) as checked by a comparison with I/Io of
neighboring poles.

It is earnestly hoped that some laboratory will also try the method
of monochromatization by Lang's RT method (3). Some further justifications
of constructing an RT monochromator could be summarized:

1. Study of low-atomic-number elements where unmonochromatized
X-ray diffraction is complicated by severe Compton scattering. (Lang
points out, for example, that a diffracted-beam monochromator which will
eliminate CuKa, will also eliminate Compton-scattered radiation above
6 = 16°, where the wavelength change * of Compton radiation is equal to
the separation between CuKo,; and CuKa,.)

2. Study of crystals with low symmetry and hence poorly resolved
diffraction peaks.

AN = 0.04848 sin?6 Angstroms.
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3. Study of superlattices having elements of neighboring atomic
numbers, by selecting a wavelength which will increase the difference in
electronic scattering factors in the region of anomalous dispersion.

4. Examination of diffraction peaks at the highest diffraction

angles, because of the lack of obstruction between the arm carrying counter
and receiving slit by the body of the X-~ray tube.

II. GROWTH INDEX (G;) IN BETA-TREATED URANIUM RODS AND TUBES

When alpha uranium is transformed to beta uranium by heating to
a suitable time-temperature and then retransformed to alpha by cooling at
rates typical of present practice, it is inevitable that temperature gradients
will be present near the cooling surfaces. At these surfaces - both at the
ends of the piece, but more importantly, at the longitudinal surfaces - the
cooling rates will be higher than at some points below the surfaces.
Chiswik and Lloyd(s) have shown that after a uranium rod, cooled uniform-
ly through the beta-alpha transformation by lowering it through a tempera-
ture gradient, is completely transformed, it will contain columnar grains
whose longer dimensions are parallel to the temperature gradient and to
their 001 poles. Starbuck and Kloepper(3) have demonstrated that for
larger thermal gradients occurring in end-quenched Jominy bars, the ori-
entation is such that the 100 poles are parallel to the temperature gradient.
This has been confirmed by our present work. It was naturally expected
that the same texture gradients found in Jominy bars would be observed in
both rods and tubes beta treated by total immersion quenching. Figure 3
shows a plot of G; vs. axial distance from the end in 15% -inch-diameter
rod, in 3¢-inch-OD by 2%-inch-ID, and 1+-inch-OD by 4-inch-ID tubes
beta-treated by total immersion quenching in cold (12°C) water. We can
see that the G; is negative near the water-quenched end and rises to about
0 at a distance of about one-half radius for the rod and about one-half
wall thickness {or the tubes. Crystallographic pole figures taken at vari-
ous distances where the G; is increasing show the textures to be nearly
identical to those developed at the water-quenched end of a Jominy bar,
Photomacrographs also show, as expected, a columnar grain disposition
very similar to those observed by Lewis(9) on end-quenched Jominy bars.

Figure 4 shows a plot of G; vs. radial distance in these same sizes
and heat treatments. It will be noted that G; increases from a negative
value to about zero at about midwall position. In the case of the 3-inch-OD
by 2.5-inch-ID tube, the value of G; is zero only for a small volume of
metal at the midwall and is negative near both the ID and OD. One would
conclude that a cold water quench of an element of —i-minch wall thickness
would be a very bad beta treatment.
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Again, a study of pole figures in the radial direction shows a strong simi-
larity to the axial pole figures near the water-quenched end of Jominy bars.

We are continuing to explore the effect of quenching media (hot
water, cold and hot oil, molten metal and salt, etc) on various sizes of
uranium in a similar fashion, with the expectation that we shall be able
to list the effect of these media on texture gradients in beta-treated
ingot and dingot.
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RECRYSTALIIZATION IN ROLLED URANIUM SHEET

Lowell T. Lloyd and Melvin H. Mueller
Argonne National Laboratory

INTRODUC TION

As this group is well aware, the recrystallization of cold-deformed,
polycrystalline alpha uranium has been the subject of numerous investiga-
tions; unique among these is the work of Cabane and Petit at Saclay in
Franceo(l% In their study of uranium sheet, rolled 80% reduction in thick-
ness at room temperature, the authors reported recrystallization at
temperatures between 320 and 420°C without a preferred orientation change,
as indicated by dilatometric measurements. At temperatures just above
420°C they found a second recrystallization which was accompanied by a
preferred orientation change. Presumably the latter was not the same as
the normal "secondary recrystallization" that would occur near the upper
temperature limit of stability of the alpha range.

The occurrence of recrystallization without an apparent preferred
orientation change is indeed an interesting observation, and we at Argonne
have undertaken a program in an attempt to verify this phenomenon. Our
work has been with high-purity uranium, for it was felt that the purity of
the metal might be a significant factor

The early work on this program has been reported by Yario and
Lloydo<2) In that study, sheet rolled at room temperature was prepared
almost identically to that used by Cabane and Petit. Very briefly, the
dilatometric results indicated that. indeed, uranium could be recrystallized
by long-time anneals at 360°C or lower without indications of preferred
orientation change. A texture change accompanied annealing for moderate
times at temperatures from 400 to 600°C, and a different preferred orien-
tation accompanied grain coarsening at temperatures above 600°C.

The most significant thermal treatment given to this material,
prior to its final fabrication, was an anneal in the beta-phase temperature
range followed by slow cooling. Obwviously, this caused large alpha grains
to be present in the starting material. In turn, there was extreme hetero-
geneity in the as-rolled and recrystallized grain structures. The as-rolled
structure consisted of heavily deformed areas and smaller quantities of
lightly deformed material. The annealing of the former was characterized
by initial creation of very fine recrystallized grains which were later ab-
sorbed by discontinuous growth of larger grains. Lightly deformed areas,
upon annealing, first exhibited recovery by polygonization and then under-
went normal recrystallization. Another important effect of the large alpha
grain size was that it essentially precluded the use of X-ray measurements
of preferred orientations, and the indirect method of measuring thermal
expansion coefficients had to be used
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To overcome the problems associated with the large alpha grain
size, Yario undertook a second piece of work wherein, prior to the final
room-temperature fabrication of approximately 80% reduction in thickness,
the stock was subjected to step-reduction and annealing treatments, similar
to those developed by Fisher, 3) to give a relatively small, uniform alpha
grain size with a minimum of "banding." Shortly after starting this work,
Yario left ANL and is now with the GE ANP project. Mueller and Lloyd
have continued this study, and this afternoon I will describe some of the
recent work. At various points I will make reference to the earlier work;
partially from the viewpoint of comparison and partially because the more
recent work is not completely documented with figures, I will spend a good
portion of the time on preferred orientation measurements, which obviously
are of greater interest to this group; however, some of the thermal expan-
sion and metallographic observations must be included because of their
significance.

EXPERIMENTAL TECHNIQUES

First of all, I should touch upon the experimental aspects of the
work very briefly. All rolling was carried out on a mill with 17-in.-
diameter rolls. The piece was reversed after each pass so as to give two-
fold symmetry about the rolling direction and about the transverse direction.

Thermal expansion measurements were made in directions parallel
to the rolling direction (longitudinal samples) and parallel to the transverse
direction (transverse samples). The change in mean coefficient of expan-
sion between 200 and 300°C was used as a qualitative measure of preferred
orientation change. Metallographic observations, which included quantitative
measurements of volume per cent of recrystallization, were made for the
most part on sections parallel to the rolling direction and perpendicular to
the rolling plane; observations on the other two mutually perpendicular
sections indicated no significant differences.

The quantitative measurements of preferred orientation were ob-
tained by the Schulz reflection method with automatic instrumentation
developed by Mueller and his co-workers.(4,5) The data for each condition
were obtained from 7 sections, treated for corrections, and plotted in the
manner previously used by Mueller, Knott, and Beck in their study of defor-
mation and recrystallization textures of rolled uranium sheet.(6) One point
of interest may be that the instrumentation is now arranged to record the
counts per a given time rather than the time for a given Aiumber of counts.
In the present work, the time period used was 40 seconds.



RESULTS AND DISCUSSION

Thermal Expansion: Dilatometric studies were carried out on
samples annealed at various times and temperatures. Rather than try to
cover the data thoroughly, the results can be summarized with the help
of Table I. Recrystallization upon annealing at 360 and 380°C does not
result in appreciable change in the mean coefficient of expansion. A
greater change is found upon annealing at 400°C, and more significant
changes result from annealing at higher temperatures. The individual
results are not much different from those of the earlier work. Figure 1
shows a plot for the change in mean coefficient of expansion of transverse
samples as a function of volume per cent of recrystallization from that
work. The samples annealed at lower temperatures did not show signifi-
cant changes in expansion coefficient, whereas those annealed at higher
temperatures did. I might point out that the material from the first work
seemed to recrystallize at a lower temperature than that for the present
work. This is probably associated with the greater heterogeneity of de-
formation in the former.

Table I

SUMMARY OF MEAN THERMAL EXPANSION DATA

. Change in Mean Expansion Coeificicnt®

- Annealing Range of Annealing | for Fully Recrystallized Samples = 10° (per “C}
Temperature, . :

© Time

¢ Longitudinal Samples Transverse Samples

360 140 - 1500 hr -1 +1

380 10 - 300 hr -1 +1

400 15 min - 51 hr -2 +2

125 15 min - 15 hr -4 44

450 5 min - 15 hr -5 =

000 15 hr -7 £5

* Mean Thermal expansion coefficient between 200 and 300°C for as-rollea
samples were:

Longitudinal = approximately 9 x 107° per °C

Transverse = approximately 20 x 10-° per “C.

Metallography: The microstructures of the as-rolled and annealed
samples show some interesting features. Figure 2a is a typical area of
the as-rolled structure of the material studied in the earlier work. Some
areas show very little deformation, whereas others are very heavily de-
formed; this, undoubtedly, is related to the anisotropy of the deformation
mechanisms of alpha uranium. In contrast, as shown in Fig. 2b, the struc-
ture of the as-rolled material for the present work is more homogeneous;
obviously, the starting grain size was considerably smaller. Heterogeneous
deformation is still evident, but not to the extent found in the earlier work.
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a. Heterogeneously deformed b. More uniformly deformed
material studied by Yario material of present study.
and Lloyd.\2

19,783 Pol. Laight 400X 23,301 Pol. Light 400X

Fig. 2. Microstructures of Transverse Sections of Uranium Sheet Rolled
at Room Temperature.

Figure 3a shows a typical microstructure of a partially recrystal-
lized sample. This photograph was taken of a sample from the earlier
work; it was annealed for 15 hr at 360°C. The structure shows unrecrystal-
lized areas, fine-grained areas, and larger grains which appear to be
growing by absorption of the fine-grained material. Annealing for 400 hr
at 360°C, as shown in Fig. 3b, essentially eliminates the very fine grains.
This observation of recrystallization to very fine grains followed by ab-
sorption by growth of larger grains was typical of the behavior noted in
both the early and present work for samples annealed at low and moderate
temperatures.

Preferred Orientation Determinations: X-ray determinations of
preferred orientation were made for samples in five different conditions:

1. As rolled

2. Annealed 300 hr at 380°C

3. Annealed 15 hr at 400°C

4. Annealed 15 hr at 450°C

5. Annealed 300 hr at 380°C and 15 hr at 450°C.
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a. Annealed 15 hr. b. Annealed 400 hr.

21,346 Pol. Ligh 1000X 22,249 Pol. Light 1000X

Fig. 3. Microstructures of Uranium Sheet Specimens
Annealed Various Times at 360°C.(2)

The fifth set of samples was annealed simultaneously with the second and
fourth sets. Because of the interrelationship of sets 1, 2, 4, and 5, I will
confine my remarks to these. The preferred orientations of the second
and third sets of samples are not significantly different.

First of all, it may be important to take a quick look at typical
microstructures for these samples. The as-rolled microstructure is
shown in Fig. 2b. Figure 4a shows the microstructure of the sample
annealed 300 hr at 380°C. It shows a mixed grain size; although the sample
is completely recrystallized, there is evidence of "banding" associated with
the as-rolled structure. The structure of the sample annealed for 15 hr at
450°C is shown in Fig. 4b. Here the grain size is much more uniform, but
some suggestion of "banding" remains. Figure 4c shows the structure of
the duplex annealed samples. It is very similar to that of the 450°C annealed
sample, but shows less evidence of banding.

Figure 5 gives the pole figures for the various conditions of the
material. Since the sheet was fabricated to give symmetry around the
rolling and transverse directions, only one quadrant is needed for each

pole figure. Each of the figures plots one pole for each of the four
counditions.



a. Annealed 300 hr at 380°C. b. Annealed 15 hr at 450°C.

29,445 Pol. Light 400X 29,448 Pol. Light 400X

c. Annealed 300 hr at 380°C
and 15 hr at 450°C.

%

29,447  Pol. Laght 400X

(9

Fig. 4. Microstructures of Annealed Uranium Sheet Specimens
Used for X-ray Diffraction Studies of Preferred
Orientation.
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The (020) pole figures for the as-rolled and annealed conditions are
very similar, with maxima in the rolling direction. Recrystallization re-
sults in a significant increase in intensity of the maximum. These (020) pole
figures are very similar to the results obtained by Mueller, Knott, and
Beck in their study of 300°C as-rolled and 525°C recrystallized sheet.(6)
Subsequent reference to 300°C material will refer to their work.

The (110) pole figures show more striking features. The as-rolled
figure has a high-intensity band located approximately 15° from the rolling
direction towards the normal direction and spread out towards the trans-
verse direction. In the 300°C work, the maximum of the as-rolled pole
figure was in the rolling direction. The pole figures for the recrystallized
conditions show spreads of high intensity between the rolling direction and
the transverse direction, but the significant feature is the buildup of inten-
sity at a point about 30° from the normal direction towards the rolling
direction. This buildup for the material annealed for 300 hr at 380°C gives
positive proof of orientation change upon recrystallization at low temper-
atures. In contrast, the recrystallized material of the 300°C study showed
a maximum at approximately 30° from the transverse direction towards the
normal direction, with a spread of intensity towards the rolling direction.

The (002) as-rolled pole figure has two regions of high intensity;
the highest is approximately 20° from the normal direction towards the roll-
ing direction, and the other is at approximately 30° from the normal direc-
tion towards the transverse direction. This is exactly opposite to the
relative intensity found for the same locations for the as-rolled material
of the 300°C study. The two maxima are retained in approximately the
same intensity for the low-temperature annealed and duplex-treated mate-
rials; however, the single anneal at 450°C wipes out the maximum between
the normal direction and the rolling direction. The latter is the same be-
havior noted for the recrystallized material of the 300°C study.

Finally, the (200) pole figure of the as-rolled material shows an
intensity spread from near the rolling direction towards the transverse
direction. The same type of spread was found for the 300°C study of as-
rolled material, but the higher values were near the transverse direction.
Recrystallization results in the appearance of a maximum in the normal
direction with a spread out towards the transverse direction. In contrast,
the recrystallized pole figure of the 300°C study showed the highest intensity
near the transverse direction, but displaced towards the rolling direction,
with a spread up towards that direction, and a secondary maximum in the
normal direction. Again, the pole figure for the 300-hr, 380°C annealed
material indicates a definite preferred orientation change for the low-
temperature annealed material.




CONCLUSIONS

From metallographic studies, the present work, along with the
earlier studies, has shown that recrystallization, at low and moderate
temperatures, of high-purity uranium sheet reducec approximately 80%
in thickness at room temperature is characterized by the formation of
extremely fine recrystallized grains which are later absorbed by growth
of larger grains. Dilatometric studies indicate only small changes of the
mean coefficient of expansion for samples recrystallized at low tempera-
tures, but significant changes for samples annealed at higher temperatures.
If one relies upon thermal expansion data as an indication of preferred ori-
entation change, the dilatometric results indicated no significant change for
samples annealed at low temperatures, however, the X-ray diffraction data
definitely show a preferred orientation change. Obviously, coefficients of
thermal expansion are not reliable indicalions of preferred orientation.
This is not difficult to understand, since a particular mean coefficient of
expansion can be produced by a series of directions in the alpha-uranium
structure, rather than by a single direction

The question then remains as to why different preferred orientations
are obtained for different annealing temperatures. This is probably related
to the behavior notec in the metallographic studies. Apparently the crystal-
lographic directions, which grow preferentially to absorb the very fine grains,
change with the different annealing temperatures.
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ANALYSIS OF THE AMOUNT OF PREFERRED
ORIENTATION BY X-RAY DIFFRACTION LINE INTENSITIES*

D. A Vaughan
Battelle Memorial Institute

INTRODUCTION

The preferred orientation of crystals in metals during fabrication
has been investigated on a qualitative basis for many years. It has been
customary to determine the angular distribution of principal crystallo-
graphic directions (poles of planes) with respect to the fabrication direc-
tions. X-ray diffraction is a convenient method for analyzing the
phenomenon. However, there have been few attempts to obtain quantitative
results in terms of the per cent concentration of crystallographic poles
along a given direction in the fabricated part If the amount of preferred
orientation could be expressed quantitatively, the physical behavior of the
fabricated part maght be predicted from known properties of the crystal
lattice. The growth behavior of fabricated uranium during neutron irra-
diation or thermal cycling has been of considerable interest during the
past ten years. It is possible that quantitative analysis of the amount of
preferred orientation would aid in understanding this behavior and provide
a quality control for the fabricators of this and other materials.

Harris(l) and Mueller et a_l.y(z) expressed the pole density in ura-
nium by taking a ratio between the observed X-ray diffraction line
intensities and the calculated relative intensities for each hkf reflection.
These ratios were corrected for incident-beam intensity variations by
dividing each ratio by the ratio of their sums for all hkf reflections ex-
amined. This type of analysis 1s influenced by the number of reflections
examined and the choice of hk{ planes used in the analysis, and does not
yield pole density. A more rigorous analysis should evaluate each crys-
tallographic plane independent of the others. In order to obtain such an
analysis, a standard specimen of known pole density is required. Such a
standard is available for many materials in the extreme conditions of
(a) single crystals, and (b) randomly oriented polycrystalline samples.
The latter is the most easily obtained and the randommness can be tested
by comparison of the observed diffraction-line intensities with the calcu-
lated relative intensities. Measurements of single crystals can provide
a test of the theory as to the diffraction-line intensity for "perfectly”
oriented material. The term "perfect" 1s used here to indicate one pre-
ferred crystallographic direction and 1s not intended to denote the state of
perfection of the individual crystals.

*Previously distributed as BMI-X-156 (June 30, 1960).
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The work described here presents an analysis of X-ray diffraction
theory for the parafocusing diffractometer which involves a correction to
the intensity formulas as given by James(3) and by Compton and Allison(4)
for the case of reflection from a thick block of randomly oriented powder.
Experimental tests of the theory were made with NaCl bothin powder form
and as a single crystal and then applied to rolled tungsten specimens.

THEORETICAL CONSIDERATION OF INTENSITY FORMULAS

Specific experimental conditions have been employed(3:4) in
deriving the conventional intensity formulas for single crystals and for
randomly oriented powder. These conditions differ from those of com-
mercial diffractometers in that the detector is set at the diffraction
angle 26 with wide slits and the diffracting crystal or powder block is ro-
tated through the Bragg angle @ in a parallel incident beam, whereas under
parafocusing conditions a narrow detector slit rotates at twice the angular
velocity of the diffracting specimen and a divergent incident beam is em-
ployed. In the case of a single crystal, this difference does not modify the
intensity formula, because of the necessity for prior alignment of the
crystal on the diffractometer and the coupling of the detector and specimen
rotation, which maintains alignment. Thus, Equation (1) below, as given by
James, applies to a single crystal used in the parafocusing diffractometer,

hkilse = LSQ/21 (1)
where
hkflsc = the integrated power of the diffracted beam for the
particular hkf/ plane of an infinitely thick crystal,
Io = the intensity per unit area of the incident beam,

S = the area of the incident beam,

o = N?e*A® 1 + cos® 26 )
- > 4 2 sin 26 ’
m©c

N = number of unit cells per unit volume,
4 = linear absorption coefficient,
e,m = electronic charge and mass,
c = velocity of light,
6@ = Bragg angle for diffraction, and

F = structure factor.
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However, in the development of the equation for the powder-crystal
case, as given by James(3) or by Compton and Allison,(4) the experimental
procedure is not equivalent to diffractometer use. Furthermore, the angu-
lar width of the reflection from a stationary particle cannot be ignored if
the incident beam is divergent or the absolute intensities are required.
Hence, the following analysis of diffraction-line intensity from a thick
block of randomly oriented powder was made for this case.

The probability that a given particle will be in position to diffract
a point source of X rays at a given Bragg angle 6 is as stated by James's
4+ cos O d6, where d6 is the angular diffraction width for the particle. How-
ever, for a diverging X-ray beam this probability is increased by its di-
vergence angle 3. Thus, the above probability is increased to4-cos 8@+ d6).
Since incident-beam divergence is usually considerably larger than d6, a
contribution to the integrated reflection will be produced without rotation
of a given particle. Thus, the reflecting power of a particle of volume dV
in a divergent beam will be equal to [,QdV, the value for a small crystallite
rotated through a parallel beam. Since there will be N particles irradiated
and %’ cos B(¥ * dB) of these will be in position to diffract as the diffractom-
eter rotates through the 26 values satisfying the Bragg equation (A = 2d sin 6),
the total power diffracted (PT) from a set of hk/ planes, randomly oriented
in the block, will be

P = NEQZS—Q- @ + d6) 1,QdV . (2)

However, each set of hkf planes with the same spacing will diffract at the
given Bragg angle and the above expression must be increased by the
multiplicity factor j for the hkf plane of interest. Furthermore, by dif-
fractometer methods, only a small segment of the total reflection cone is
measured. This segment is fixed by the diffractometer geometry and
equals ,@/2 Tr sin 26 of the total reflection produced at the Bragg angle,
where { is the length of the slits and r is the specimen-to-slit distance.
Incorporating these two factors into Equation (2), the measured power P,
becomes

(¥ £ de)silQVv (
8§7r sin @

(G¥)
oo

P,. =

the total volume irradiated, V, is substituted for NdV of Equation (2.) The
effective V irradiated will vary for different materials because of differ-
ences in absorption but can be evaluated by an integration of the reflection
from a small volume over the thickness from zero to infinity. This inte-
gration is adequately described by James(3) or by Compton and Allison(4)
and will not be repeated here, except to give the resulting equation for the
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final intensity formula for a thick block of randomly oriented powder:

@ * de)fjnI,s
Pr = erm sing - (4)

This differs from previous theory by the factor (¥ + d6).

The value of ¥ * df must be evaluated for each material and for
the angle of divergence allowed by the incident and diffracted beam slits
employed. The df term will vary from 0.01 to 0.5 degree for well-
crystallized materials and up to several degrees for plastically deformed
metals. The % part can be evaluated from a knowledge of the angular di-
vergence allowed by the slits. Since in a random powder there are particles
in position to diffract for all angles of the incident beam, the value of ¥ is
equal to the angle of divergence plus the angle through which the detector
can measure a ray diffracted at 280. For moderate resolution of diffrac-
tion lines, l-degree divergence slits are employed in the incident and
diffracted beam, and ¥ becomes 2 degrees or 0.035 radian. In the experi-
mental verification of Equation (4), which follows, the value of df was
taken as 0.5 degree and, since d9 modifies both sides of the divergent
limiting slits, the £df are additive, making ¥ * d& equal to 3.0 degrees or
0.052 radian.

EXPERIMENTAL INTENSITY MEASUREMENTS

In order to evaluate the merits of the X-ray diffraction intensity
theory as presented in the previous section. the intensities for a single
crystal and randomly oriented powder of NaCl were measured and the
ratios of intensities for the (200). (400), and (600) reflections from the
two specimens compared with the calculated ratios obtained by dividing
Equation (1) by Equation (4) of the previous section to get

87r sin @
hkblsc/bkfPr = Tt gg (5)

Relative intensities for the various hk{ reflections were obtained for both
specimens, using the (200) intensity as 1.00. To insure that a random dis-
tribution was obtained in the compacted powder and to verify proper align-
ment of the crystal and diffractometer, the observed relative intensities
were compared with the calculated values. The constant factors of Equa-
tions (1) and (4) were omitted in this calculation. Results of these
experimental tests of the theory are given in Table I.



Table I

COMPARISON OF EXPER IMENTAL AND CALCULATED X-RAY DIFFRACTION
LINE INTENSITIES FOR NaCl SPECIMENS CuKa 20kv 8 ma

intensities for Randomly Intensities for Ratto of Intensities
Oriented Powder Compact Large Single Crystal Single Crystal/Randon

s Ubserved Calculated Observed Calculated b (a

Relative Relative served Calculated
Counts Relative Counts Relattve

111 416 0093 0089

200 4480 1.000 1000 173106 100 100 336 375

220 2810 0627 0610

311 96 0021 a2t

222 800 0192 U197

400 280 0062 0081 365x10° 0211 016 1300 748

31 64 0014 o021

420 880 019 0209

422 556 0124 0123

511-333 40 0009 0010

440 144 0032 0043

531 76 0017 0019

600 264 0059 0029 150%10° 0092 o071 600 112z
8xrsing

Crkdschkr 70y dor

A value of 0 052 radian was taken for (y * d8) as discussed in the previous section

The agreement of experimental results with the present theory, in
which the value of (¥ * df) is estimated, may be considered reasonable.
There are, as yet, some discrepancies which are evident from a compari-
son of the calculated and observed relative intensities. However, time did
not permit further study of these differences. In the case of the single-
crystal intensity for the 200 reflection, the correction for the effect of
secondary extinction has not been made. Furthermore, the extrapolation
to zero absorbers, necessary for determining this very large total count,
may be somewhat in error. The 400 and 600 intensities appear to be of
the correct relative value, suggesting that the good agreement of the
Isc/Pr for the 200 is somewhat fortuitous. However, in the case of the
relative intensities for the random specimen, the observed value for the
600 1s too large by a factor of 2 and the 400 relative intensity is low by
24 per cent. Superposition of the 622 reflection of CuKf upon the 600 re-
flection of CuKo may account for part of the high intensity observed for
the 600 reflection. The relative intensities for the general hk{ reflections
were in good agreement with the calculated values, indicating that the
compacted specimen had randomly oriented crystallites. Since the gen-
eral hk{ intensities for the randomly oriented powder appeared to be
correct, it was assumed that the cubic habit of NaCl had a marked effect
upon the intensities of the 200, 400, and 600 reflections. If 400 and 600
intensities were corrected to agree with the other hk! intensities on a
relative basis, then the observed and calculated values in the last two
columns would have been in good agreement.
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The analysis of diffraction line intensities on an absolute basis as
described in the previous section was applied in determining the pole
densities for tungsten which had been reduced in thickness by over 90 per
cent by rolling. Compacted powder was employed as a standard and the
intensities for each hk! reflection from specimens with their respective
hk{ poles perfectly oriented normal to the surface was computed by means
of Equation (5). The pole density was computed by dividing the observed
intensities by the corresponding computed intensities. The results of this
study are shown in Table II. Although the tungsten sheet would be expected
to be highly oriented as a result of over 90 per cent reduction and this was
indicated by the high intensities for the 200 and 400 reflections, only
10 per cent of the 200 poles were aligned normal to the surface of the
sheet. The angular spread of the poles about the normal to the surface
was probably not very large, but could not be measured because of the
limited divergence that could pass through the diffractometer slits. The
lack of agreement between the 200 and 400 reflections is not understood.

Table IT

QUANTITATIVE ANALYS IS OF THE AMOUNT OF PREFERRED QRIENTATION
IN ROLLED TUNGSTEN SHEET USING COFPFR RADIATIUN, 25 kv, 8 wa

Measurements for Randomly Rieasurerents for

Ortented Powder Compact Caleulated Intensity for Rollea Sheet, Pole Densty

hk £ 100 Per Cent tntegrated Normal to the
Integrated Intensity, Urientation, Counts \ 64 Intensity Surface of Sne-t
Counts x 64 Observed Calculated Counts x 64
110 224 0.849 1.000 640 ¥ 104 0 0
200 43 0.1631a 0.163 347 < 104 3540 0102
211 83 0.314 0.325 2.05 x 104 96 0.005
220 23 0106 0.105 160 1o 0 0
310 4 0.159 0.160 L34 1 0 0
222 14 0.053 0.055 147« 104 125 (008
21 107 0.405 0.413 2,02 % 104 0 0
400 2 0.0 0 0% 405 x 108 230 0057
“aiThe 200 reflection was used to con pute the relative intensities,
CONCLUSIONS

The X-ray diffraction intensity formulas published by James(3)
and by Compton and Allison(4) were derived for specific experimental
conditions which are not employed in the parafocusing diffractometer.
Although these equations are satisfactory for relative intensity data, they
fail to agree with the experimental data where absolute intensities are
required. The formulas presented here have introduced the effect of
divergent incident beam geometry which is employed in most diffractom-
eters. Although the evaluation of the effect of this divergence is not
precise, the agreement between the observed and calculated is improved
considerably over that obtained using previous formulas.
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RECOMMENDATIONS

In the experimental verification of the new intensity formulas, the
major difficulty is believed to be the preparation of randomly oriented
powders. However, this problem is not insurmountable and would not be
as difficult as the preparation of single crystals for all the cases needed
in preferred orientation analysis on a quantitative basis.

If refinements in techniques are made, it would appear that one can
predict, from intensity measurements with randomly oriented crystals, the
diffraction line intensity where 100 per cent of the poles of any hk{ plane
are normal to a surface. From these predicted intensities and the intensity
data from specimens of unknown orientation, exposed to the same X-ray
source, the fraction of hk/ poles normal to the surface can be readily com-
puted, and from this an orientation index may be developed. It is possible
that some consideration should be given to secondary extinction in extend-
ing the theory. This was not included here because other uncertainties
were larger in magnitude.
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THE DETERMINATION OF THE y POSITIONAL
PARAMETER IN ALPHA URANIUM AS A
FUNCTION OF TEMPERATURE

Melvin H. Mueller, Harold W. Knott and Richard L. Hitterman
Argonne National Laboratory

Jacob and Warren(l) in reporting the structure of alpha uranium
indicated that there were four atoms per unit cell located at

1. - 3 1 1 1 1 1 3
O:YJ'Zs OSY:IE 7:7+Y; Z; 2 E‘Yv;}‘
where
y = 0,105 £ 0.005.

Konobeevsky(z) has reported values of y = 0.107 at 20°C and 0.115 at 500°C.
More recently, Sturcken and Post(3) have reported a value of 0.102510.0003
for vy at room temperature.

At the preferred orientation meeting held at National Lead in 1959,
Sturcken and Mueller discussed the possibility of determining the change in
the y parameter as a function of temperature; Sturcken agreed to investigate
results at the low temperatures and Mueller at the high temperatures.

At the present time, thereare some preliminary results. A uranium
single crystal, which is approximately T% -inch square, was obtained from
Ed Fisher, Argonne, with the major crystal faces corresponding to the cube
faces within approximately one degree. This crystal was then mounted on
the G. E. Single Crystal orienter by means of a special plate holder and
aligned with the "b" face in correct position for diffraction. Since the struc-
ture factor F for the (0k0)-type reflection for the alpha-uranium structure is

F = 4f cos 27ky ,

it is apparent that the intensities from (0k0) reflections should provide a
means of finding the value for the positional parameter y, which is the meth-
od used by Sturcken and Post.(3) Intensities were therefore obtained from
this crystal for the (0k0) reflections ranging from the (020) to the (0,16,0).

Instead of using the minimization of the R factor as described by
Sturcken and Post, it was decided to use the Busing—LevyM) least-squares
program on the IBM-704. In order to compare the results obtained by the
minimization technique with the least-squares technique, we obtained the
original data as used by Sturcken and Post. A summary of results obtained
by various investigators together with those from the presently investigated
crystal are shown in Table 1.
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Table I

SUMMARY OF RESULTS OBTAINED FOR
THE vy POSITIONAL PARAMETER BY
VARIOUS INVESTIGATIONS

Investigator Material Temp y B
Jacob and Warren(l) Powder R.T. 0.105 1 0.005
Konobeevsky(2) Powder 10°C 0.107 £ 0.003
Konobeevsky(2) Powder 500°C 0.115 % 0.003
Sturcken and Post(3) Single Crystal | 25°C 0.1025 1 0.003% 0.4

0.1024 1 0.005%% 0.26
Mueller and Knott Single Crystal | 25°C 0.1026 T 0.003% 0.3
0.1023 £ 0.005++ 0.22

*Value obtained by minimization of R plot.
**Value obtained by least-squares computer program.

This crystal was then put into the high-temperature furnace con-
structed at Argonne for the G. E. X-ray Diffractometer. The b face was
then properly aligned, and measurements were obtained for room tempera-
ture and several elevated temperatures. Preliminary results indicated a
room-temperature value of y = 0.1006 and a value of vy = 0.1026 for 500°C.
It was noted that the room-temperature value did not match the previously
determined value. Thereiore sources of error were analyzed, and it was
found that the nickel foil, which serves as a heat shield and reflector, was
wrinkled severely at the corners, which probably caused a preferential
absorption which had an effect on the determined value for y. A more re-
cent value of 0.1012 was obtained with this nickel foil removed, indicating
that not all of the sources of error have been removed; thercfore further
work is necessary.

In addition to determining the value of y in this least-squares pro-
cedure it is also possible to obtain B, the temperature factor. The results
obtained at room temperature with data from the present crystal and data
from Sturcken are shown in Table I. Preliminary B values obtained on the
crystalas a function of temperature indicated a rather straight-line increase
of B from approximately 0.20 at room temperature to 0.95 at 500°C; however,
these values need a further check since the y positional parameter does not
check at room temperature for this set of data. If good reliable values for
B can be established, it will be of interest to calculate the root-mean-square
displacement of the atoms. By obtaining intensities from the (h00) and (007)
reflections also, it will be possible to determine B values for the other
principal directions in the crystal.
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Considerable thought has been given to the determination of both y
and B as a function of temperature using the present single crystal with
neutron diffraction. This technique would offer several advantages over
the use of X rays, namely: (1) Since the neutrons have a considerably
greater penetration into uranium than X rays, the diffraction would occur
{rom a volume of the single crystal for the neutrons rather than essen-

tially from the surface as with the X rays. This would minimize decreased
intensity due to an oxide coating on the surface of the crystal and thus make

it possible to compare the intensities at various temperatures. (2) Since
the X-ray scattering occurs from the electrons, the scattering factor { is
dependent on angle which decreases the intensity of the high-angle lines;
however, with neutron diffraction, the scattering occurs from the nucleus
and hence is not dependent on angle; therefore the high-angle lines do not
suffer from decreased intensity due to the form factor.
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