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Abstract

Analysis and classification of free text documents en-
compass decision-making processes that rely on sev-
eral clues derived from the text and other contextual
information. When using multiple clues, it is generally
not known a priori how these should be integrated into
a decision. An algorithmic sensor based on Latent Se-
mantic Indexing (LSI) - a recent successful method for
text retrieval rather than classification [5] - is the pri-
mary sensor used in our work, but its utility is limited
by the reference library of documents. Thus, there is
an important need to complement or at least supple-
ment this sensor. We have developed a system that
uses a neural network to integrate the LSI-based sen-
sor with other clues derived from the text. This ap-
proach allows for systematic fusion of several informa-
tion sources in order to determine a combined best
decision about the category to which a document be-
longs.

1 Introduction

With explosive growth of multi-media data reposito-
ries, rapidly increasing connectivity of computer net-
works and the emergence of and widespread access

to the national information infrastructure, there is an .

urgent need for intelligent tools for access, analysis,
and filtering of multi-media information. Significant
progress has been made in document retrieval, going
beyond the traditional methods of Boolean and exact
keyword matching [11] [2] [8] [3] [16]. Much work has
been done in applying probabilistic methods to infor-
mation retrieval (IR) and by representing documents
as vectors in an n-dimensional space [14]. Work in
natural language-based methods, while quite impres-
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sive, often suffers from one major drawback, namely
it does not scale up effectively [12]. Integrated ap-
proaches that combine natural language methods with
statistical and/or vector-based approaches appear to
hold promise, but are relatively rare [9].

The general problem is that in analyzing large
amounts of text, not any single clue gives enough con-
fidence for proper classification, and when using mul-
tiple clues, it is not known how these should be in-
tegrated into a decision. Thus, there has been some
work in IR on how to best combine information from
different algorithms. Multiple algorithms can be com-
bined in at least two possible ways: (i) combining
multiple (aspects of) representation of the same input
into a pattern-matching system (often called informa-
tion/sensor fusion; in the IR literature, this method is
often called query combination, and (ii) combining re-
sults from multiple pattern matchers (often called de-
cision fusion; in the IR literature the term dafa combi-
nation/fusion is often used) [1] [7] [13]. For this study,
we have used neural nets as parameterized mappings
that allow for fusion of higher level clues extracted
from free text. (This is like query combination, except
that we perform classification, rather than retrieval.)
An important issue in this context is the containment
of the size of the resulting network when multiple in-
put sensors are used.

1.1 A Multi-Sensor Neural Net

This work was, in part, motivated by the suc-
cess of Gene Recognition and Analysis Internet Link
(GRAIL), & pattern recognition system which wsed
a multi-layer, feed-forward neural network that re-
ceives inputs from several sensors that easure dif-
ferent characteristics of the signals or data sets to be




analyzed [17]. The net acts as a classifier and assigns
the input pattern to a given number of classes, after
being trained. The neural net represents a reliable
mechanism to integrate the information from multi-
ple sources to form a combined best estimate of the
true classification decision (an example of information
fusion). The term “sensor” is interpreted in a broad
sense. It can encompass a real physical sensor device,
a “logical sensor”, (i.e. an algorithm that computes a
feature), or a combination thereof [15].

There is much similarity between the problem
solved by GRAIL and text classification. Both prob-
lems involve decision making based on multiple clues
to be derived from large amounts of data and then fus-
ing the information. We use a sensor based on LSI, but
its limitations point to the need for other sensors, as
explained in the next section. Qur hypothesis is that
a GRAIL-like system would be very appropriate for
classification and filtering of English text documents.
We expect the system to be capable of integrating in
a systematic way existing and new algorithms as re-
quired by the application. The GRAIL-type system
can integrate different kinds of sensors, e.g., statisti-
cal and syntactic sensors as well as simple keyword
sensors, and other standard techniques already in use
by document analysis community.

A major stumbling block in applying neural net-
works to most IR applications has been that the size
of a typical IR problem results in impractically large
neural networks. An LSI-based approach may be used
to achieve the necessary dimensionality reduction and
thereby render the approach feasible. In addition to
adding trainability, a neural network can integrate the
information in inputs coming from other logical sen-
sors into the final outcome.

2 Information Sensors

The input to the system is an individual document
that needs to be classified into one of several cat-
egories. Different logical sensors are applied to the
document, constituting different kinds of preprocess-
ing to derive salient features. The primary sensor of
interest to this work is based on the term vector rep-
resenting the input document, which is reduced to a
much smaller size using an LSI-based linear transfor-
mation. The features derived by the logical sensors
constitute input to a neural network that has already
been trained, The output is an indication of the cat-
egory to which the document belongs.

In LSI, a large and sparse term-document matrix
is reduced into three relatively small matrices (one of

which is simply a diagonal matrix) by singular value
decomposition (SVD) corresponding to a number of
the dominant singular values. Instead of represent-
ing documents by thousands of possible terms, LSI
allows a document to be represented by a substan-
tially smaller number of “factors” that are supposed
to capture the “significant” term-document associa-
tions. This is done by some linear transformations
of the much longer term vector, using the constituent
matrices that result from the SVD of a reference ma-
triz [4].

A reference matrix is the term-document matrix
of a reference library/collection of documents. A ref-
erence library is simply the collection of documents
that “adequately” represents all concepts of interest.
The idea here that the SVD computations are per-
formed on such a reference library once and for all,
and the transformations mentioned above essentially
project any new document into the “concept space”
represented by the reference library.

LSI is a very powerful technique with solid math-
ematical foundation, and gives rise to the need for a
reference library. Indeed it indirectly captures some
semantic notions such as polysemy and synonymy for
the terms in the reference library [5]. Its utility, how-
ever, is limited by the vocabulary seen so far in the
reference library. One way to address this limitation
is to identify additional sensors that can complement
or at least supplement the information provided by
the LSI-based sensor. Ideally, such sensors should be
sensitive to new words and other patterns in the input
or otherwise relate to the output categories.

The purpose of the second logical sensor currently
used in this work is to allow for simple keyword profiles
to be considered in the classification. Each category
profile is simply a set of keywords characterizing that
particular category. There is one input to the neu-
ral network from this logical sensor, corresponding to
each category. Each such input simply represents what
fraction of the terms in the given document match the
category profile. Inclusion of more sophisticated al-
gorithms is the subject of ongoing research, but as it
stands, the information supplied by this second sensor
is different from and independent of that from the first
LSI-based sensor.

3 Experimental Approach

We focused on a number of AP news wire stories from

the standard TIPSTER collection [6]. The collection
contains AP news wire stories for two full years, tens
to hundreds of stories per day. The purpose of the




multi-sensor neural net is to classify the news stories
into one of ten ad hoc categories, such as accidents,
crime, business and finance, culture, politics and gov-
ernment, weather, obituary, etc. For the documents
used for training and testing purposes, the categories
of the news story documents were manually deter-
mined, because category information is not encoded
in the TIPSTER collection. This turned out to be a

bottleneck.

Despite dimensionality reduction of the input vec-
tor through LSI, the neural network is of a substan-
tial size (see below), with more than one hundred in-
put nodes and about ten output nodes. Such a net-
work typically requires several thousand training in-
puts, and this requirement increases with the number
of hidden units. Within the time frame of this initial
effort, we manually categorized a few hundred news
stories. Consequently, we do not believe the follow-
ing results represent the best performance of the sys-
tem. We believe that they do, however, speak for the
promise of the approach and allow for comparison of
how information from the different sets of sensors can
be fused, in spite of the fact that the neural net is
inadequately trained.

Our experiments involved a comparison of perfor-
mance among five approaches, onc involving the clas-
sic LSI and four based on neural network training. The
first approach is the original LSI approach, modified
to perform classification by first identifying the docu-
ment from the reference library that best matches the
input document, and then looking up the category of
the reference document. Of the neural network meth-
ods, two involved just a single sensor and two involved
two sensors each. The first single-sensor method (ver-
sion la) used a sensor derived using an LSI-based di-
mensionality reduction, which was also used as one of
the two sensors in both the two-sensor methods. The
second single-sensor method (1b) used the simple cat-
egory profiles, as already explained. The two-sensor
methods also used a second sensor based on category
profiles. The difference between the two methods was
that in one method the category profiles were directly
used (2a), and in the other, the results of SVD from
the category profiles were used (2b).

The goal in comparing the last two approaches was
to see whether the results would be substantially dif-
ferent. The initial expectation was that there should
not be any substantial difference, but we wondered
if LSI would be able to capture any hidden associa-
tions between the category profiles and the documents.
This was expected because the case with category pro-
files is somewhat similar to that of terms in docu-

ments. In general, both the term-document matrix
and the profile-document matrix have multiple non-
zero entries in any given row or column.

Of the nearly five hundred documents used for
training, about three-quarters were used as the “refer-
ence library” for all LSI/SVD operations. The num-
ber of SVD “factors” used in this work was 112. We
used simple feedforward nets with back propagation,
and used the delta rule for learning and the tanh
transfer function. They were tested in different con-
figurations: two single-sensor versions and two two-
sensor versions. One single-sensor version (la) used
the LSI-based term frequency sensor comprising 112
input units and 9 hidden units. The other single-
sensor version (1b) used the simple category profile
sensor, with 10 input units (one corresponding to cach
category profile) and 5 hidden units. Both two-sensor
versions used the LSI-based term frequency sensor as
the first sensor (corresponding to 112 input units), and
a second sensor based on the category profiles (corre-
sponding to 10 more input units). The first two-sensor
version (2a) used a sensor identical to that of version
1b for its second sensor, and 10 hidden umnits. The
other two-sensor version (2b) used an SVD-based ver-
sion of the sensor in version 1b as the second sensor,
and also used 10 hidden units. All configurations used
10 output umits, one for each category.

4 Discussion of the Results

When used by itself, the LSI method yielded some-
what surprising results. Indeed, although the perfor-
mance of LSI in classifying the known reference library
documents was a perfect 100%, the percentage of cor-
rect results when new documents outside the reference
library were used dropped to 54%. For this method,
there was essentially just a single experiment, because
there was no training involved and consequently, there
was only one non-trivial test set, that of the docu-
ments outside the reference library.

For the four neural network experiments, the per-
centages of correct results as cited represent the peak
performance that did not get any better with more
iterations. Since there were only a limited number of
inputs, several different experiments were constructed
by cross validation. We cross validated the available
data by generating a dozen pairs of files, each pair
containing a training file (90% of data) and a test file
(10% of data). The same pairs of data sets were used
to test all four neural net conligurations, and are re-
ferred to by the same data set numbers across the
different experiments.




Single-Sensor Neural Network Classifiers
Data Term LSI Sensor Category Profile Sensor
Set No. of Correct with Correct with No. of Correct with Correct with
No. || Iterations | Test Data (%) | Training Data(%) || Iterations | Test Data (%) | Training Data(%)
1 48K 58 80.93 224K 70 64.19
2 48K 68 78.14 256K 66 64.42
3 64K 72 77.21 128K 12 8.60
4 16K 62 76.74 64K 30 24.19
5 96K 70 77.44 I 64K 34 23.72
6 48K 62 78.14 64K 22 26.28
7 128K 62 80.23 160K 36 28.84
8 64K 58 77,91 64K 14 10.00
9 32K 66 77.21 64K 20 25.35
10 32K 60 76,98 128K 6 7.44
11 48K 62 78.37 64K 22 28.60
12 48K 68 76.51 160K 78 62.09

Table 1: Results of Classification using neural nets with an LSI-based term frequency sensor input and a simple

category profile sensor input

Two-Sensor Neural Network Classifiers
Data ||  Simple Version of Category Profile Sensor LSI-based Version of Category Profile Sensor
Set No. of Correct with Correct with No. of Correct with Correct with
No. || Iterations | Test Data (%) | Training Data(%) || Iterations | Test Data (%) | Training Data(%)
1 64K 58 85.12 144K 56 84.42
2 32K 70 83.26 80K 70 83.26
3 80K 76 84.65 80K 72 84.19
4 64K 66 84.19 48K 62 83.95
5 80K 70 84.19 64K 62 84.42
6 64K 68 82.33 64K 64 82.33
7 32K 68 85.12 80K 64 83.49
8 32K 68 83.72 80K 62 85.81
9 128K 72 85.35 80K 66 82.33
10 80K 64 86.05 128K 60 83.95
11 32K 68 82.09 64K 68 83.02
12 64K 74 84.19 48K 66 83.26

Table 2: Results of Classification using two-sensor neural nets, the first with a simple category profile second

sensor and the second with an LSI-based category profile sensor




Tables 1 and 2 summarize the main results of the
neural network experiments, which are discussed be-
low.

Single-sensor neural nets: Twelve sets of data
were used in each experiment. With each training
set, to achieve best performance, the neural net was
trained for a number of iterations varying between
16,000 and 128,000 for version la, and between 64,000
and 256,000 for version 1b. On the test set, the cor-
rectness percentage ranged from a minimum of 58% to
a maximum of 72% for version 1a and from 6% to 78%
for version 1b. When the training set itself was used
as a data set, the performance was between 76.05%
to 80.7% correct for version la and between 7.44% to
64.4version 1b (contrasted to 100% in the LSI-only
method). That very large standard deviation is asso-
ciated with version 1b is not surprising if we take into
account the overall performance of this sensor which
is rather poor (around 30% on the average, with more
iterations in general).

Two-sensor neural nets: Again, with each train-
ing set, to get the peak performance, the neural net
was trained for between 32,000 and 128,000 iterations
for version 2a and between 48,000 and 144,000 itera-
tions for version 2b. When the category profiles were
directly used for the second sensor (version 2a), the
correctness percentage on the test sets ranged from a
minimum of 58% to a maximum of 76%. When the
training set itself was used as a data set, the perfor-
mance was between 80.47% to 85.11% correct.

When the results of SVD from the category profiles
were used for the second sensor (version 2b), the cor-
rectness percentage ranged between 56% and 72% on
the test sets and between 82.33% and 85.81% for the
training sets. Comparing these results, we notice that
the first fusion method (2a) yielded a slight improve-
ment in performance over version 1a (7-8% on the av-
erage), while the second fusion method (2b) yielded
practically no improvement, although it typically re-
quired more iterations than the first fusion method
(2a).

The modest improvement in the first case is due to
the fact that the second sensor is not very powerful
to begin with. We expect that if the two sensors have
comparable individual performances and provide rel-
atively uncorrelated information, their fusion should
- in general - yield more substantial improvements.
However we also expect a certain saturation or even
decrease in performance to set in, if both sensors have
extreme individual performance.

The lack of improvement in the second case may
be related to the number of iterations, the size of the

test sets, etc. However, we feel that the main cause for
this behavior is the fact that by applying a SVD to the
results of the second sensor, one makes it “too paral-
lel” to the first one, thereby stripping an already poor
classifier of its discriminating power. A substautially
different reason could also contribute to this behavior:
the SVD algorithms used in this case might not have
been best suited for the case where one dimension of
the matrix is only 10.1

This work is far from complete. The slight improve-
ment of results even with such a simple addition is en-
couraging, but also points to the need for more infor-
mative/discriminating sensors, better neural network
architectures, and more training data. We intend to
systematically pursue all these avenues in our future
research.
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