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ABSTRACT

This three-volume report contains papers presented at the Twenty-Fifth Water Reactor Safety
Information Meeting held at the Bethesda Marriott Hotel, Bethesda, Maryland, October 20-22,
1997. The papers are printed in the order of their presentation in each session and describe
progress and results of programs in nuclear safety research conducted in this country and abroad.
Foreign participation in the meeting included papers presented by researchers from France, Japan,
Norway, Russia, Spain and Switzerland. The titles of the papers and the names of the authors
have been updated and may differ from those that appeared in the final program of the meeting.
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ESPOO, FIN-02044 VTT FINLAND
358-9-456-5050 358-9-4565000
heikki.hotmstrom@wit f

N. HOY

NEW YORK POWER AUTHORITY
PO BOX 41

LYCOMING, NY 13027 USA
315.349-6203 315-349-6148
hoy.n@nypa.gov

K. ISHUIMA

JAPAN ATOMIC ENERGY RESEARCH INST.
2-4 SHIRAKATA-SHIRANE, TOKAI-MURA
NAKA-GUN, IBARAKI-KEN, 319-11 JAPAN
81-292-82.5277

K. JACOBS

NEW YORK POWER AUTHORITY
123 MAIN STREET

WHITE PLAINS, NY 10566 USA
914-681-6262 914-287-3710
jacobs. k@nypa

W. JOHNSON

UNIVERSITY OF VIRGINIA
REACTOR BLDG.
CHARLOTTESVILLE, VA 22901 USA
804.982.5464 804-982-5473
wrj@virginia.edu

M. KENNARD

NAC INTERNATL-STOLLER NUCLEAR FUEL
485 WASHINGTON AVE

PLEASANTVILLE, NY 10570 USA
914-741-1200 914-741-2083
stollerp@computer.net

H. Kiv

COMMONWEALTH EDISON

1400 OPUS PL, SUITE 500
DOWNERS GROVE, IL 60517 USA
630-663-3072 630-663-7181
nfshk@ccmail.ceco.com

W. KIM

KOREA INSTITUTE OF NUCLEAR SAFETY
PO BOX 114, YUSUNG

TAEJON, 305-600 KOREA
82-42-868-0327 82-42-861-9945
k09Skws@pimpoimt.kims.re. kt

A. KISSELEV

NUCLEAR SAFETY INST., RUSSIAN ACADEMY OF SCl.

BOLSHAYA TULSKAYA STR. 52
MOSCOW, 113191 RUSSIA
095-955-28-73 095-952-67-01
kso@ibrae.gc.ru

K. KOLLATH

GESELLSCHAFT FUR ANLAGEN UND REAKTORSICH
SCHWERTNERGASSE 1

COLOGNE, 50667 GERMANY

00492222068-6a9 004922a2068-888

P. HOFMANN

FZK KARLSRUHE

P. O. BOX 3640

KARLSRUHE, 76021 GERMANY
49.7247-82-2517 49.7247-82-4567
peter.hofmann@imf.fzk de

W. HOUSTON

SEQUOIA CONSULTING GROUP, INC.
5285 ATLANTIC VIEW

ST. AUGUSTINE, FL 32084 USA
904-461-8774 904-461-8794
whouston@sequoia-cg

J. IRELAND

LOS ALAMOS NATIONAL LABORATORY
PO BOX 1663, MSF606

LOS ALAMOS, NM 87545 USA
505.667-8777 505-665-5204
john.ireland@lanl.gov

R. ISLAMOV

IBRAE RAN

USACHEVA 29-3-186
MOSCOW, 113191 RUSSIA
74095-9552655 7-095-9557085
is\@ibrae.ae.ru

B. JOHNSON

UNIV. OF VIRGINIA

THORNTON HALL

CHARLOTTESVILLE, VA 22003-2442 USA

F. KASAHARA

NUCLEAR POWER ENGINEERING CORP.
4F 17-1, 3-CHOME TORANOMON MINATOKU
TOKYO, 105 JAPAN

8135470 5470 81 3 5470 5454
kasahara@nupec.or.jp

H. KHALIL

ARGONNE NATIONAL LABORATORY
9700 SO CASS AVE, BLDG. 208
ARGONNE, IL 60439-4838 USA
630-252-7266 639-252-4500
khalil@ra.anl.gov

H. KIM

KOREA INSTITUTE OF NUCLEAR SAFETY
P.O. BOX 114, YUSONG

TAEJON, KOREA

82 42 868 0230 82 42 861 8945
ko98khj@pinpoint.kins.re.kr

M. KIRK

WESTINGHOUSE ELECTRIC
1310 BEULAH RD.
PITTSBURGH, PA 15235 USA
412-256-1066 412-256-1007
kirkmt@westinghouse.com

R. KNOLL

FLORIDA POWER CORP.

15760 WEST POWERLINE ST.
CRYSTAL RIVER, FL. 34428 USA
352-563-4543 352-563-4575

D. KOSS

PENN STATE, DEPT. OF NUCLEAR ENGINEERING
231 SACKETT BLDG.

UNIVERSITY PARK, PA 16802 USA

814-865-5447 814-865-2917

koss@ems.psu.ed

X

J. HOLM

SIEMENS POWER CORPORATION/NUCLEAR DIV.
2101 HORN RAPIDS RD.

RICHLAND, WA 99352 USA

509-375-8142

D. HOWE

LOCKHEED MARTIN/KNOLLS ATOMIC POWER LAB
PO BOX 1072

SCHENECTADY, NY 12301 USA

518-395-4624

M. ISHII

PURDUE UNIVERSITY

1280 NUCLEAR ENGINEERING
WEST LAFAYETTE, IN 47906 USA
765-494-4587 765-494-9570

B. JACOBS

SOUTHWEST RESEARCH INSTITUTE
6220 CULEBRA RD.

SAN ANTONIO, TX 78238 USA
210-522-2032 210-684-4822
bjacobs@SwR!.edu

R. JOHNSON

PACIFIC GAS & ELECTRIC CO.
PO BOX 770000, MC N9B

SAN FRANCISCO, CA 94177 USA
415-973-1784 415-973-0074
rli3@pge.com

K. KAUKONEN

TEOLLISUUDEN VOIMA OY
OLKILUOTO, 27160 FINLAND
358-2-83813222 358-2-83813209
kari.kaukonen@tuo.tuo.elisz.fi

M. KHATIB-RAHBAR

ENERGY RESEARCH, INC.

P.O. BOX 2034

ROCKVILLE, MD 20847-2034 USA
301-881-0866 301-881-0867
mkr-eri@radix.net

H.D. KiM

KOREA ATOMIC ENERGY RESEARCH INST.
DUKJIN-DONG 150, YUSONG-GU

TAEJON, 305-600 KOREA

82-42-868-2664 82-42-868-8256
hdkim@kaeri.re.ler

R. KIRK

COUNCIL FOR NUCLEAR SAFETY
CENTURION PO BOX 7106
CENTURION, 0046 SO AFRICA
2712663550 27126635513
dkirk@cns.co.za

D. KOKKINOS

LOCKHEED MARTIN/KNOLLS ATOMIC POWER LAB
PO BOX 1072

SCHENECTADY, NY 12301 USA

518-395-7039

P. KRAL

NUCLEAR RESEARCH INSTITUTE - REZ
REZ

NEAR PRAGUE, 25068 CZECH REPUBLIC
00420-2-66172447 00420-2-6857954
kra@nri.cz




P. KRISHNASWAMY
'BATTELLE

505 KING AVE.

COLUMBUS, OH 43201 USA
614-424-5008 614-424-3457
kswamy@battelie.org

R. KUSHNER

BETTIS ATOMIC POWER LABORATORY
PO BOX 79

WEST MIFFLIN, PA 15632-0079 USA
412-476-5385 412-476-5700

J. LAKE

LOCKHEED MARTIN IDAHO TECHNOLOGIES CO.
PO BOX 1625

IDAHO FALLS, ID 83415-3860 USA

208-526-7670 208-526-2930

lakeja@inel.gov

JLEE

KOREA INSTITUTE OF NUCLEAR SAFETY
19 KUSUNG-DONG, YOUSUNG-KU
TAEJON, KOREA

82428680143 8242861 1700

Y-W. LEE

KOREA INSTITUTE OF NUCLEAR SAFETY
WANGGUNG APT 4-308

ICHONDONG, YONGSAN, SEOUL, KOREA

M. LIVOLANT

INSTITUT DE PROTECTION ET DE SURETA NUCLEAIR
BP.6

FONTENAY AUX ROSES CEDEX, 92265 FRANCE
146567179 146549511

michel.livolant@ipsn.fr

L. MARTIN

SOUTH TEXAS PROJECT NUCLEAR OPERATING CO.
PO BOX 289

WADSWORTH, TX 77483 USA

512-972-8686 512-972-8577

lemartin@stpegs.com

B. MAVKO

JOSEF STEFAN INSTITUTE
JAMOVA 39 .
LJUBLJANA, 1001 SLOVENIA
386-61-1885330 386-61-188538661
borot. mavko@Js.si

B. MCINTYRE
WESTINGHOUSE ELECTRIC
P.0. BOX 355

PITTSBURGH, PA 15230
412-374-4334
mcintybh@wesmail.com

S. MIXON

NUS INFORMATION SERVICES
910 CLOPPER RD.
GAITHERSBURG, MD 20878 USA
301-258-2442 301-258-2589
smixon@scientech.com

S MONTELEONE

BROOKHAVEN NATIONAL LABORATORY
BUILDING 130

UPTON, NY 11973 USA

516-344-7236 516-344-3957
smontele@bnl.gov

W. KUPFERSCHMIDT

ATOMIC ENERGY OF CANADA, LTD.
WHITESHELL LABORATORIES
PINAWA, MANITOBA ROE 1L0 CANADA
204-753-8424 204-753-2455

K. KUSSMAUL

UNIVERSITY OF STUTTGART
PFAFFENWALDRING 32
STUTTGART, D-70569 GERMANY
49-711-685-3582 49-711-685-2635
kussmaui@mpa.uni-stutigart.de

C. LECOMTE

INSTITUT DE PROTECTION ET DE SURETA NUCLEAIR
B.P.6&

FONTENAY AUX ROSES CEDEX, 92265 FRANCE
146547736 014654g5.11

catherine.lecomte@ipsn.fr

S. LEE

KOREA ELECTRIC POWER CORP.
150 DUGJIN-DONG, YUSUNG-KU
TAEJON, KOREA

82 42 868 2795

S. LEVINSON

FRAMATOME TECHNOLOGIES, INC.
3315 OLD FOREST RD.OF54
LYNCHBURG, VA 24501 USA
804-832-2768 804-832-2683
slevinson@framatech.com

A. MARION

NUCLEAR ENERGY INSTITUTE
1776 1 ST., Nw

WASHINGTON, DC 20006 USA
202-739-8000 202-785-1898

M. MASSOUD

BALTIMORE GAS & ELECTRIC
1650 CALVERT CLIFFS PARKWAY
LUsS8Y, MD 20857 USA
410-495-6522 410-495-4498
mahmoud.massoud@bje.com

G. MAYS

OAK RIDGE NATIONAL LABORATORY
P.0. BOX 2009, BLDG. 9201-3

OAK RIDGE, TN 37831 USA
423-574-0394 423-574-0382
gtm@orni.gov

J. MEYER

SCIENTECH, INC.

4814 LELAND STREET

CHEVY CHASE, MD 20815 USA
301-468-6425 301-468-0883
jmeyer@scientech.com

D. MODEEN

NUCLEAR ENERGY INSTITUTE
1776 1 ST., NW

WASHINGTON, DC 20006 USA
202-739-8000 202-785-1898

R. MONTGOMERY
ANATECH CORP.

6435 OBERLIN DR.

SAN DIEGO, CA 92121 USA
619-455-6350 619-455-1094

xi

S. KURATA

CHUBU ELECTRIC POWER CO.
900 17TH ST, NW SUITE 1220
WASHINGTON, DC 20006 USA
202-775-1960 202-331-9256
kurata@chubudc.com

P.LACY

UTILITY RESOURCE ASSOCIATES
SUITE 1600, 51 MONROE ST.
ROCKVILLE, MD 20850 USA
301-294-1941 301.284.7879

G. LEE

KOREA NUCLEAR FUEL CO.

150 DEOG.JIN-DONG, YUSONG-GU
TAEJON, 305353 S. KOREA

8242 868 1832 82 42862 4790
gwiee@rdns.knfc.co.kr

W-J. LEE

KOREAN ATOMIC ENERGY RESEARCH INSTITUTE
DUKJIN-DONG 150, YUSONG-GU

TAEJON, 305-353 KOREA

82-42-868-2895 82-42-868-8990
wjlee@nanum . kaeri.re.kr

T. LINK

PENN STATE, DEPT. OF NUCLEAR ENGINEERING
231 SACKETT BLDG.

UNIVERSITY PARK, PA 16802 USA

814-863-3251 814-865-8499

tm1110@psu.edu

P. MARSILL

AGENZIA NAZIONALE PER LA PROFESCIONE DELL'A
VIA VITALIANO BRANCATI 48

ROMA, 00144 ITALY

39-6-5007-2128 39-6-5007-2044

marsili@edultg.anpant

M. MATSUURA

HITACHI, LTD.

175 CURTNER AVE., MC 725
SAN JOSE, CA 95125 USA
408-925-6151 408-925-4459
matsuuraM@sjcpo5.ne.ge.com

H. McHENRY

NATIONAL INSTITUTE OF STANDARDS & TECHNOLOG
325 BROADWAY

BOULDER, CO 80303 USA

303-497-3268 303-497-5030

harry.mchenry@nist.gov

D. MITCHELL

FRAMATOME COGEMA FUELS
3315 OLD FOREST RD.
LYNCHBURG, VA 24506-0935 USA
804-832-3438 804-832-3663
dmitchell@framatech.com

M. MODRO

IDARO NATIONAL ENGINEERING & ENVIRONMENTAL
P.O. BOX 1525

IDAHO FALLS, ID 83415 USA

208-526-7402

B. MORRIS

WESTINGHOUSE NSD

PO BOX 355

PITTSBURGH, PA 15601 USA
412-374-4205 412-374-.5099
morrishc@westinghouse.com




D. MORRISON

101 LION'S MOUTH COURT
CARY, NC 27511 USA
919-363-3034

K. MURATA

SANDIA NATIONAL LABORATORIES
PO BOX 5800

ALBUQUERQUE, NM 87109 USA
505-844-3552

A. NELSON

NUCLEAR ENERGY INSTITUTE
17761 ST., NW

WASHINGTON, DC 20006 USA
202-739-8000 202-785-1898

J. O'HARA

BROOKHAVEN NATIONAL LABORATORY
ET Div,, DAT, BLDG. 130

UPTON, NY 11973-5000 USA
516-344-3638 516-344-3957
ohara@bnl.gov

A. OHTA

MITSUBISHI HEAVY INDUSTRIES

3-1, MINATOMIRAI 3-CHOME, NISHI-KU
YOKOHAMA, 220-84 JAPAN
81-45-224-9637 81-45-224-9970
ohta@atom.hg.mhi.co.jp

0. OZER

ELECTRIC POWER RESEARCH INSTITUTE
3412 HILLVIEW AVE.

PALO ALTO, CA 94303 USA

650-855-2089 650-855-2774
oozer@epri.com

A. PEREZ-NAVARRO
UNESA/LAESA

PLAZA ROMA, F1,1
ZARAGOZA, 50010 SPAIN
34-976-532614 34.976322956

V. POKROVSKY

INSTITUTE FOR PROBLEMS OF STRENGTH NAN
2 TIMIRYAZEVSKAYA STR.

KIEV, UKRAINE

044-206-25-57 044-296.25-57

D. POWELL

PUBLIC SERVICE ELECTRIC & GAS CO.
PC BOX 236, MAIL CODE N21
HANCOCKSBRIDGE, NJ 08038 USA
600-338-2002 609-339-1448

J. PUGA

UNESA

FRANCISCO GERVAS 3
MADRID, SPAIN 28020 SPAIN
34-1-5674807 34-1-5674988
unesamuc@dial.eunetes

D. RAO

SCIENCE AND ENGR. ASSOCIATES, INC.
6100 UPTOWN BLVD. NE
ALBUQUERQUE, NM 87110 USA
505-884-2300 S05-884-2991
dvrac@seaborse.com

A. MOTTA

PENN STATE, DEPT. OF NUCLEAR ENGINEERING
231 SACKETT BLDG.

UNIVERSITY PARK, PA 16802 USA

814-865-0030 814-865-8499

atm2@pso.edu

S. NAKAMURA

OBAYASHI CORPORATION
SHINJUKU PARK TOWER, 3-7-1
SHINJUKU-KU, TOKYO 163-10 JAPAN
81-3-5323-3519 81-8323-3550
s.naka@o-net.obayashi.co.jp

J. NELSON

ELECTRIC POWER RESEARCH INSTITUTE
3412 HILLVIEW AVE.

PALO ALTO, CA 94303 USA

415-855-2825 415-856-8515
jinelson@epri.com

A. ODA

NUCLEAR POWER ENGINEERING CORP.
FUJITAKANKO TROANOMON BLDG. 6F, 17-1
MINATO-KU, TOKYO 105 JAPAN
81-3-5470-5525 81-3-5470-5544

N. ORTIZ

SANDIA NATIONAL LABORATORIES
PO BOX 5800, MAIL STOP 0736
ALBUQUERQUE, NM 87185-0736 USA
505-844-0577 505-844-0955
nrortiz@sandia.gov

J. PAPIN

INSTITUT DE PROTECTION ET DE SURETE NUCLEAIR

C.E. CADARACHE - DAT 702

ST PAUL LEZ DURANCE, 13108 FRANCE
33-4-42253463 33442256143
joelle.papin@ipsn.fr

K. PEVELER

IES UTILITIES/DUANE ARNOLD ENERGY CENTER
3277 DAEC RD.

PALO, 1A 52324 USA

319-857.7801 319-857-7678

A. POOLE

OAK RIDGE NATIONAL LABORATORY
Y-12 PLANT, BEAR CREEK RD.

OAK RIDGE, TN 37831-8038 USA
423.574-0734 423-576-0493
aop@oml.gov

T. PRATT

BROOKHAVEN NATIONAL LABORATORY
BLDG. 130

UPTON, NY 11973-5000 USA
516-344-2630 516-344-5730
pratt@bnl.gov

C. PUGH

OAK RIDGE NATIONAL L ABORATORY
P.C. BOX 2009

OAK RIDGE, TN 37831 USA
423-574-0422 423-241-5005
pug@ornl.gov

J. RASH

G E NUCLEAR ENERGY

BOX 780

WILMINGTON, NC 28402 USA
910-675-5612 910-675-5879
rashjewimpo3.wilm.ge.com

X1

M. MULHEIM

LOCKHEED MARTIN ENERGY RESEARCH CORP.
PO BOX 2008

OAK RIDGE, TN 37831 USA

423-574-0386 423-574-0382

m8m@oml.gov

R. NANSTAD

OAK RIDGE NATIONAL LABORATORY
PO BOX 2008, 45008, MS-6151

OAK RIDGE, TN 37831-6151 USA
423-574-4471 423.574-5118
nanstadrk@ornl.gov

M. NISSLEY
WESTINGHOUSE ELECTRIC
P.0. BOX 355

PITTSBURGH, PA 15230 USA
412-374-4303 412-374-4011
nisslem@westinghouse.com

S-H.OH

KOREA INSTITUTE OF NUCLEAR SAFETY
P.O.BOX 114

YUSUNG, TAEJEON 305-600 KOREA

82 42868 0230 82 42868 0043
koB7osh@pinpoint kins.re.kr

D. OSETEK

LOS ALAMOS TECHNICAL ASSOCIATES
BLDG 1, STE 400, 2400 LOUISIANA BLVD NE
ALBUQUERQUE, NM 87110 USA
505-880-3407 505-880-3560
djosetek@lata.com

S-D. PARK

KOREA INSTITUTE OF NUCLEAR SAFETY
19 KUSUNG-DONG, YOUSUNG-KU
TAEJON, KOREA

B2 42 868 0003 82 42 861 2653

T. PIETRANGELO

NUCLEAR ENERGY INSTITUTE
17761 ST, NW

WASHINGTON, DC 20006 USA
202-739-8000 202-785-1898

G. POTTS

GENERAL ELECTRIC NUCLEAR FUEL
CASTLE HAYNE RD

WILMINGTON, NC 28403 USA
910-675-5708 910-675-6966

D. PRELEWICZ

SCIENTECH, INC.

11140 ROCKVILLE PIKE, STE 500
ROCKVILLE, MD 20852 USA
301-468-6425 301-468-0883
damp@scientech.com

R. RANIER!

AGENZIA NAZIONALE PER LA PROFEZIONE DELL' AM

VIA VITALIANO BRANCATI 48
ROMA, 00144 ITALY
39-6-5007-2150 39-6-5007-2941

J. RASHID

ANATECH CORP.

5435 OBERLIN DR.

SAN DIEGO, CA 92121 USA
619-455-6350 619-455-1094
joe@anatech.com




T. RAUSCH

COM ED NUCLEAR FUEL SERVICES
1400 OPUS PL, STE 400

DOWNERS GROVE, IL 80515 USA
630-663-3020 630-663-7118
nistr@ccmail.ceco.com

J. REYES

OREGON STATE UNIVERSITY
116 RADIATION CENTER
CORVALLIS, OR 97331-5902 USA
541.737-4677 541-737-4678
reyesj@cemail.orst.edu

J. RIZNIC

ATOMIC ENERGY CONTROL BOARD
PO BOX 10486, STA. B, 280 SLATER ST.
OTTAWA, ONTARIO K1P588 CANADA
613-943-0132 613-943-8954
Riznic_j@atomcon.ac.ca

T. ROSSEEL

LOCKHEED MARTIN ENERGY RESEARCH CORP.
PO BOX 2008

OAK RIDGE, TN 37831-6158 USA

423-574-5380 423-574-5118

rosseeltm@ornl.gov

B. RYBAK

COMMONWEALTH EDISON

1400 OPUS PL, SUITE 500
DOWNERS GROVE, 1. 60515 USA
630-663-7286 630-663-7155

M. SAKAMOTO

NUCLEAR POWER ENGINEERING CORP.
4F 17-1, 3-CHOME TORANOMON MINATOKU
TOKYO, 105 JAPAN

81334383066 81354705544
msakamoto@nupec.or.jp

G. SAUER

TOV ENERGIE UND SYSTEMTECHNIK GmbH
WESTENDSTRESSE 198

MUNICH, D-80686 GERMANY
49-89-5791-1267 49-89-5791-2157
gerhard.sauer@et tueysued.de

8. SCHULTZ

YANKEE ATOMIC

580 MAIN STREET
BOLTON, MA 01740 USA
508-568-2131 508-568-3703
schulze@yankee.com

E. SIMPSON

PUBLIC SERVICE ELECTRIC & GAS CO.
PO BOX 236, MAIL CODE N21
HANCOCKSBRIDGE, NJ 08038 USA
609-339-1700 609-339-5070

A. SMIRNOV

RESEARCH INSTITUTE OF ATOMIC REACTORS
DIMITROVGRAD 10

URYANOVSK!I REGION, 433510 RUSSIA
84235-32350 8423564163
gns@niiar.simbirsk.su

J-H. SONG

KOREA INSTITUTE OF NUCLEAR SAFETY
18 KUSUNG-DONG, YOUSUNG-KU
TAEJON, KOREA

82 42 868 0117 82 42 861 2653

S. RAY

WESTINGHOUSE CNFD
NORTHERN PIKE
MONROEVILLE, PA 15146 USA
412-374-2101 412-374-2045
rays@westinghouse.com

I. RICKARD

ABB COMBUSTION ENGINEERING
2000 DAYHILL RD.

WINDSOR, CT 06095 USA
860-285-9678 860-285-3253

U. ROHATGH

BROOKHAVEN NATIONAL LABORATORY
BUILDING 475B

UPTON, NY 11873 USA

516-344-2475 516-344-1430
rohatgi@bnl.gov

R. ROSTEN

DUKE ENGINEERING & SERVICES
215 SHUMAN BLVD. SUITE 172
NAPERVILLE, IL 60563-8458 USA
630-778-4329 630-778-4444
nwrosten@duke-power.com

Y-H. RYU

KOREA INSTITUTE OF NUCLEAR SAFETY
YUSONG-DONG 19

TAEJON, 305-338 KOREA

82 42 868 0228 82 42 861 0943
koS53ryh@pinpoint. kins.re.kr

O. SANDERVAG

SWEDISH NUCLEAR POWER INSPECTORATE
INSPECTORATE

STOCKHOLM, 10658 SWEDEN

4686988463 4686618086

oddbjorn@ski.se

C. SCHLASEMAN

MPR ASSOCIATES INC.

320 KING ST.

ALEXANDRIA, VA 22314 USA
703-518-0200 703-519-0224
cschlaseman@mpra.com

B.R. SEHGAL

ROYAL INSTITUTE OF TECHNOLOGY
60 BRINELVAGEN

STOCKHOLM, 10044 SWEDEN
011-46-8-790-6541 011-46-8-790-7678
sehgai@ne.kth.se

B. SINGH

JUPITER CORPORATION

STE 900, WHEATON PLAZA NO.
WHEATON, MD 20902 USA
301-946-8088 301-946-6539
singh@)jupitercorp.com

V. SMIRNOV

RESEARCH INSTITUTE OF ATOMIC REACTORS
DIMITROVGRAD 10

URYANOVSKI REGION, 433510 RUSSIA
78923532350 78423564163
gns@niiar.simbirsk su

K. ST. JOHN

YANKEE ATOMIC ELECTRIC CO.
580 MAIN ST.

BOLTON, MA 01740 USA
978-568-2133 978-568-3700
stjohn@yankee.com

X1ii

R. REHACEK

STATE OFFICE FOR NUCLEAR SAFETY
SENOVAZNE NAM. 9

PRAGUE, 110 00 CZECH REPUBLIC
420-2-21624728 420-2-21624202
radomir.rehacek@sujb.cz

T. RIEKERT

GESELLSCHAFT FUR ANLAGEN UND REAKTORSICH
SCHWERTNERGASSE 1

COLOGNE, 50667 GERMANY

49-224-2068-758 49-224-2068-888

rik@grs.de

A. ROMANO

BROOKHAVEN NATIONAL LABORATORY
BLDG. 187C

UPTON, NY 11973.5000 USA
516-344-4024 516-344-5266
ramano@bnl.gov

J. ROYEN

OECD NUCLEAR ENERGY AGENCY
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THERMAL HYDRAULIC - PROBABILISTIC ANALYSIS

(TH-PA) INTEGRATION METHOD AND ITS
APPLICATION TO IDENTIFY AP600 BDBA SCENARIOS

Yue Guan and Mohammad Modarres
Material and Nuclear Engineering Department
University of Maryland

Marino diMarzo and David Bessette
Office of Nuclear Regulatory Research
U.S. Nuclear Regulatory Commission

Abstract - A TH-PA integrated screening method has been developed to identify AP600
beyond design basis accident (BDBA) scenarios in a consistent, systematic and comprehensive
fashion. This method is used as a screening tool such that only the scenarios which have
reasonable frequency of occurrence and have potential to raise significant safety concerns
are identified. The method considers postulated passive safety system failures, thermal
hydraulic phenomena and their induced system failures, human actions and their
consequences. Results from this research (the identified AP600 BDBA scenarios) provide
inputs to further AP600 analysis and experiments and will be used to assess the capability of
thermal hydraulic safety analysis computer code RELAP5/MOD?3 in addressing scenarios in

the BDBA space.

I. INTRODUCTION

The Westinghouse Electric Corporation has
submitted the design for its 600 MWe Advanced
Pressurized Reactor (AP600) to the United States
Nuclear Regulatory Commission (U. S. NRC) for
certification. The AP600 uses many passive
safety features not found in conventional
operating reactors. Because of these passive
safety features, thermal hydraulic (TH)
phenomena and certain system behavior which do

not raise safety concerns in conventional plant
may become important in the AP600 system.

U. S. NRC has previously assessed the TH
code RELAP5/MOD3 for conventional reactors.
Phenomena important to the AP600 design need
to be modeled adequately in the code calculation.
U. S. NRC has conducted independent
experiments to collect data specifically to assess
the adequacy of the TH code in modeling AP600
passive safety systems.

RELAPS has now been assessed in the design

Most of the AP600 data and its related analysis results are proprietary information. Therefore, in place of such information,
either the name of the variable or normalized data is used to show the methodology. The results presented in this paper
tlustrate the methodology for identifying BDBA scenarios. The application of this method to the AP600 is not yet complete.

Its application to other initiating events are scheduled to follow.



basis accident space and is considered adequate.
To explore design margins and provide data to
assess the TH code's capability to address
scenarios in the beyond design basis accident

(BDBA) space, U. S. NRC has additionally -

undertaken the task of performing BDBA code
assessment.

Under this task, some selected accident
scenarios in the BDBA space have been tested in
the experimental facilities. TH code calculations
have been completed for some of the accident
scenarios and results compared with test data.
However, the tests selected may be arbitrary’ and
the scenarios may not cover the whole spectrum
of the important phenomena in BDBA space.

Therefore, there is a need to consistently,
systematically and comprehensively identify the
important scenarios in the BDBA space that have
reasonable frequency of occurrence (i.e,
probabilistically significant) and have the potential
to lead to significant thermal hydraulic concerns
(including potential core uncovery) which the
code is required to be further assessed and
validated. This assessment can provide reasonable
assurance that the calculated AP600 response
from the computer code is adequate and the
assessed code can be used as a basis for the
BDBA evaluation.

The plan for code assessment is shown in
Figure 1 where flow of information and the
decision-making process are presented. In this
BDBA plan, a thermal hydraulic-probabilistic
analysis (TH-PA) integrated screening method is
the starting point. This method uses probabilistic
and thermal hydraulic screening criteria to ensure
that the identified BDBA scenarios are both
probabilistically credible and thermal hydraulically
significant.

Once the AP600 BDBA scenarios are
identified, a decision must be made whether
sensitivity calculations are needed. Based on the
results of the sensitivity calculations, a decision
will be made on whether additional testing is

necessary because there might be phenomena or
sequences of events which are identified in these
sensitivity calculations that might require
experimental confirmation.

The results of sensitivity calculations and/or
testing are then evaluated. With this information,
a decision will be made on whether to impose
additional BDBA requirements on the code.
Finally, the code adequacy in the BDBA space is
assessed and the relative acceptability for thermal
hydraulic uncertainty is determined.

This paper presents the first part of the BDBA
code assessment plan, the TH-PA integrated
screening method that is specifically developed to
identify AP600 BDBA scenarios. The paper gives
a brief description of the AP600 passive safety
systems in section II. An overall TH-PA
integration concept is introduced in section III. In
three separate sections, IV, V, and VI, detailed
methods are presented for plant state generation
and PA screening, TH trajectory prediction and
screening, and integration of TH phenomena and
human actions, respectively. In section VII, an
example will be given to demonstrate the
complete process of using TH-PA screening
method to identify BDBA scenarios.

II. DESCRIPTION OF AP600
PASSIVE SAFETY SYSTEM

The unique design of AP600 is its passive
safety systems which relies on natural circulation
and gravity injection to mitigate an accident. A
sketch of the passive safety systems is presented
in Figure 2. They include two Core Makeup
Tanks (CMT), one Passive Residual Heat
Removal (PRHR) Heat Exchanger (HX), two
Accumulators (ACC), two lines of Automatic
Depressurization System 1-3 (ADS1-3), four lines
of ADS4, and one In-containment Refueling
Water Storage Tank (IRWST). _

Both of the CMTs are full of room temperature
borated water. Following a CMT actuation
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signal, the valves on the CMT discharge piping
are opened and CMTs begin to provide short-
term, liquid circulation to the vessel via Direct
Vessel Injection (DVI) line at high system
pressure. In the mean time, hot liquid from the
cold legs is circulated to the top of CMTs via
Pressure Balance Line (PBL). When top portion
of the CMTs become saturated and vapor is
present, the natural circulation is terminated and
CMTs begin to drain. After CMTs begin to drain,
the water level in the CMT's decreases. When the
water level drops to the first ADS level set point,
ADS1 is actuated. ADS2 and ADS3 actuate
sequentially based on timing. While ADS4 is
actuated on the second ADS level set point and
timing.

The PRHR HX is submerged inside the
IRWST. The PRHR system is designed to
remove 100% of the decay heat in the earlier
stage of an accident. It takes the hot fluid from
the hot leg and transfers heat into the pool of
water in IRWST. The cooled fluid is then
returned to RCS via one of the steam generators
outlet plenum.

The performance of both the PRHR and CMTs
rely on gravity driven natural circulation. Before
ACC begins injection to the RCS, PRHR and
CMTs are the only means to provide cooling to
the RCS and to add water to RCS, compensating
the mass loss through the break.

Both of the ACCs are filled with room
temperature borated water and are pressurized
with nitrogen. When the RCS system pressure
drops below the N2 pressure within the
accumulators, the accumulators begin to inject
water to RCS, via DVI line.

ADS1-4 is designed to depressurize the RCS
in a controlled manner. The pressure reduction
permits nitrogen pressure driven ACC injection
and the gravity-driven safety injection from the
IRWST. ADSI1-3 takes the hot fluid and vapor
from the pressurizer and feeds it into the IRWST.
ADS4 takes off from the hot leg and discharges

directly into the containment.

The IRWST has three major functions: serves
as the heat sink for the PRHR HX; provides the
liquid pool for condensing the effluent from
ADS1-3; and supplies RCS with long-term
gravity-driven injection at low pressure.

III. TH-PA INTEGRATION METHOD

The first step in BDBA plan for code
assessment is TH-PA screening using a TH-PA
integration method. The general concept of this
method is shown in Figure 3.

There are three key elements in the figure:
plant state generation and PA screening, TH
trajectory prediction and screening, and TH
phenomena and human action integration.

Also shown in the figure are the three groups
of screening products. The first group are the
plant states eliminated after PA screening because
the probability of occurrence are below the
probability cutoff value. The second group are
the plant states eliminated after TH screening
because they have no TH significance (will not
create a safety concern). The third group are the
plant states that have probabilities of occurrence
above the probability cutoff value AND has TH
significance (i.e., has safety concern or may lead
to core uncovery). The third group of plant states
and the TH trajectory constitutes the BDBA
scenario required by the BDBA plan for code
assessment (see Figure 1).

The TH-PA integration method begins with the
selection of an accident Initiating Event (IE, e.g.,
a SBLOCA). Then the plant states associated
with the initiating event and their corresponding
occurrence probabilities are generated. A
probability cutoff value is selected (e.g., 107%) and
will be used as the basis for the PA screening.
The plant states with probabilities lower than the
cutoff value are automatically eliminated and
become the first screening group.

Plant states with probabilities higher than the
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cutoff value are retained after PA screening. Each
of these plant states is forwarded to the second
key element for TH trajectory prediction and
screening. Based on the given plant state which
represents the failures of the passive safety
systems, TH trajectory prediction is able to
capture changes in RCS pressure and RCS liquid
volume fraction following the accident initiating
event.

TH screening criteria is defined such that if the
TH trajectory does not raise a safety concern,
such as the RCS pressure will drop to the IRWST
injection pressure while the core is still covered,
the plant state with this trajectory is eliminated
and become the second screening group.

If TH significance can not be determined based
on the predicted trajectory, the plant state creating
such trajectory is retained and will be integrated
with the third key element, TH phenomena and
human actions.

If a trajectory raises a safety concern, such as
potential core uncovery, the plant state and the
trajectory constitute a new BDBA scenario which
becomes the third screening group.

In the third key element, TH phenomena and
human actions are logically represented in
Integrated Behavior Logic Diagrams (IBLDs).
Each plant state that survived TH screening and
the information from TH trajectory prediction
trigger some of the IBLDs and the results are the
induced passive safety system failures or changes
of system status caused by TH phenomena or
human actions. The newly found induced failure
and the original plant state form a new plant state.
This new plant state will again undergo PA
screening (in the first key element). Based on its
probability of occurrence, this plant state will be
either eliminated or forwarded to the second key
element.

Thus, the TH-PA integrated screening method
follows an iterative loop "plant state generation
and PA screening ==> TH trajectory prediction
and screening ==> TH phenomena and human

actions integration => new plant state generation
and PA screening =>.." An initiating event
selected enters this iterative loop and the
screening goes on until all the plant states are
processed. The plant states are either eliminated
or are determined to lead to significant BDBA
scenarios and the scenarios are to be further
analyzed and tested. Since there are both PA and
TH screening criteria built into the process, the
plant states not meeting those two criteria are
quickly screened out. It only takes a few iteration
through the loop to eventually find the BDBA
scenarios.

In summary, the TH-PA integrated screening
method considers initiating event, postulated
passive safety system failures (random failures),
system failures or changes in system status
induced by TH phenomena and resulted from
human actions.  This method provides a
consistent, systematic, and comprehensive tool to
identify important BDBA scenarios that satisfy
both  probability and TH  significance
requirements.

IV. PLANT STATE GENERATION
AND PA SCREENING

Plant state generation starts with a selected
accident initiating event. An AP600 PRA
REVEAL-W™? model’ will be used to
comprehensively and rapidly generate all the plant
states that are associated with this initiating event.
Each plant state generated is a particular plant
configuration for which the initiating event has
occurred and certain systems have failed.

The AP600 PRA REVEAL-W™ model is
based on the event trees and data from
Westinghouse AP600 PRA*. In this model, logic
trees are rebuilt for the AP600 systems (e.g.,
CMTs, ADS). The failure probabilities of the
components and systems and their contributions
to core damage are consistent with reference 4.
The results from the model have been successfully




validated against the results presented in this
reference.

The probability for each plant state is
calculated from the AP600 PRA REVEAL-W™

model. A probability cutoff value is defined in the

model. Therefore, the plant state with probability
lower than the cutoff value is automatically
eliminated due to low credibility. The ones with
probabilities higher than the cutoff value will be
saved as an output.

When a SBLOCA is selected as an initiating
event , all the plant states associated with this
initiating event are generated. Examples of plant
states are :

SBLOCA with 1 CMT failure

SBLOCA with 2 CMT failures

SBLOCA with PRHR failure

SBLOCA with PRHR and 1 CMT failure
SBLOCA with PRHR and 2 CMT failures
SBLOCA with 2 CMT failures and ADS
failure

SR

Plant states 4, 5 and 6 have occurrence
probabilities lower than the defined cutoff value
and therefore are eliminated. Plant states 1, 2,
and 3 have occurrence probabilities higher than
the cutoff value and are retained after PA
screening. Each of these retained plant states is
forwarded to the second key element.

For the purpose of screening, plant state at
system level is adequate. Since there are much
fewer number of systems than components, the
number of plant states generated is much less.
Therefore, the number of plant states surviving
PA screening is limited.

Nevertheless, if there is an interest on certain
components (e.g., a specific valve), it is
convenient to generate the plant states based on
such components and carry out the rest of the
process in a similar manner. The number of plant
states surviving PA screening will still be
bounded, as long as a limited number of

components are selected at any one time.

V. TH TRAJECTORY PREDICTION
AND SCREENING

The purpose of TH trajectory prediction and
screening is to connect the "plant state - system
failure" concept used in probabilistic analysis with
the "system failure - physical behavior
(trajectory)" concept used in thermal hydraulic
deterministic analysis. By linking plant state with
accident trajectory in a simple method and by
applying TH screening criteria on the trajectory,
we are able to throw out the plant states and the
associated trajectories that do not have TH
significance.

Each passive safety system in AP600 design
has its role in mitigating an accident. They either
add water to the RCS and/or remove energy from
the RCS, or relieve RCS pressure. The failure of
one or more of the systems alters the accident
trajectory, usually to a state with higher system
pressure and lower RCS mass. The failure of a
passive system, either postulated or induced by
TH phenomena or resulted from human actions,
is represented by plant state generated by AP600
PRA model and IBLDs. Therefore, by finding the
interdependency between accident trajectory and
system failure, we are able to link accident
trajectory with plant state that represents the
failures of passive safety systems.

Accident trajectory is defined as the
progressive changes in RCS pressure and liquid
volume fraction as a function of passive safety
system failures. Since RCS pressure and liquid
volume fraction are TH parameters, the accident
trajectory is also referred to as TH trajectory.

TH trajectory prediction begins with the
identification of the roles of each passive safety
system in accident transient. For example in
AP600, PRHR removes energy from RCS; ADS
relieves RCS pressure through bleeding; CMT
adds water to RCS and at the same time removes




energy from RCS (energy reference point is
defined as water at saturation at system pressure.
Therefore, adding subcooled water to RCS is
equivalent to removing energy).

Then, the roles of each system is represented in
the mass conservation equations:

dMRSS N CHT(G CMT G CMTy £ ACC(5 ACC _ G Break G ADS

dt

dMCMT
dt

=N MI(G TG My

dMAC _ N ACCG ACC
dt

and in the energy conservation equation:

dp kes
Q Con+Q Ma.u,_Q SG_Q PRH.R_Q CMI’_Q ACC_Q Bndz_Q ADS

[ @peni—

dt

where
M*= mass of water in system X (e.g., CMT)
N*= number of system X available
G,,*= flow rate in/out of system X
G*= flow rate out of system X or out of a break
PRS=RCS pressure

*= energy addition/removal by system X
Q"= stored energy released from the metal
C= compliance factor

RCS mass conservation equation is also

expressed in liquid volume fraction (LVF):

dAMRCS (6,-1)

LVF(t,)=LVFt.
(&) =LVF()+— o

where

LVF(t)=LVF at time t,

p=average water density

V=total RCS volume above the hot leg

Test data and theoretical calculations provide

values for the terms in the equations. For
different plant states, the values for each term are
different. For a plant state of SBLOCA with
PRHR failure, the heat removal rate by PRHR is
zero. For a plant state of SBLOCA with two
CMTs failures, PRHR heat removal rate has a
value that is consistent with the plant state; but,
the mass in and out of CMTs are zero and the
energy removal by CMTs is also zero.

Figure 4 shows the trajectories predicted for
various plant states. The roles played by each
passive safety system are clearly presented. For
example, failure of one CMT reduces the LVF
from 71% to 69% at 0.47 normalized pressure.
Failure of PRHR reduces the LVF from 71% to
62% at the same normalized pressure.

Figure 5 shows a comparison between a
predicted trajectory with experimental data for
SBLOCA with no failure. The two trajectories
compare well. Similar comparisons were done for
other plant states of SBLOCA with system
failures. The results also compare well. '

Once the accident trajectory is predicted for
the plant states retained after PA screening, TH
screening criteria is applied. TH screening looks
at the RCS pressure relative to RCS liquid volume
fraction and the potential TH phenomena and
human actions that can be associated with the
trajectory. :

Referring to Figure 5, point C is defined as the
cross point of two lines: IRWST injection
pressure and top of the core. If the trajectory
passes through the IRWST injection pressure line
above point C, the plant state with this trajectory
is eliminated. For the trajectory predicted even
before reaching this point, if there are no TH
phenomena or human actions that change the
course of the trajectory to high pressure and low
mass, and the trajectory point to a destiny above
point C when it cross the IRWST injection line,
the plant state with this trajectory is also
eliminated.

If the trajectory raises a safety concern or
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already leads to core uncovery (1.e., cross the top
of core line when pressure is still above the
IRWST injection pressure), the trajectory and the
associated plant state constitute an identified
BDBA scenario to be further analyzed and tested.

If the TH significance can not yet be
determined from the trajectory because it is still
premature to make a decision as of if the IRWST
pressure line will be crossed above point C, the
trajectory and the associated plant state is
retained. The retained plant states and the
information from the trajectory are combined to
form an updated plant state. The updated plant
state will be forwarded to the third key element to
be integrated with TH phenomena and human
actions so that potential new passive safety system
failures can be identified

An example of predicting TH trajectory and
applying TH screening criteria is given in section
VIIL

VI. TH PHENOMENA AND HUMAN
ACTION INTEGRATION

In this section, the criteria for the selection of TH
phenomena and human actions are first presented.
Then, TH phenomena and human actions selected
for logical representation are provided. The
method of forming a logical representations of the
TH phenomena and human actions is introduced
through developing the Integrated Behavior Logic
Diagram (IBLD).

VI.1 TH Phenomena and Human Action
Selection Criteria

PIRT report’ is used as a starting point for
generating a list of important TH phenomena.
The phenomena in reference 5 that fall into the
following categories are not selected:

1. Phenomena that present thermal hydraulic
parameters only (e.g., flow, level)

. Phenomena that are inherent characteristics
of design/structure (e.g., flow resistance,
loop asymmetry effect)

. Phenomena that are themselves influenced,
or are the results of other phenomena which
are modeled (e.g., PZR level swell is
induced by flashing)

. Phenomena that would not affect vessel
inventory prior to core uncovery (e.g.,
CHF/dryout which is related more to the
cladding temperature, the level 4 criteria of
the Regulatory Guidance for Safety-Related
Requirements. In this research, the level 5
criteria, vessel inventory, is used to identify
COre UNCOVery scenarios)

. Phenomena that will not directly lead to
system component failure or human action
(e.g., thermal stratification, phase
separation)

. Phenomena that are consistently ranked low
in reference 5

Westinghouse AP600 Emergency Response
Guideline® is used to analyze the types of human
actions during certain phases of the transient.
Human actions having impact on the passive
safety systems are considered.

For both TH phenomena and human actions,
the following selection criteria apply:

1. Phenomena that potentially affect accuracy
of instrumentation (e.g., flashing creates
false water level indication)

2. Phenomena that potentially affect system
performance (e.g., the presence of N2
degrades PRHR performance)

. Phenomena that may cause equipment
failure or increase hardware failure
probability (e.g., condensation induced
water hammer can cause pipe break)

4. Phenomena that lead to thermal hydraulic
conditions that increase the likelihood of
operator errors (e.g., flashing and the




induced swelling may lead to an indication

of a solid PZR which may influence an

operator to stop the depressurization)
. Phenomena that influences TH parameters
that are important to TH trajectory (e.g.,
phenomena influencing CMT drainage
initiation affects CMT level which in turn
affects ADS automatic actuation time.
ADS is important to TH trajectory because
its opening changes trajectory significantly)
System failures that cause failures in other
systems (e.g., CMT failure leads to the
failure of automatic ADS opening)
System failure that requires the operator to
take a certain action in which the operator
may or may not take such action (e.g.,
failure of ADS automatic actuation requires
the operator to manually open ADS valves)

V1.2 TH Phenomena and Human Actions
Selected for Developing IBLDs

Following TH phenomena and human actions
are. selected for IBLD development. The
consequences (resulted from the TH phenomena
and human actions) are listed in parentheses :

1. Flashing in CMT and flashing in CMT level
sensor (delays automatic ADS actuation)
Flashing in PZR (increases water level,
causes operator action)

. Water hammer in ADS1-3 at valve
downstream piping (leads to pipe break and
redirects ADS1-3 flow into containment,
increases ADS1-3 flow rate, elevates
containment temperature)

. Water hammer at ADS 1-3 exit piping and
sparger (leads to pipe break, increases flow
rate, creates potential blockage of IRWST
injection port)

. Water hammer in DVI line (leads to pipe
break and loss of half or all of the passive
safety injection)

2.
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N2 effect on PRHR (degrades PRHR
performance)
Accumulator effect on CMT (increases
CMT water level)
CMT drain initiation (controls CMT level
and ADS automatic actuation)
Thermal stratification on temperature
measurement (gives false temperature
indication)
Thermal binding of valves (leads to valve
failure to open)
Vessel  integrity  under  rapid
depressurization (leads to vessel failure)
Containment temperature effect on level
measurement (leads to false high level
measurement, delays ADS automatic
actuation)
CMT failure on ADS (leads to ADS
automatic actuation failure)
Operator actions based on PZR water
level (manually closes ADS valves)
Operator actions opening or not opening
ADSI1-3 valves
Operator actions opening Or not opening
ADS4 valves
Operator action on temperature
measurement (leads operator take
actions to prevent vessel failure)

10.
11.

12.

13.
14.
15.
16.

17.

V1.3 Process for Developing an IBLD

The logical representation of the TH
phenomena and human actions is achieved
through developing an Integrated Behavior Logic
Diagram (IBLD). In an IBLD, the causal and
logical relationships between cause and
consequences of certain phenomena or human
actions are presented. This diagram can quantify
the severity and frequency of occurrence of
certain phenomena under various plant state
conditions. Likewise, the probability of passive
safety system failure induced by the phenomena or
human actions can also be quantified. The




purpose is to use the logical link between the
passive safety system, TH phenomena, and human
interactions to predict the true system behavior
under accident condition.

The principles of developing an IBLD is
demonstrated in this section, using water hammer
in DVI line as an example. The following is the
procedure used to develop an IBLD:

1. First, an important TH phenomena is
identified. This phenomena may have the
potential to induce passive safety system
failure, or to lead to human action which in
turn will impact the passive safety system
performance. In the example, water
hammer in DVI line is identified as the TH
phenomena.

. Second, the causal factors that contribute to
the phenomena and human actions are
identified. For example, the presence of
vapor and cold water in DVI line is part of
the causes for water hammer. :

. Third, the plant states that affect these
causal factors are identified. For example,
plant state for downcomer water level drops
to below top of DVI line provides the
condition for one of the causal factors,
vapor in DV] line, to exist.

. Next, the logical consequences that can be
induced by the phenomena or human action
are identified.  In the example, the
consequence is pipe break.

. These causal relationships between the
cause, the phenomena, and the
consequences are formulated into an
Integrated Behavior Logic Tree - IBLT, as
shown in Figure 6 for the example. This
tree provides a simple and clear
presentation of the relationships.

. The details of the relationships in IBLT is
captured in an IBLD where they are
expressed semi-quantitatively and
hierarchically in regard to the severity and

likelihood. The IBLD for the example is in
Figure 7.

IBLT for water hammer in DVI line is
presented in Figure 6. In this figure, the factors
that contribute to the phenomena is presented
below the phenomena block. The consequence
resulted from the phenomena is above the
phenomena block. Notice that there are five
major factors affecting DVI line water hammer.
Thus, co-existence of all five factors provides the
stage for water hammer’: vapor in DVI line, cold
water, flowing through a long horizontal pipe,
with low velocity (with low Froude number, Fr.
No.), at a relatively high system pressure. For

- AP600 system design, the cold water coming into

14

DV line is more than 20°C subcooling. DVI line
is horizontal and its length (L) is more than 24
times its diameter (D). Thus, two of the five
factors are automatically satisfied.

During a transient, only when downcomer
water level drops to below the top of DVI line,
can vapor enter the line. Therefore, the water
level information from the predicted TH trajectory
will determine when this condition exists. The
only situation when the DVI line cold water flow
rate is low is when either CMT or ACC is
injecting water to the DVI line, not both.
Therefore, the plant state of having only one of
these safety systems functioning during any time
is the condition for this factor to be fulfilled.
When RCS pressure is higher than 200 psi,
damaging water hammer may occur in the DVI
line. If the system pressure is lower, water
hammer is then mild.

In Figure 7, the same logical relationships that
are in Figure 6 are shown in this IBLD, with semi-
quantitative values assigned to all the causal
factors, the phenomena, and the consequence.
This IBLD shows that, when only CMT or ACC
is injecting water to the DVI line, DVI line
subcooled water flow rate will be less than a
critical flow rate Gc. When this is coupled with
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downcomer water level below the top of the DVI
line and system pressure higher than 200 psi, there
is potential for a severe water hammer. Such
water hammer is very likely to lead to pipe break
(with probability of 0.1 to 1.0).

In the IBLD, the plant states and the
information from the trajectory are presented in
the lower portion of the diagram (e.g., source of
water block and downcomer water level block).
The causal factors that are influenced by these
plant states and information are presented along
left and upward direction (e.g., vapor in DVI line
lock). The phenomena of interest is presented in
a diamond shape block. The consequences are
presented above the phenomena to its left.

In this particular example, if the plant state
specifies that both CMT and ACC are functioning
and provide cold water to DVI, then the cold
water flow rate is higher than the critical flow
rate. Thus, the Froude number is larger than 1. If
the information from TH trajectory specifies
downcomer water level below DVI line, then
there is a lot of vapor in DVI line. If the RCS
pressure is less than 200 psi, then there will be a
mild water hammer in DVI line. The probability
of pipe break due to this water hammer is
medium. That is, it is reasonably possible that the
pipe will break (with the probability of 0.01 to
0.1).

In the IBLD, the likelihood of an adverse
consequence is assigned with a probability value.
There will be one of three discrete probability
values assigned: low, medium, or high. Low
probability corresponds to the probability of 0.0
to 0.01 and signifies that the adverse consequence
"can’t be positively denied." Medium corresponds
to a probability of 0.01 to 0.1, and it means the
adverse consequence is "reasonably possible."
The high probability means the consequence is
"very likely" and has the probability value of 0.1
to 1.0.

VII. BDBA SCENARIO
IDENTIFICATION PROCESS

In this section, a complete BDBA scenario
identification process is demonstrated through an
example. Referring to section IV, plant state 2 of
SBLOCA with 2 CMT failures has an occurrence
probability above the cutoff value. Therefore, this
plant state (here referred to as the first generation
plant state) is forwarded to TH trajectory
prediction and screening.

Figure 8 shows the trajectory prediction for
this example. Method presented in section V is
used to predict the TH trajectory, shown as the
solid line in the figure. The dotted line is obtained
from the corresponding AP600 test®.

The predicted trajectory compares well with
the test data up to point t;. In the AP600 test,
since both CMT failed and CMT water level did
not decrease, automatic ADS actuation was
disabled. Therefore, the test specified that ADS1
was to be manually opened 30 minutes after the
CMT actuation signal. When ADS was manually
opened, the RCS water was at Cold Leg (CL)
level (point t;). Test trajectory F, represents the
opening of ADS.

From predicted trajectory, if we visually extend
the trajectory from point t, to t; all the way
downward, the pressure at the point where this
extended trajectory meets the top of core is higher
than the IRWST injection pressure. Therefore,
this trajectory points to a high pressure and low
mass state and the plant state leading to this
trajectory (SBLOCA with 2 CMT failures) is
retained after the TH screening. This plant state
is forwarded for integration with the IBLDs to
identify induced failure and human actions that are
associated with this plant state.

The "CMT failure on ADS" IBLD (IBLD #13
in section VI1.2) and probability analysis show that
ADS1-4 will not automatically actuate because
CMT levels do not decrease due to CMT failure;
and the probability of this induced actuation

17
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failure is 1.0. Therefore, a second generation
plant state is identified. It includes SBLOCA, 2
CMT failures, and ADS1-4 automatic actuation
failure. The probability of this new plant state is
above the cutoff value, and so it is again
forwarded for further TH trajectory prediction
and screening.

Further TH trajectory prediction shows that,
from point t, and on, trajectory takes a worsening
direction. PRHR heat removal shifts to boiler
condenser mode. System pressure reduction is
minimized while inventory is continuously lost
through the break. The results from TH screening
determines that this trajectory and its associated
plant state should be retained for further
integration with IBLDs.

The "operator actions opening or not opening
ADS vaives" IBLDs (IBLD #15 and #16 in
section VI.2) shows that, once the water level
drops below the bottom of Hot Leg (HL), ADS1-
4 may be manually opened by the operator. These
IBLDs are based on reference 6 which states that
if ADS is not opened and CMT level is not below
the ADS set point, the operator can open ADS1-4
if the hot leg level measurement indicates low
level (at the bottom of the HL). This is the third

generation plant state: SBLOCA, 2 CMT failure,

ADS automatic actuation failure, and ADS
manual opening. The probability of this new plant
state is above cutoff value. Therefore it is
retained after PA screening. If ADS1-3, then
ADS 4 are opened by the operator, the trajectory
is F,. Although ADS1-4 are opened and RCS
pressure is relieved, since the opening of ADS1-4
is at a much higher pressure and low inventory
state, it is possible that the core may be uncovered
at the time the RCS pressure drops to IRWST
injection pressure.

IBLDs #15 and #16 also show that, given that
ADS automatic actuation has failed, CMT levels
remain high, and indicated hot leg level is low, the
operator may not choose to manually open ADS1-
3, or ADS4 before water level drops to DVI line
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(point t;). If ADS1-3 is manually opened but
ADS4 is not (which constitutes another third
generation plant state), the TH trajectory will
follow F, which indicates that RCS pressure does
not receive adequate relief while inventory is lost
from both break and ADS1-3.

Scenarios represented by both TH trajectories
F, and F, and their corresponding plant states
represent BDBA scenarios.

If ADS1-4 are not opened, TH trajectory
prediction shows that RCS liquid level will drop
to below DVI line (point t;). Since this trajectory
represents high pressure and lower system
inventory, it is retained for further IBLD
integration.

IBLDs #15, #16, and #5 shows that, operator
may open ADS during this stage of the transient.
And once ADS are opened, the lowered system
pressure will initiate ACC injection. The presence
of vapor and cold water in DVI line may result in
water hammer in DVI line which leads to pipe
break. These new failures, plus the second
generation plant state forms the third generation
plant states. Since the probabilities of these plant
states are above the cutoff value, they are retained
for TH trajectory prediction.

Trajectories F; and F, represent ADS opening
with and without DVI line break. These two
trajectories may have the potential for core
uncovery. They are BDBA scenarios.

Trajectory F; represents the case when ADS1-
4 are not opened. The probability for plant state
representing this trajectory is lower than the
cutoff value. Therefore, this trajectory is
eliminated.

The above example demonstrates the complete
process of identifying BDBA scenarios using TH-
PA integration method. At least three generations
of plant states have been identified and their
probabilities calculated. PA screening was applied
for each generation of the plant state. The plant
states that survived PA screening are forwarded
to continue the TH trajectory prediction. During




this process, IBLDs are integrated with the plant
state and TH trajectories. Each time the
integration is done, new passive system failures or
changes in system status are identified. These
provide input to the next generation plant state
identification.

As a summary of the example, the BDBA

scenarios identified are as followings:

1. Trajectory F,: SBLOCA with 2 CMT
failures and with ADS automatic actuation
failure, ADS1-4 can be manually opened at
high pressure and lower inventory state.
AP600 system response with ACC as the
only source of coolant make up before
pressure drops to IRWST injection pressure
is a BDBA scenario.

2. Trajectory F,; SBLOCA with 2 CMT
failures and with ADS automatic actuation
failure, when ADS4 is not manually opened
by the operator, RCS system pressure may
not be able to reach IRWST injection
pressure. AP600 system response under
such condition is a BDBA scenario.

3. Trajectory F;: SBLOCA with 2 CMT
failures and with ADS automatic actuation
failure, opening ADS1-4 at high pressure
and at much lower inventory is a BDBA
scenario.

4. Trajectory F,; SBLOCA with 2 CMT
failures and with ADS automatic actuation
failure, opening ADS1-4 at high pressure
and at much lower inventory, combined
with one or both DVI line break is a BDBA
scenario.

The following additional insights are drawn
from the example:

1. Successful ADS functioning has the
ultimate effect on AP600 safety. Using
CMT level as the sole trigger to actuate
ADS disables ADS automatic functioning
when CMT level does not decrease to ADS
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set point for any reason (e.g., CMT failure)

. ' When CMT level does not decrease to ADS

set point, operator depends on the hot leg
level to determine if ADS should be
manually opened. Hot leg level
measurement is designed for normal
cooldown but now is used as the key for
emergency RCS depressurization.

. In reference 4, accident sequence for

SBLOCA with 2 CMT failure and with
ADS failure was presented. This sequence
has very low probability to occur, because

the PRA treated the ADS failure as

independent of CMT failure, i.e., the PRA
did not make the connection between the
dependancy of ADS actuation to CMT level
and CMT failure. Therefore, this sequence
was not probabilistically important in the
PRA. Inreference 4, sequence of SBLOCA
with 2 CMT failure is also presented.
Although this sequence has a relatively high
probability to occur, since it does not lead
to core damage, it has no contribution to
the total core damage calculation. From the
example presented in this section, it is seen
that, if we do not take credit for human
action, SBLOCA with 2 CMT failure is
equivalent to SBLOCA with 2 CMT failure
and with ADS failure which leads to core
damage with a relatively high probability.

. In the SBLOCA with 2 CMT failure

sequence, even if we take credit for possible
operator action of opening ADS, ADS can
be opened at a much higher pressure and at
much lower inventory than was tested. This
scenario has relatively high probability to
occur and may result in core uncovery.
Identifying these types of BDBA scenarios
are the objectives of this research. It is
through the eyes of TH-PA integration
where the beauty from both is in one
combined, such objective can be sought,
and these types of scenarios can be seen.




VIII. CONCLUSIONS

This paper presented the TH-PA integrated
screening method that is specifically developed to
identify AP600 BDBA scenarios. This integration
captures the strength from both deterministic
(thermal hydraulic) and probabilistic (probabilistic
risk assessment) analysis and creates a fusion
process to produce a powerful method. Using
this method, the probabilistically credible and
thermal hydraulically important AP600 BDBA
scenarios can be identified. Currently, this
method has been applied for AP600 cold leg
SBLOCA. Its application to other accident
initiating events will be completed later.

The application of this method goes beyond
AP600. TIts further development, refinement, and
application in other areas of science and
engineering will fulfill the purpose of capturing
the true dynamics of the systems. With this
method, we are able to further understand the
underlying reasons that control the dynamic
behavior of the systems. Therefore, we are able
to design a better system or improve effectively
on an existing one so that they can better serve
the purpose we set for them.
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RELAP5S Code Assessment Using AP-600 Test Facility Data
by

D. A. Prelewicz, S. Lucas, H. A. Wagage, SCIENTECH, Inc.
and K. Almenas, University of Maryland

ABSTRACT

The USNRC has sponsored experiments at both the ROSA-AP600 and
APEX test facilities. SCIENTECH and the University of Maryland
performed a number of post test calculations for experiments from these
facilities using RELAPS version 3.2.1.2, the version of RELAPS developed -
specifically for AP-600 analysis. A number of features and modifications
were added to this version of the RELAPS code to address the unique
requirements of the AP-600 advanced passive reactor. These features
include, an improved critical flow model (Henry-Fauske) for low pressure,
several enhancements to improve void modeling, modeling changes to
eliminate artificial flow circulation and improvements in the automatic time
step algorithm.

Results for several of the post test calculations were compared to previous
calculations performed with version 3.1.4, which did not have code features
added for AP-600 analysis. The results indicate a major improvement in the
RELAP5/MOD3.2.1.2 calculated core level and break flow compared with
RELAP5/MOD3.1.4.

Comparison of the calculation results to test data indicate that, while such
key results as the core collapsed liquid level are predicted quite well, there
remains a need for further improvement in the fine structure of the
predictions. This is particularly evident at low pressure and low temperature
conditions. Areas identified as needing further improvement in code
predictive capability include modeling of thermal stratification, mass error,
natural circulation flow, and condensation and escape of vapor in a liquid
pool. The needs for improvement are demonstrated by specific responses
from ROSA-AP600 tests AP-CL-05, AP-CL-09, AP-AD-01 and AP-BO-01
and APEX tests NRC-10 and NRC-11.

One feature of the AP-600 analysis that is also addressed is the delicate
balance of forces which govemns the evolution of the later phases of transients
during which the passive safety systems are operating to maintain core
cooling. Under these circumstances, slight differences in initial conditions
and modeling assumptions can result in significant differences in predicted
event timing. Overall performance of the safety systems, however, does not
appear to be affected by the differences in timing.
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1.0 INTRODUCTION

A number of features and modifications were added to version 3.2.1.2 of the RELAPS code specifically to
address the unique requirements of the AP-600. These features include:

e Critical Flow. Addition of the Henry Fauske choked flow model to eliminate the artificial choking of
ADS-4 at low pressure.

e Void Oscillations. An error in the CHF (Critical Heat Flux) low flow interpolation was corrected.
Inconsistencies between the RELAPS flow regime map and the interfacial friction model were
corrected. Oscillations that have been caused by the use of an “ad hoc” liquid interfacial heat transfer
coefficient have been corrected.

o  Low Pressure Rod Bundle Void Fraction. Smoothing the transition between the co-current and
counter-current flow regimes has been implemented.

s Flow Circulation. Artificial flow circulation in the core and lower plenum has been eliminated by not
using the momentum flux terms for these regions of the reactor. This is being done until the incorrect
differencing and donating of the momentum flux terms is corrected.

e Time Step. Invokes a true Courant time step limitation based on over-extraction of the donor phase.

SCIENTECH and the University of Maryland used RELAPS version 3.2.1.2 to perform post test
calculations to benchmark the code against data from test programs sponsored by the US NRC at the
ROSA and APEX test facilities. Results for several of the post test calculations were compared to
previous calculations performed with version 3.1.4, which did not have code features added for AP-600
analysis. The results indicate a major improvement in the RELAP5/MOD3.2.1.2 calculated core level and
break flow compared with RELAP5/MOD?3.1.4.

The post test calculations also indicate, however, that there remains a need for further improvement in the
fine structure of the predictions, particularly at low pressure and low temperature conditions. Areas
identified as needing further improvement in code predictive capability include modeling of thermal
stratification, mass error, natural circulation flow, and condensation and escape of vapor in a liquid pool.
Comparison of specific system responses to experimental data from ROSA-AP600 tests AP-CL-05,
AP-CL-09, AP-AD-01 and AP-BO-01 and APEX test NRC-10 was used to demonstrate the need for code
improvements in these areas.

Code comparisons to experimental data are complicated by the sensitivity of the predicted event timings to
slight differences in initial conditions and modeling assumptions. This sensitivity is due to the delicate
balance of forces which govems the evolution of the later phases of transients during which the passive
safety systems are operating to maintain core cooling. One of the significant events which is very sensitive
to small changes in modeling is the start of core makeup tank (CMT) draining. For example, a change of a
few degrees in initial pressure balance line (PBL) temperature can shift the start of CMT draining by
several thousand seconds. Since automatic depressurization system (ADS) actuation is tied to CMT level,
the timing of ADS opening is also affected by when the CMTs start to drain. Overall performance of the
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safety systems, however, does not appear to be affected by the differences in timing.
2.0 RELAPS VERSION 3.2.1.2 BENCHMARK COMPARISONS

Figure 1 shows a nodalization diagram for the RELAPS model used for the ROSA/AP600 calculations.
The model used for APEX calculations is very similar in its level of detail.

2.1 Core Collapsed Liquid I evel

The core collapsed liquid level is an important parameter that reflects successful system performance
following a small break LOCA since this parameter, in conjunction with the steam flow in the core liquid
region, establishes the basic conditions which determine whether the core uncovers and whether heatup will
occur. A decrease in the core collapsed liquid level, which reflects an associated decrease in the core two-
phase level, can result in core uncovery and fuel heatup. The core collapsed liquid level, in conjunction
with the fuel cladding temperature responses, is used to indicate conditions of uncovering the core since
there are no measurements of the location of the two-phase level in the core and upper plenum regions.

Figures 2a, 2b, and 2c show the core collapsed liquid level for three ROSA-AP600 tests. For test AP-AD-
01, an inadvertent opening of ADS 1-3 valves, the collapsed level predicted by version 3.2.1.2 is slightly
improved over the version 3.1.4 prediction. For tests AP-BO-01 and AP-CL-09, predictions of code
version 3.2.1.2 are in much better agreement with the data than those of version 3.1.4. For tests AP-CL-09
and AP-BO-01, the model improvements in version 3.2.1.2 were needed to obtain reasonable predictions of
core liquid level.

2.2 Critical Flow

Break Flow. Figure 3 compares the break flow calculated for test AP-CL-09 using RELAPS code versions
3.1.4 and 3.2.1.2. The new break flow model (option 53), which uses the Henry-Fauske critical flow model,
shows a distinct improvement compared to the break flow model of version 3.1.4. The version 3.1.4 break
flow calculation is consistently low, compared to the data. This contributes to the higher version 3.1.4
calculated pressure when compared to the data and the version 3.2.1.2 pressure calculation. The version-
3.2.1.2 calculated break flow is consistent with the data during the subcooled and two-phase portions of the
transient.

ADS 1-2-3 Flow. Figure 4 shows ADS 1-2-3 flow which indicates that version 3.1.4 overpredicted the
peak flow for test AP-CL-09. There appears to be additional oscillations in the ADS flow in the

version 3.1.4 calculation during the low pressure phase of the transient. Apparently, the use of options 55
and 61 in the version 3.2.1.2 calculation has reduced the number of oscillations from the interfacial heat
transfer and boiling phenomena. The version 3.2.1.2 calculation captures the peak flow rate in the test,
while the oscillations are eliminated during the low pressure portion of the transient.

ADS-4 Flow. Figures Sa and Sb show that version 3.2.1.2 calculated ADS-4 flow is closer to the trends in
the data for test AP-CL-09. Because the measured ADS-4 flow was extremely noisy, Reference 1 states
that the figures indicate that the comparisons regarding flow are intended for trending purposes only. The
magnitudes of the version 3.2.1.2 calculated flow oscillations for ADS-4 are lower than those for the
version 3.1.4 calculation which indicates that the new options are contributing to the improved prediction.




Fig. 2a. TEST AP-AD-01: Core Collapsed Liquid Level
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Fig. 2b. TEST AP-BO-01: Core Collapsed Liquid Level
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Fig. 2c. TEST AP-CL-09: Core Collapsed Liquid Level
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Fig. 4. TEST AP-CL-09: Transient ADS 1-2-3 Flows
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Fig. 5b. TEST AP-CL-09: Transient ADS-4B Flow
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2.3 Code Robustness and Execution Time

Analyses with RELAP5/MOD3.2.1.2 have shown an increased robustness. During the 8,000-second
simulation of AP-CL-09 test, RELAPS/MOD3.2.1.2 did not experience a single termination from a
property or code failure. The same was true for the 56,000-second simulation of the AP-BO-01 test.
Generally, the execution time improved by approximately a factor of five for version 3.2.1.2 compared to
earlier code versions such as version 3.2. More importantly, the need for the analyst to coax the run by
restarting with a smaller time step following code failures was essentially eliminated, so turn around time
was increased by an even larger factor.

3.0 NEED FOR MODELING IMPROVEMENTS

3.1 Cold Leg Thermal Stratification

Thermal stratification in the cold leg can occur either in a liquid solid, a two-phase, or a vapor filled condition.
All of these states can occur sequentially over the course of most SB-LOCA transients. In previous assessments
most attention has been directed to the liquid-liquid thermal stratification condition.

Thermal stratification in the horizontal sections of the cold leg pipes has been consistently observed n ROSA
tests [Ref. 2]. When the measured thermal gradients are large, this is usually an indication that liquid-liquid
counter-current flow is present. For example, hot liquid can flow from the downcomer to the steam generator
while liquid cooled in the PRHR is flowing counter-currently towards the downcomer in the bottom part of the
coldleg. This occurred during test AP-CL-09 but did not occur during test AP-AD-01. Test AP-AD-01 is
characterized by an early and rapid depressurization. During depressurization coolant flow velocities are
substantial and liquid-liquid stratification in the cold legs did not develop. Within approximately 500 seconds
after test initiation primary system inventory decreased sufficiently that vapor penetrated into the cold legs. At
this time significant thermal stratification in the cold legs occurred, but it was either two-phase stratification, i.e.,
vapor-over-liquid or stratification of the vapor phase.

The origin of the fluid within the cold legs can be inferred by observing temperature measurements in the cold leg
itself and in the adjacent regions. Figure 6 provides a schematic of thermocouple locations in the cold leg rake
and shows the two nearest thermocouples in the adjoining downcomer. Figures 7 and 8 present the measured
temperatures in both cold leg rakes for test AP-AD-01. As seen, within approximately 500 seconds the
temperature difference between the top and bottom exceeded 100 K and this degree of stratification was
maintained for the duration of the test. That this is indeed vapor-liquid (or vapor) stratification can be deduced
from the included saturation temperature (the saturation temperature is based on the pressure in the upper
plenum) which shows that the vapor phase is in fact significantly super-heated. For selected time segments of the
transient, for example 800 to 1,500 seconds and 3,100 to 4,000 seconds, the bottom thermocouples of the P-loop
cold leg are covered with liquid. The temperature of the cold leg volume computed by RELAPS lies at the very
bottom of the temperature spread and indicates nearly saturated, or somewhat sub-cooled temperatures. During
the periods when sub-cooled temperatures are present, the cold leg is calculated to be liquid filled. The trend of
the temperatures in the C loop cold leg (Figure 8) is somewhat different. After approximately 1,900 seconds,
liquid did not penetrate into this cold leg and the measured temperatures converged gradually towards a narrower
spread of super-heated temperatures. As shown, under these circumstances the RELAPS calculated temperature
diverges even more from the measured values.
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Direct confirmation that the observed temperatures represent either two-phase or pure vapor conditions is given in
Figure 9 which shows measured and calculated liquid fractions in both P-and C-loop cold legs. From
approximately 200 seconds, experimental coolant density measurements indicate that the cold leg contains
predominantly vapor. The calculated trend is qualitatively similar. However, a prominent deviation in the P loop
occurs in the 550 to 650 second time frame, caused by a condensation induced pressure perturbation.

The experiment-to-analysis differences documented in the above figures are due to the volume averaged
representation of fluid properties by the RELAPS code and cannot be eliminated. It is therefore appropriate to
inquire how large an impact this modeling deficiency has on the key safety related parameters.

Compared to the parameters such as the liquid level and degree of subcooling in the core region, the impact of the
failure to model stratification in the cold leg for test AP-AD-01 is secondary. This conclusion is supported by
Reference 3 which notes that in spite of the one dimensional representation of the cold leg, evaluation of key
performance parameters such as the collapsed liquid level in the core is in general adequate. One reason is that
thermal stratification in pipes will develop only for conditions during which flow rates are low. For primary
system conditions the densimetric Froude number has to be below unity for liquid-liquid thermal stratification to
occur. This implies that for that time segment of the transient during which liquid-liquid thermal stratification is
present, the pipes in question do not transfer significant amounts of coolant inventory, and thus do not critically
affect the distribution of primary system inventory.

The observations made during RELAPS predictions of test AP-AD-01 are not typical. In this test coolant loss
occurs so quickly that the vapor-steam interface falls to the cold leg entrance level while depressurization is in
progress and liquid-liquid stratification never has a chance to develop. For this reason the potential effect of this
phenomenon is investigated in more detail by considering two additional ROSA tests, AP-CL-09 and AP-BO-01.

Figures 10 and 11 show the development of stratified temperatures in the cold legs for test AP-CL-09. These
figures compare code predictions with the temperatures measured by the cold leg rakes for the entire duration of
the test. Two distinct periods of thermal stratification can be observed. The first is a liquid-liquid stratification
period which starts around 500 seconds when flows become sufficiently small for stratification to develop and
lasts out to about 2,100 seconds when, with the opening of the ADS, depressurization proceeds and the liquid
interface decreases to the level of the cold leg entrances. From that time to the end of the test vapor penetrates
into the cold legs and vapor-liquid or single phase vapor (in the cold leg of loop C) stratification is present. The
two periods can be distinguished by observing the relative position of the saturation temperature line. For the
duration of the liquid-liquid stratification period the saturation temperature line is at the top of the temperature
spread indicating that the liquid in the pipes is at various degrees of sub-cooling. After depressurization the
saturation temperature drops because of the drop in RCS pressure. Figure 10 shows that a stratified vapor-liquid
flow regime is present in the P-loop cold leg. In the C-loop (Figure 11) by around 3,000 seconds saturation
temperature falls below the measured values indicating that this cold leg is filled with superheated vapor. As the
figures show, the RELAPS computed temperature lies at the bottom of the spread and thus represents either sub-
cooled or saturated temperatures.

The analogous measurements obtained for test AP-BO-01 are shown in Figures 12 and 13 which illustrate both
similarities and differences. As shown in Figure 12 for this test a pronounced and very long lasting liquid-liquid
stratification develops in the P-loop cold leg. As indicated by the superimposed saturation temperature, the
temperatures are appreciably subcooled and the RELAPS computed temperature trace is subcooled to an even
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Fig. 13. TEST AP-BO-01: CL-C Fluid Temperature
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larger degree. On the other hand, the temperature traces for the C-loop cold leg shown in Figure 13 are all nearly
coincident indicating that in this loop no temperature stratification developed.

A change in the basic lumped parameter approach used by RELAPS would be needed to capture the thermal
stratification phenomena discussed above. Given that the prediction of key parameters, such as core level and
fuel heater temperatures, is not significantly affected by the shortcomings in modeling thermal stratification the
need for modeling improvements in this area is of secondary importance.

3.2 Vapor Escape from the IRWST

Both code versions, Mod 3.1.4 and 3.2.1.2, had predicted a rapid mass loss in the IRWST and thus a rapid
drop in its collapsed liquid level for test AP-BO-01 as shown by a drop in collapsed liquid level in Figure
14. This was caused by a calculated liquid discharge into the time dependent volume representing the
containment. The time dependent volume was intended to receive steam being ejected from the IRWST
during boiling and ADS discharge into the IRWST in order to relieve build up of pressure. However,
RELAPS incorrectly predicts that some liquid will be carried with the steam flow. Several sensitivity
calculations were performed to find the effect of different RELAPS models and nodalization on this
discrepancy. The RELAPS models for water packing and choking at the IRWST volume junctions did not
have any impact on the above mass loss. However, the RELAPS model for mixture level tracking
adversely affected predictions by increasing the mass 1oss. Addition of a large volume on top of the
IRWST reduced the erroneous prediction of liquid mass discharged into the time dependent volume. Thus
auser work around of this basic code limitation is easily implemented.

When the ADS discharges into the IRWST, a large bubble should form, similar to that which occurs in a
BWR torus during blowdown. Because the IRWST is modeled with ten nodes, the resulting node size
precludes the formation of such a bubble. The bubble is spread out over several volumes and results in the
large bubble being characterized by the annular flow regime. RELAPS does not contain the correct flow
regimes nor physics to model this situation. A larger “tank™ model is recommended for this situation (i.e., a
one node tank with a level tracking capability). This type of model could contain the “bubble” in the tank,
rather than spreading it over many volumes and expelling the liquid out of the IRWST to the containment
through the vent line at the top of the tank. Alternatively, the interphase drag model could be improved.

3.3 Thermal Stratification in the IRWST

A significant thermal stratification was calculated for the IRWST pool for ROSA test AP-AD-01 as shown in
Figure 15. As observed in other analysis to experiment comparisons, the limitations of the RELAPS code and the
highly simplified one-dimensional representation of the IRWST result in the calculation of an unphysical fluid
stratification. The figure shows that due to local heating by the ADS1-3 sparger and heating by the PRHR heat
exchanger, a “cold-over-hot” water condition is created and subsequently maintained. Thus the highest
temperature trace shown in the figure (tempf-80006) represents water in a node slightly below the mid height of
the tank, while nodes at higher elevations (tempf-80003, and tempf-80004) show temperatures which are
significantly lower. The IRWST model used in this representation consists of a single stack of vertical cells and
the calculated results reflect the inability of the model to convect fluid inside the IRWST tank.




Fig. 15. TEST AP-AD-01: IRWST Fluid Temperatures
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The calculated-to-experiment deviation illustrated above is expected due to the one-dimensional nature of the
IRWST nodalization. Potential improvements are theoretically possible if a more detailed nodalization of the
IRWST tank is employed. However, modeling is restricted by the inherent limitations of the RELAP5 code.

Thermal stratification in the IRWST can impact the predicted temperature of cooling water which flows to the
primary system after the system depressurizes below the static head of the IRWST. However, the effect is minor
and can be addressed by performing a bounding calculation.

3.4 Mass Error

Figure 16 shows the system mass error calculated for test AP-CL-09. Both code versions show an increase
in mass error which commences when accumulator injection is initiated. The positive mass error is much
more pronounced for code version 3.2.1.2. An offsetting negative mass error occurs at the end of
accumulator injection and is due to the accumulator component injecting non-existent liquid into the
system, resulting in a generation of mass which occurs over a single time step. During the final time step
before the accumulator liquid is depleted, a region of the control volume contains gas. However, the value
of density donated to the primary system from the accumulator was used as the density of fluid at the
interface of the primary system and the accumulator. The fluid at the interface was liquid. Thus,
additional liquid was injected into the primary system over a portion of the time step resulting in a system
mass error.

There are also additional mechanisms which contribute to the mass error. When steam from ADS 1-3 flow
condenses in the IRWST, the steam is most likely being “over-extracted,” due to the condensation source
term in the mass and energy equations. This over-extraction results in computing a negative vapor (void)
fraction which results in a liquid fraction which is greater than unity due to the compatibility condition that
the sum of vapor and liquid fractions must be unity. This causes a generation of mass and thus a mass
erTor.

A number of attempts were made to alleviate the mass error that occurred during the calculation for test
AP-CL-09. Activating the RELAPS water packing model for the IRWST component reduced the system
mass error, probably by reducing the calculated “over-extraction” of steam described above. Other
methods that were examined for the potential reduction of the mass error were use of smaller time steps,
option 54, and invoking the level-tracking model. The use of smaller time steps, however, resulted in an
increase of mass error during periods of “water-packing” and provided evidence that the water-packing
model was not functioning properly or was inadvertently de-activated. Increasing time step and activating
the water-packing model decreased the mass error. Option 54 uses implicit ramp functions in the void
fraction to anticipate over-extraction of the vapor phase. Use of option 54 resulted in an order of
magnitude increase in the mass error. The level model is used to track the two-phase front in a control
volume. Activation of the level-tracking model for the IRWST component had no effect on the mass error.

Since the volume of the IRWST is large these calculated mass errors have little effect on the calculation
results. Nevertheless, the need for improvement in code performance in this area is indicated. NRC now
has a significant effort devoted to resolving mass error problems.




4.0 SENSITIVITY OF EVENT TIMING PREDICTIONS

4.1 PBL Fluid Temperature

The CMTs will begin to empty either when flashing occurs at the top of the tank or when vapor is drawn
into the PBL from the C-loop cold leg. Flashing will occur in the CMT when the pressure drops below the
saturation pressure corresponding to the temperature of the hottest liquid in the tank. The liquid in the
CMT is initially cold. Hot liquid enters the top of the CMT after natural circulation flow through the CMT
begins. The temperature of this hot liquid entering the CMT from the PBL and the mixing of this liquid
with the cold water in the CMT determines when flashing will occur, and hence when emptying will begin.
One would expect the timing of the start of CMT emptying to be sensitive to the predicted temperature of
liquid entering the CMT from the PBL, and this is indeed the case.

Figure 17 shows CMT level versus time calculated for APEX test NRC-11 for two different initial PBL
average temperatures differing by only a few degrees (approximately 3 K). In this test the PBL was

* preheated to a temperature slightly above the cold leg temperature. The two cases shown correspond to the
PBL at the cold leg temperature and at the slightly higher preheated temperature. The difference in the time
when emptying of the CMTs is predicted to begin is around 2,000 seconds. Given this sensitivity, it is not
surprising that it is quite difficult to consistently obtain a good prediction of when CMT emptying begins.

4.2 Termination of Natural Circulation Flow

Prediction of when flashing occurs in the CMTs depends not only on the initial temperature of the liquid in
the PBL, but also on the temperature of fluid entering the PBL from the cold leg. The temperature of the
liquid entering the PBL depends on the flow in the C-loop to which the PBL is connected, and also to a
lesser extend on the flow in the P-loop, since this flow can mix with the C-loop flow.

Figure 18 shows predicted versus measured level in the C-loop CMT for APEX test NRC-10. It can be
seen that REL APS predicts the start of draining about 300 seconds later than occurred in the test. Note
that the initial drop in level is due to heatup and reduced liquid density which affects the differential
pressure measurement. Start of draining corresponds to the rapid drop in level.

Figure 19 shows predicted and measured fluid temperatures at the entrance and exit of the C-loop PBL.
The exit of the PBL is at the top of the CMT. It is apparent that the predicted temperature is generally
slightly lower than the measured temperature. This explains the late prediction of flashing and the start of
emptying compared to the data.

To predict the PBL iniet temperature correctly, the loop flows and the energy input and output to the
primary system must be well predicted. In the APEX tests there was no direct measurement of flow in the
primary system loops. However, the magnitude of flow can be inferred from the measured temperatures at
different locations around the loop. Figure 20 shows vessel inlet and outlet temperatures for the C-loop.
The divergence of the inlet and outlet temperatures for the test data and the lack of divergence for the
predictions indicates that natural circulation has ceased in the test at around 600 seconds, while natural
circulation is predicted to continue well beyond this time. Hence, the predicted PBL inlet temperature is
low accounting for the delayed prediction of flashing.
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Fig. 17. TEST NRC-11: C Loop CMT Level
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Fig. 19. TEST NRC-10: C-Loop Top of CMT Temperatures
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Code limitations in predicting the end of natural circulation flow can significantly affect the timing of
events, but the effect on key parameters, such as the core collapsed liquid level, is secondary.

4.3 Condensation on CMT Walls

The computed and measured history of the CMT liquid level for ROSA AP-600 test AP-CL-05 is shown in
Figure 21. The figure clearly illustrates that approximately 5,000 seconds into the transient, when both the
measured and computed CMT liquid levels reach approximately 40%, a phenomenon occurs in the test
facility which is not captured by the model. While the computed draining of the CMTs proceeds at an
unchanged rate, the actual CMT draining rate first slows down, then stops entirely. Subsequently, for a
time period exceeding an hour the CMT liquid level remains essentially constant. During this time the
primary system pressure falls below 1 MPa which triggers the opening of the ADS-4 in the calculation (this
is 2 ROSA test restriction which does not apply for the AP-600 plant). However in the ROSA test, the
ADS-4 opening is delayed by the ‘hang-up’ of the experimental CMT liquid level. The ADS-4 valves are
finally tripped when draining resumes and the CMT level in the test facility falls below the setpoint.

The above described phenomenon is caused by a certain mechanical design feature of the test facility
CMTs and the approximate manner in which this design feature is represented in the model. This test-to-
computation comparison points out the extreme sensitivity of the analytical result to modeling aspects
which are usually assumed to be of secondary importance.

Figure 22 shows an approximate schematic of the ROSA CMT and its representation in the RELAPS
model. The ROSA AP-600 CMT is a heavy walled steel cylinder which is bolted together from two
unequal height cylindrical sections. As a consequence, at an elevation of around 40% from the bottom
there is a quite massive flange and thus a substantial increase in the metal thickness. A thin layer of
insulation is added to the walls in order to minimize heat losses. In the RELAPS model the CMT is
represented as an eight segment cylindrical component with two hemispherical ends. The thermal effect of
the casing is modeled as a one-dimensional heat structure. This includes the steel wall and the rock-wool
insulation. However, the flange located at an elevation approximately 40% of the full height is not
modeled.

The mechanism leading to the ‘hang-up’ of the CMT liquid level was traced to condensation occurring at
the CMT flange. As Figure 22 shows, the inlet/outlet taps to the CMTs are at the bottom of the CMT.

The entire system thus forms in effect an ‘inverted bottle’ and the CMTs can drain under two conditions -
vapor enters the pressure balance line from the cold leg, or system pressure decreases below the saturation
temperature of the liquid in the CMT. In the second case some of the inventory flashes and the generated
vapor replaces the draining liquid. If the system is liquid solid up to the cold leg elevation (that is the
situation in this case), then only the second mechanism can function. By the time the CMTs start to drain
pressure is relatively low and is decreasing slowly. As the CMTs drain down to the level of the flanges, the
vapor in the upper half is exposed to a massive, cooler metal structure. At this point the condensation of
the vapor on the flange metal leads to alocal decrease in pressure that prevents further drainage.

Whether the metal will be able to condense steam depends, of course, on the RCS temperature when the
liquid level decreases sufficiently so that it becomes accessible to the vapor. If the thermal time constant of
metal is sufficiently small that the hot water preceding the liquid-vapor interface manages to heat it up - no
condensation will occur. If the time constant is too large, and the metal remains cool, condensation takes
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place. Inthe case of the CMT metal, the shell meets the first criterion, the thick flange meets the second.

The thickness of the metal structure at the flange elevation was parametrically increased by factor of 2 and
the code was rerun. The computed results are shown in Figure 23, which shows that when the decreasing
liquid level exposes vapor to the thicker flange the computation does indeed generate a short pause in the
draining curve. The code is thus able to reproduce this phenomenon. Increasing the metal thickness by a
factor of four, however, led to a rapid re-filling of the CMT.

In this example the RELAPS code is hampered by two opposing limitations. On the one hand, the energy
transfer rate into the metal has to be approximated by a model consisting of a one-dimensional metal
structure coupled to a ‘volume averaged’ bulk temperature. Once the vapor level reaches a cool metal
structure in this type of a model, the energy transfer to the metal proceeds until the metal reaches thermal
equilibrium. As shown in Figure 23, the duration of such a computed condensation transient is limited. In
the ROSA AP-600 test facility the condensation rate is controlled by two-dimensional effects. That is, as
the liquid-vapor interface exposes cool metal, condensation starts lowering the vapor pressure which in tum
increases the liquid level and recovers the cooler metal. This basically two-dimensional effect accounts for
the exceptionally long duration of the phenomenon displayed in Figure 21. On the other hand the code can
not duplicate these mechanisms since if the metal thickness is increased in order to increase the heat
capacity, the increased condensation rate generates motion of both phases and leads to the disruption of the
stratified flow regime. This in turn precipitates a bulk condensation event which is terminated only when
the steam content is completely exhausted. Thus in one case the model holds up too litfle water inventory
for too short a time, in the second case it leads to a complete refill of the CMT.

This example illustrates the sensitivity of calculated event timing to minor changes in modeling. Again, the
time delay only remotely affects the ultimate calculated response. For slowly developing events which
characterize the response of passive designs, the criteria for acceptable prediction of system response needs
to consider the relative unimportance of shifts in the timing of some events.

5.0 SUMMARY AND CONCLUSIONS

RELAPS version 3.2.1.2, with modeling features added specifically for the analysis of advarnced reactors
with passive safety systems, provides improved modeling capability over earlier versions of the RELAPS
code. Comparisons of code predictions with data from various ROSA AP-600 tests shows that version
3.2.1.2 provides improved predictions, particularly for the collapsed liquid level in the core and for critical
flow at low pressure. Code robustness and execution time are also significantly improved over earlier code
versions.

The need for further improvements in various modeling capabilities is identified by comparison of RELAPS5
code predictions with ROSA AP-600 and APEX test cases. Areas in need of improvement include
reduction of mass error and improved capability to model thermal stratification, vapor flow and escape
from a tank and the termination of natural circulation flow. These improvements are necessary to improve
the fine structure of the predictions. Key variables, such as the core collapsed liquid level, are predicted
quite well in spite of these code shortcomings.

The sensitivity of calculated results to small changes in initial and boundary conditions was illustrated by
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Fig. 23. TEST AP-CL-05: CMT Liquid Levels
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several example calculations for ROSA-AP600 and APEX. Examples shown include sensitivity of the
timing of CMT emptying to PBL initial temperature, the time when natural circulation flow in the RCS
loops ends and condensation on CMT walls. Overall predicted performance of the safety systems, however,
does not appear to be significantly affected by the differences in timing.
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Abstract - The Advanced Plant Experiment (APEX) at Oregon State
University has been used to study the performance of the passive safety
systems of the Westinghouse AP600. Thus far, thirty integral system tests
have been performed on behalf of the U.S. Nuclear Regulatory
Commission. This includes two parametric series; NRC-13 “return to
saturation oscillations” and NRC-25 “no reserve tests,” which consist of
multiple experiments. In addition, several ROSA-AP600 counterpart tests
have also been performed. This paper briefly summarizes the key tests
performed in the OSU APEX test facility in FY ‘97.

1.0 DESCRIPTION OF APEX TEST FACILI':Y

The OSU APEX facility is a one-fourth height scale integral system model of the AP600 primary loop. As
shown in Figure 1, APEX includes a reactor vessel, two hot legs, four cold legs, two Delta 75 steam
generators, a pressurizer and four reactor coolant pumps. All of the AP600 passive safety systems and
actuation logic have been modeled including a Passive Residual Heat Removal (PRHR) system, a four stage
Automatic Depressurization System (ADS), two Core Make-up Tanks (CMTs), two Accumulators, an In-
containment Refueling Water Storage Tank (IRWST). All of the components are stainless steel and the
system's nominal operating conditions are at 400 psia and 420° F. Approximately 750 instruments are used
to measure system flow rates, temperatures, pressures, levels, pressure drops and mass.

APEX Test Facility

$team Generator

CMT
Balance

Figure 1. Description of APEX Test Facility




2.0 SUMMARY OF APEX TESTING FOR NRC

A wide range of AP600 operating conditions have been studied in the APEX facility. These range from
integral system design basis accident scenarios to separate effect, beyond design basis accident scenarios.
Tables 1 and 2 list the APEX matrix tests and parametric test series performed thus far.

Table 1. Summary of NRC APEX Matrix Testing*

Test Number Description

NRC-1 1-Inch Cold Leg #3 Break with Failure of ADS 1-3 (ROSA Counterpart)

NRC-2 Station Blackout - ROSA Counterpart

NRC-3 2-Inch Cold Leg #3 Break with Long Term Cooling

NRC-4 2-Inch Cold Leg #3 Break - Flow Oscillation Assessment

NRC-5 1/2-inch Cold Leg#3 Break

NRC-6 i-Inch Cold Leg #3 Break with Full Pressure ADS

NRC-7 1-Inch Cold Leg #3 Break without Accumulator Nitrogen Injection

NRC-10 1-Inch Cold Leg #3 Break with Failure of 3 of 4 ADS-4 Valves

NRC-11 2-Inch Cold Leg #3 with Revised ADS 1-3 Flow Area

NRC-12 2-Inch Cold Leg #4 Break

NRC-14 1-Inch Cold Leg #3 Break with Full Pressure ADS and Failure of 1 of 4 ADS 4

NRC-15 1-Inch Cold Leg #3 Break with Full Pressure ADS with Revised ADS Flow Area

NRC-18 2-Inch Cold Leg #3 with Reactor Pressure Vessel Bypass Holes Plugged

NRC-19 1-Inch Cold Leg #3 with Reactor Pressure Vessel Bypass Holes Plugged

NRC-20 Double-ended DVI Line Break - (W- SB-11 Counterpart)

NRC-21 1-Inch Cold Leg #3 Break, (ROSA AP-CL-03 and W- SB-5 Counterpart)

NRC-22 1-Inch Cold Leg #3 Break, (ROSA AP-CL-03 and W- SB-5 Counterpart)

NRC-23 Inadvertent ADS with Hot CMTs

NRC-24 Inadvertent ADS with Cold CMTs

NRC-26 1-Inch Cold Leg # 3 Bi'eak with Core Heat-Up

NRC-27 1-Inch Cold Leg # 3 Break with Degraded Sump (Sump Draining)

NRC-32 1-Inch Cold Leg #3 Break with Failure of PRHR

NRC-34 1-Inch Cold Leg #3 Break with Argon-41 Tracer (Nitrogen Transport Study)
* Repeat Tests are not listed




Table 2. Summary of NRC APEX Parametric Testing
NRC-13 Return to Saturation Oscillations

Test ID # Description

5013 Steady-State Oscillation Test

6113 Steady-State Oscillation Test with ADS 4 Steam Measurement

6213 Steady-State Oscillation Test with ADS 4 Flow Visualization

NRC-25 No Reserve Tests

6025 100 psia blowdown, 138 kW, 2 of 4 ADS 4 failed, CMTs isolated

6125 100 psia blowdown, 138 kW, 2 of 4 ADS 4 failed

6225 200 psia blowdown, 120 kW, 2 of 4 ADS 4 failed

6325 200 psia blowdown, 80 kW, 2 of 4 ADS 4 failed

6425 100 psia blowdown, 308 kW, No ADS 4 failures

7525 200 psia blowdown, 0 kW, 2 of 4 ADS 4 failed

7625 100 psia blowdown, 138 kW, No ADS 4 failures

7725 100 psia blowdown, 80 kW, No ADS 4 failures

3.0 SUMMARY OF APEX TEST RESULTS

The test program described in Tables 1 and 2 provide significant insight into AP600 passive safety system
operation. This section provides a brief overview of the key test results.

3.1 Design Basis Accident Scenarios

Several confirmatory tests simulating AP600 Design Basis Accidents (DBA) have been performed including
breaks ranging from Y2 inch cold leg breaks to double-ended DVI line breaks. The key finding from these
DBA tests is that none of the tests resulted in uncovering the core.

3.2 Return to Saturation Oscillations (S.C. Franz)

During the IRWST draining phase, periodic oscillations were observed in the ADS 4 flow, DVI flow, system
pressure and system temperatures. The onset of these oscillations occurs when the fluid at the core exit
reaches saturation conditions. The NRC-13 series of tests INRC-5013, 6113 and 6013) is a parametric study
to investigate these "return-to-saturation" oscillations. The tests were performed under steady-state conditions
in which the IRWST liquid level and the core power were incrementally varied. The mechanisms governing
the oscillation period and amplitude are highly coupled and directly related to the periodic covering and
uncovering of the ADS 4 steam vent path. The tests provided significant insights into the oscillation
behavior and were useful in developing the basis for the Advanced Plant Oscillation Simulator (APOS); a
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code to predict the oscillation behavior. Figure 2 shows temperature oscillations in the core and a comparison
to the APOS predictions. The NRC-13 series included flow visualizations of the ADS 4 vent line flow.

It was determined that the system oscillations terminate when the reactor vessel liquid level remains below

the top of the hot leg. This permits a steam vent path to remain open through the ADS 4 line. Thus the
process is self-limiting such that the system oscillations cannot lead to core uncovering.
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Figure 2. Return to Saturation Oscillations - Core Axial Temperatures

3.3 Primary System Thermal Stratification (D.M. Wachs)

Thermal stratification in the cold legs was observed for a variety of small break LOCA tests. Figure 3
presents an axial temperature trace for cold leg #3 during test NRC-5107. The data indicate that the fluid at
the bottom of the cold leg was near injection temperatures while the fluid at the top of the cold leg was near
the saturation temperature during the stratification periods. The data from these tests is being used to
determine the conditions for the onset of thermal stratification in the primary loops. Modeling with CFX-4
is currently in progress to understand the impact, relative to cold leg thermal stratification, of PRHR coolant
mixing in the lower channel head of the steam generator. The CFX-4 code calculations model a negatively
buoyant jet from PRHR injection, steady-state primary loop flow from the steam generator tubes, and mixing
in the plume falling into the cold legs.
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THERMAL STRATIFICATION IN COLD LEG#3 (NRC-5107)
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Figure 3. Thermal Stratification in Cold Leg #3 (NRC-5107)

3.4 IRWST Mixing (M.F. Strohecker)

Operation of the Passive Residual Heat Removal (PRHR) Heat Exchanger causes thermal stratification in
the IRWST and generates complex circulation patterns when the upper regions become saturated. The fluid
circulation patterns impose a feedback on the PRHR heat transfer. In addition, ADS 1-3 sparger operation
results in significant mixing of IRWST fluid.

CFX-4 is currently being developed to analyze the mixing behavior in the IRWST caused by operation of
the PRHR heat exchanger. Figure 4 illustrates the CFX-4 nodalization of the IRWST, the PRHR heat
exchanger and the ADS 1-3 sparger. The model is comprised of 114,000 control volumes arranged in 344
blocks. Initial modeling will be performed for PRHR single phase natural convection. Subsequently PRHR
boiling models will be incorporated into CFX.

3.5 Counter-current Flow Limitation (CCFL) in the Pressurizer Surge Line (S.E. Colpo)

Matrix test NRC-10 examined the effects on system depressurization and core liquid inventory caused by
a significant reduction in the ADS-4 flow area. During the test, the liquid in the pressurizer did not
immediately drain to the reactor vessel because of the high vapor flow rates through the surge line and out
the ADS 1-3 vent lines. The onset of this counter-current flow limitation is of significant interest because
of the complex geometry of the surge line. Efforts are in progress to assess the adequacy of existing CCFL
models for this complex geometry.
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Figure 4. CFX-4 Nodalization of IRWST,
PRHR and ADS 1-3 Sparger

3.6 No Reserve Tests (C. Rusher)

The NRC-25 series of tests (NRC-6025, 61235, 6225, 6325, 6425, 7525, 7625, and 7725) represents a
parametric study to determine the minimum liquid reserves required to prevent a temperature excursion in
the core. The tests are initiated with a failure of all passive safety systems with the exception of portions of
the ADS-4 system and the IRWST injection system. The parameters varied were ADS-4 flow area, core
power and initial system pressure. The tests were initiated by an ADS-4 blowdown from an initial pressure
with the reactor vessel liquid level at the bottom of the hot legs. Power was held constant throughout the test.
During the system blowdown, ADS-4 liquid entrainment, core boiling and flashing removed reactor vessel
liquid inventory. The only means of refilling the reactor vessel was through IRWST injection. However,
IRWST injection could not begin until the system pressure dropped below the gravity head pressure of the
IRWST. Unlike previous test, the NRC-25 series was performed at full pressure and time scale. The
objective of these tests was to develop a map which identifies the conditions for core uncovering.

Figure 5 presents the normalized temperature at the top of a core heater rod and the normalized reactor vessel
liquid level versus normalized system pressure. For test NRC-6425, the core uncovered prior to reaching the
IRWST injection pressure for this extreme case.
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3.7 Nitrogen Transport in the Primary (Prof. S. Binney)

Tests are presently being performed to determine how nitrogen from the accumulators is transported through
the primary system during the course of a LOCA. These experiments implement a radioactive gas, Argon-41,
to track the nitrogen throughout the primary system. This phenomena is important to understanding the
effects of non-condensible gases in the prirmary system.

In these tests, a known quantity of Ar-41 is injected into the gas space of a single accumulator. Argon-41 was
selected because it is a gamma emitter (thus easily detected through pipe walls) and it has a relatively short
half-life (~1.8 hours). Subsequent to charging the accumulators, a small cold leg break is actuated. Detectors
were placed at different locations throughout the facility. Significant quantities of Ar-41 were detected in
the IRWST head. Trace quantities were detected in the reactor vessel head and the CMT heads.

An initial qualitative assessment suggests that the majority of the nitrogen gas is transported through the DVI,
the upper downcomer, the cold legs and the steam generator tubes to the hot legs. The nitrogen gas leaves
the primary system through the ADS 1-3 sparger into the IRWST and through ADS-4. These results are
preliminary. Quantitative data will be obtained in a future test by "grab” samples at various locations in the
facility.




4.0 FUTURE OSU INTEGRAL SYSTEM TEST PROGRAM

In FY 98, the OSU Integral System Thermal Hydraulics Research Program shall focus on developing a
fundamental understanding of asymmetric loop interactions under SBLOCA natural circulation conditions.
This effort will be applicable to a variety of PWRs including those implementing passive safety systems.
Of particular interest are the effects of system “imbalances” caused by asymmetric coolant injection or
secondary side heat transfer.

The new program will require instrumentation relocation/upgrades and facility hardware modifications such
as core bundle changes and the addition of cold leg safety injection. This data will be valuable for
benchmarking advanced thermal hydraulic systems codes.

Two parametric test series are being considered. The NRC-8040 series will focus on the effects of
asymmetric steam generator shell side pressure and/or heat transfer on primary loop natural circulation under
SBLOCA conditions. The NRC-8041 series will focus on the effects of asymmetric coolant injection in the
steam generator lower head (PRHR) or in a single cold leg (safety injection).

Issues to be addressed include:

¢ Conditions for interruption of natural circulation

» Conditions for onset of flow instabilities

e Effects on core cooling due to natural circulation “stalling” in a single loop
o Effects of asymmetric primary loop void distribution

5.0 SUMMARY AND CONCLUSIONS

In conclusion, thirty NRC matrix tests have been successfully performed in the APEX test facility. Two of
these matrix tests are series which include parametric experiments to study oscillation behavior in the
primary system and the approach to core uncovering. The experiments have given significant insight into
APG600 passive safety system operation. Some key observations are:

* None of the Design Basis Accident Scenarios investigated have resulted in core uncovering.

»  Parametric testing has shown that the "Return to Saturation Oscillations" are self-limiting and do not
lead to core uncovering.

»  Thermal stratification in the cold legs is influenced by the mixing behavior in the steam generator
lower head.

e Counter-current flooding limitations can occur in the PZR surge line when the ADS 4 flow is
significantly restricted.

» The NRC-25 parametric test series provides data to benchmark a core uncovering map for AP600
worst case Beyond Design Basis Accidents.

» Initial qualitative assessments using an Ar-41 radioactive tracer suggests that a majority of the
nitrogen leaves the primary system via the ADS system.

In FY ‘98, OSU hopes to begin a study of system wide loop interactions under natural circulation conditions.
Of particular interest, are the effects of system imbalances on primary loop natural circulation.
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ABSTRACT

Computer simulations have shown that stability calculations in boiling water reactors
(BWRs) are very sensitive to a number of input parameters, modeling assumptions, and
numerical integration techniques. Following the 1988 LaSalle instability event, a significant
industry-wide effort was invested in identifying these sensitivities. One major conclusion
from these studies was that existing time-domain codes could best predict BWR stability by
using explicit methods for the energy equation with a Courant number as close to unity as
possible. This paper presents a series of sensitivity studies using simplified models, which
allow us to determine the effect that different numerical integration techniques have on the
results of stability calculations. The present study appears to indicate that, even though
using explicit integration with a Courant number of one is adequate for existing codes using
time-integration steps of less than 10 ms, second-order solution techniques for the time
integration can result in significant improvements in the accuracy of linear (i.e., decay ratio)
stability calculations.

The problems associated with the numerical solution of oscillatory-type systems can be illustrated by
solving the following ordinary differential equation (ODE)

2
dx+2c£+(o'2+coz)x=s 1)
dr? dr

For this particular simulation, we have used ¢ = 0.1 and ® = z, which results in an oscillation of
frequency 0.5 Hz and DR = 0.82. Following the conventional numerical solution approach, we can
convert Eq (1) into two first order ODE’s and solve them numerically using different time-integration
algorithms and time step. The results are shown in Fig. 1 and indicate that first order integration methods
(Euler’s method) either overestimate (explicit) or underestimate (implicit) the decay ratio significantly
even for reasonable time steps. Second order time-integration methods are very accurate even for large
integration time steps. All methods converge to the analytic solution as the time step is reduced (see Fig.
3).

* Managed by Lockheed Martin Energy Research Corp. For the U.S. Department of Energy under contract DE-ACO05-960R22464
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By analytically studying the propagation of errors

in the numerical solution of Equation (1), it can be 2 .
shown that the error in the numerically calculated Explicit Runge Kutta
decay ratio, DR ,,, is s Second Order
- * AA? )
DRcalc - DRexact € e (2)

Explicit Euler
where the plus sign applies to explicit methods and \
the minus sign applies to implicit methods. For

small time steps, At (in units of seconds), can be

DECAY RATIO

approximated by 0.5 /
~ DR + '
DR,y = DR, (1210 A1) (3 Implicit Euler
Thus, the percent decay ratio error for first-order 1
integration methods is approximately equal to the 0 - ‘
integration time step in milliseconds. Most time- 0.001 0.01 0.1
domain system codes use integration times of at INTEGRATION TIME STEP (s)

most 1 to 10 ms; thus, the decay ratio error caused

by first-order integratiop errors shou}d bg less th?m Figure 1. Decay ratio errors induced by first-order
10% for these code.s.‘ Higher-order time integration pyumerical integration on Eq. (1)

schemes (e.g., explicit Runge Kutta of second

order) result in negligible errors for integration steps of the order of 100 ms or less. Stability calculations
are unlikely to use time steps larger than 100 ms due to Courant number constraints; thus, using time-
integration schemes of order higher than second for linear stability (i.e. decay ratio) calculations is not
likely to result in significant improvements.

Even though the partial differential equations (PDEs) that represent BWR stability are significantly more
complex than Eq. (1), the qualitative behavior of the solution is similar and one should expect similar
behavior. A more complex model of BWR dynamics can be represented by the following equations

aaézt,t) Vv aa((aiat) = O(1) @)
i%_(tﬂ - _g [ #a(z1) dz ®

where Eq (4) models the convection of the density wave, a, which propagates at constant velocity, V, in
this simplified model. The right hand side of Eq (5) models the reactivity feedback, which is
proportional to the core-average density, and an approximation to the power, Q, dynamics. The constant
K controls the stability of the system and can be thought of as being proportional to the product of the
steady-state power times the density reactivity coefficient. For the analysis presented in this paper, the
value of the constants are V=2 m/s, H =4 m, and K = 3, which result in a decay ratio of 0.41. The
boundary conditions are

0(z=0,17) = 0; a(z,1=0) =0; Q(s=0) =0 (6

This model, although simple, captures most of the numerical problems associated with solving the linear
BWR stability problem in time and space (i.e., decay ratio of the reactor core-wide mode of oscillation).
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The non-linear response (e.g. large-amplitude limit cycles) is beyond the scope of this study. The space
dependence of this model can be discretized by defining node-averaged void fractions

Z;
o) = i [ a9 d Q)

Zie1
Integrating Equations (4) and (5) for each node, we obtain the following nodal equations.
ﬂ .V a(z)-a(z;_ ;)

dt Az

40 i=N
R _
dt iz=:] %

=0 Az
)

We must note that the above equations are exact. The discretization errors occur when we must represent
the node boundaries values, a(z,), as a function of the node-average values, @;. This is accomplished by
integrating our approximation for the derivative over each of the nodes. For example, for a first-order
up-wind differentiation, we approximate the spatial derivative as

da _ a(z) -a(z-Az)

9
dz Az ®
and we integrate Eq (9) over each node to obtain an approximation for the convective term in Eq (8)
a(z)-o(z;_)) 1 4 1 G o -a
i i) 1 pde o1 f @2)-az-A7) , _ %Hi"% a0)
Az Az ; dz Az ; Az
i-1 i-1
Thus, to first order in space, our system of partial differential equations becomes
da. o -a_,
— + VL = 0 Az
dt Az
—= = -K a.
dt iz=:1 !

Using a similar technique, we can develop a second order up-wind approximation for our equations. The
second-order up-wind approximation for the spacial derivative is

da _ 30(z)-40(z-Az) +a(z-2Az)

dz 2Az 12)
and the second-order-approximation equations become
ﬁ . 30,-4a,_, +0,_, - 0 Az
dt 0 2AZ.- N 13)
R

These discretized models, represented by Eqs (11) and (13), allow us to perform a number of analytical
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Figure 2. Calculated decay ratios error for Eqs (4) and (5) for different time integration schemes using the
first-order explicit space nodalization described by Eq (11).

and numerical simulations to evaluate the error introduced by the spatial discretization and by the time
integration. For these analyses, we have assumed that the lower plenum has a constant a=0, so negative
indexes in Eq (13) are defined. For example, by integrating the first-order spatial approximation of Eq
(11) using different number of nodes and first and second-order time-integration algorithms, we obtain
the results shown in Fig. 2.

The numerical-integration results shown in Fig. 2 indicate that space-nodalization errors are not as
important as time-integration errors. For example, while the relative error between the 24-node and 96
node case (at constant integration time step) is less than 5%, increasing the time integration step
increases the error exponentially to values greater than 50%. It appears from these results that the fact
that better results are obtained with larger number of nodes is not because of spatial nodalization errors,

but because it forces the integration algorithm to take smaller steps to maintain a Courant limit lower
than 1.

Figure 2 indicates that using a higher-order time-integration algorithm reduces the decay ratio error
significantly, and the error reduction is independent of nodalization scheme. These results confirm our
earlier conclusion that decay ratio errors are controlled by errors in the time integration, and not by
spatial discretization errors. Most stability calculations with time-domain system codes are performed
with at least 24 axial nodes and the average Courant number in the core is from 0.2 to 0.5, because the
controlling Courant number occurs at the core exit where the velocity is highest. The integration time
step is smaller than a Courant number of one would require because it is limited by either the smallest
node or the node with the fastest velocity. Based on this simulation, we conclude that decay ratio errors
induced by first-order explicit integration inaccuracies are expected to be in the order of 10%, which is
adequate for stability calculations (all NRC-licensed stability codes are assumed accurate to within 20%).
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Figure 3. Decay ratio error dependence with time is similar for first- and second-order space discretization.

Using the second-order spatial discretization scheme of Eq (13), we obtain results consistent with the one
shown in Figure 2 for the first-order scheme (Eq (11)). These results are shown in Fig. 3 for the first-
order explicit (i.e, Euler) time integration scheme. We observe that using a higher-order spatial
nodalization does not change qualitatively the error dependence with time step integration, which appears
to be completely independent of the space nodalization scheme. A counter-intuitive result from these
simulations is that using a higher-order space nodalization scheme actually increases the error when a
small number of nodes (e.g. 12) is used. These results are confirmed by an analytical study, where the
errors induced by the spacial and time nodalization can be treated separately by calculating the dominant
eigenvalues of Eqgs (11) or (13). The results of this analysis are shown in Fig. 4. We can conclude form
these results that higher-order spatial integration results in better convergence (i.e., lower error) only if
the number of nodes is sufficiently large (more than 24 nodes).

We also note in Figs. 3 and 4 that the space-nodalization errors are at least an order of magnitude smaller
than the errors induced by the time integration if relatively large time steps are used. For example, even
using a coarse 12-node mesh, the space nodalization error is of the order of 10%, while using a time step
of 50 ms results in an error of approximately 50%. These numerical results can also be confirmed
analytically by calculating the error induced in the dominant system poles by the time discretization. The
results of this analytical study are shown in Figure 5. For the results shown in this figure, the following
time discretization was used

Yy +Ar) = (o) + At( (1 -9)—“%:(0 + 9§(t+At) ) (14)
T

which results in explicit first order for 8 = 0, implicit first order for @ = 1, and semi-implicit second order
for8=0.5
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Figure 4. Decay ratio error due to space nodalization, analytical results. Higher-order methods converge
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Large system-type simulation codes rarely use a consistent integration scheme for all state variables. For
example, these codes may use an explicit time integration scheme for the energy equation, an implicit
scheme for the neutronics, and a semi-implicit scheme for the mass and momentum equations. Under
these conditions, the numerical errors are essentially unpredictable, unless the time steps are so small that
the errors become negligible. We have attempted to simulate this situation with our simple model by
using an explicit scheme for the energy equation [Eq (4)] and an implicit scheme for Eq (5). The
numerical implementation consists on simply stepping the a variables in time and then using these new
values of « at time t to calculate the power, Q(t). The results of this simulation are shown in Fig. 6.
Surprisingly, this unorthodox “mixed” scheme performs better than either fully explicit or fully implicit.
The reason for this result is a lucky cancellation of errors. The explicit @ integration produces a positive
error, which is canceled in part by the negative error introduced by the implicit integration of Q.
Although the results shown in Fig. 6 appear to indicate that a semi-implicit method should be the
preferred course of action, this method is not recommended unless is thoroughly tested under a wide
variety of circumstances. Relying of cancellation of errors to obtain accuracy is extremely dangerous
because, under some untested circumstances, the magnitude of errors could change dramatically.

CONCLUSIONS

This paper documents the results of a series of numerical simulations related to the problem of linear
boiling water reactor stability (i.e., decay ratio calctlations). These simplified simulations indicate that
the numerical techniques used to calculate the linear reactor stability introduce two types of errors: (1)
time-discretization errors, and (2) space-discretization errors, which are independent of each other. The
space-discretization errors are always non-conservative (the caiculated decay ratio is lower than the
actual), and the time-discretization errors could be conservative (for explicit methods) or non-
conservative (for non-explicit methods). This simulations also indicate that the time-discretization errors




can be significantly large for reasonable time steps (e.g., more than 50% error for time steps of 50 ms,)
while space-discretization errors are typically small (e.g. less than 5% for 24 or more axial nodes.)

These simulations indicate that, while second-order space discretization errors are more accurate for fine
nodalizations, the errors can actually be larger than those of first-order space discretization when coarse
nodalizations are used (e.g., 12 or less axial nodes.) For all cases tested, second-order time
discretizations decreased the error to insignificant levels (e.g., using a 50 ms time step, the error is
reduced from more than 50% with first order to ~1% error if a second order time discretization scheme is
used.)

This simulations also indicate that, using mixed semi-implicit methods, one can achieve cancellation of
errors that appear to increase the accuracy of the calculation. These methods are not recommended
unless they are thoroughly and exhaustively tested, because this cancellation of errors may not be reliable
under all circumstances. The preferred course of action is to eliminate the source of the error by using
higher-order time-integration and small nodalization schemes.

Based on our simplified simulations, we conclude that detailed numerical simulation studies must be
performed to evaluate the particular numerical integration scheme used in each code. It is important that
these tests include the complete closed-loop dynamics, as it is clear from these simulations that a
feedback loop [e.g., Eq (5)] changes significantly the numerical response.
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Abstract

The large-scale, integral containment test facility PANDA has been used
to examine the behavior of the Passive Containment Cooling System
(PCCS) of the General Electric, Simplified Boiling Water Reactor
(SBWR). The ten transient system tests discussed here investigated the
long-term cooling phase of the SBWR following a Main Steam Line
Break. The tests can be grouped as: (1) base-case and repeatability tests,
(2) asymmetric tests, (3) other tests.

Uniform or non-uniform Drywell (DW) conditions can be created by
varying the split of the steam flow and the number of condensers connected
to two PANDA DW vessels. Using this feature, the asymmetric tests es-
tablished the envelope response of the containment under a very wide
range of possible non-uniform conditions. The “startup” test demonstrated
PCCS start-up and purge of the air from the DW to the WW. Tests also
demonstrated parallel Isolation Condenser and PCCS operation and the ef-
fects of leakage from the DW directly to the WW air space. The last test
started from initial conditions earlier in the transient and established the
link with the actual history of the earlier period of the transient.

The tests demonstrated a favorable overall system behavior due to the
"robust" performance of the PCCS. Good understanding of the effects of
mixing in the large vessels was obtained.

1. INTRODUCTION: THE PANDA TESTS AND THE SBWR

The ALPHA project was initiated in 1991 at the Paul Scherrer Institute (PSI) in Switzerland (Coddington
et al., 1992) to investigate experimentally and analytically two main aspects of containment design for the
next-generation of passive Advanced Light Water Reactors (ALWR), namely long-term decay heat removal
and fission product retention. Both the dynamic response of passive containment systems, as well as de-
tailed understanding of certain key containment phenomena, are investigated.

main affiliation: Swiss Federal Institute of Technology, ETHZ, ETH-Zentrum, CLT, CH-8092 Zurich, Switzerland.
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The ALPHA project has been, in its first phase, directed to the investigation of the General Electric (GE)
Simplified Boiling Water Reactor (SBWR) (Shiralkar et al., 1993; Upton et al., 1993) Passive Contain-
ment Cooling System (Shiralkar et al., 1997) shown in Fig. 1. This paper summarizes the main findings of
the SBWR-related tests that were conducted in the large-scale PANDA integral test facility. The very first
results from the PANDA tests were presented at the 23rd Water Reactor Safety Information Meeting
(Varadi et al., 1996). The SBWR-related PANDA tests have been successfully completed at the end of
1995; certain results have been already reported (Dreier et al., 1996a,b; Varadi et al., 1996; Fischer et al.,
1997; Bandurski et al., 1997).

The PANDA tests were initially expected to bring only confirmatory information for the generic certifica-
tion by the US Nuclear Regulatory Commission (US NRC) of the SBWR. Subsequent developments made,
however, these experiments one of the essential elements in this process. As a consequence, they were per-
formed according to the US NRC Quality Assurance procedure NQA-1.

PANDA is a large-scale integral test facility for the investigation of passive ALWR containment phenom-
ena and simulation of system response (Varadi et al, 1996; Dreier et al.,, 1996a). As shown in Fig. 1,
PANDA has a modular structure of cylindrical vessels interconnected by piping. The various mixing and
natural circulation phenomena taking place in the containment are complex, depend on the particular ge-
ometry and dimensions of the containment building, and simple linear geometric scaling would have pro-
duced serious scaling distortions. The general philosophy adopted for PANDA was to allow multidimen-
sional effects to take place by dividing the main containment compartments (DW and WW) in two. This
allows spatial distribution effects to develop. A variety of controlled boundary conditions can be imposed
during the experiments to study mixing phenomena under well-established conditions. Parametric or sensi-
tivity experiments conducted under well-controlled boundary conditions can provide more valuable data for
code qualification than experiments where the mixing phenomena are distorted by the scale of the facility or
other reasons.

1.1 The SBWR PCCS and Related Tests

Decay heat can be removed from the SBWR via either the Isolation Condenser System (ICS) or the Passive
Containment Cooling System (PCCS). The ICS is connected to and condenses steam directly from the Re-
actor Pressure Vessel (RPV). Decay heat is removed from the SBWR containment, namely the Drywell
(DW), by the PCCS. The ICS and PCCS condensers are located in interconnected pools on top of the reac-
tor building. The PCCS condensers are permanently connected to the DW. Following system depressuriza-
tion, the mixture of steam blown into the containment and of nitrogen initially present there during normal
operation will enter the PCCS condensers. The steam will condense, while the non-condensable gases must
be vented to the pressure suppression pool (SP) in the Wetwell (WW). The DW is connected to the SP via
the main pressure suppression vents (MV) as well as through the PCCS condenser vent lines. The path that
the steam will follow depends on the pressure differences between the DW and the two possible venting
points. During the long-term containment cooling period, direct opening of the main vents and condensation
of the steam in the SP is to be avoided since the SP is not provided with a safety-grade cooling system. The
steam must be condensed in the PCCS (or ICS) condensers rather than the SP. Fig. 1.

Although the operation of the various components of the PCCS is understood, experimental verification of
its integral system behavior under a variety of conditions was performed at two facilities. The GIRAFFE
facility, operated by Toshiba in Japan, first provided extensive information about PCCS system behavior
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Fig. 1. The SBWR and the PANDA facility

(Yokobori et al., 1991). The much-larger-scale and multidimensional PANDA facility provided additional

information.
The objectives of the transient PANDA tests were to demonstrate that:

— The containment performance is similar in a larger scale system to that previously demonstrated with
the GIRAFFE tests.

— Any non-uniform distributions in the containment do not create significant adverse effects.

— There are no adverse effects associated with multi-unit PCCS operation and interactions with other re-
actor systems.

Thus, PANDA tests addressed in detail issues such as the distribution of the constituents (steam and non-
condensables) in the large DW volume, and mixing in the containment compartments, PCCS startup, etc.
The PANDA tests also extend the data base available for code qualification.
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1.2 The PANDA Facility

Following the general experimental design philosophy described by Varadi et al. (1996), the various SBWR
containment volumes are simulated in PANDA by six cylindrical pressure vessels. The RPV is equipped
with programmable 1.5 MW electric heaters simulating the history of core decay heat generation. Two
other vessels may represent the Drywell (DW), another two the Wetwell (WW), and one the Gravity Driven
Cooling System (GDCS) pool. Four rectangular pools open to the atmosphere and containing the PCCS
and Isolation Condenser System (ICS) condensers are located on top of the facility. The fact that the three
PCCS condenser units are connected to two DW vessels allows asymmetric behavior and creates flows
between the two DW vessels. Such an asymmetry occurs also with equal flow resistance from the RPV to
the two DW volumes when all three PCCS condensers are in operation. The ICS condenser is attached
directly to the RPV; it has been connected to the system only for one specific test.

The SBWR DW and WW are connected by vacuum breakers (VB). Their function is not to allow the WW
pressure to exceed DW pressure by a «certain margin. There are two VBs connecting the two DWs to the
two WWs in PANDA, Fig. 1. The operation of the actual VBs is simulated in PANDA by control valves.
These are opened and closed by the facility control system when the measured differential pressure between
the DWs and the WWs exceeds an upper and a lower limit, respectively.

The PANDA facility was carefully scaled to represent the SBWR (Yadigaroglu, 1996; Gamble et al.,
1997). Prototypical fluids under prototypical thermodynamic conditions were used in all tests, except that
air has substituted nitrogen. Power, volumes, horizontal areas and flow rates were scaled with the system
scale of 1:25, while elevations, pressures, and pressure drops were scaled 1:1.

Varadi et al. (1996) and (Dreier et al., 1996a) give additional details on PANDA and its scaling, the vari-
ous facility characterization tests that were conducted, facility preconditioning for the various tests, instru-
mentation, etc. These papers also discuss the relation of the PANDA tests to other elements of the SBWR
testing program.

2 THE M-SERIES SBWR TRANSIENT CONTAINMENT BEHAVIOR TESTS

The series of ten PANDA transient system behavior tests discussed here examined system response during
the long-term containment cooling period. The tests provide a data base for containment PCCS perform-
ance and systems interactions. The test matrix was set to investigate parametric variations around a base
case that was a counterpart test to one of the GIRAFFE tests (Yokobori et al., 1991). This allowed also to
study the effects of system scale, of non-uniform distributions and of parallel operation of units in the sys-
tem. Figure 2 displays the test matrix. All transient tests considered a Main Steam Line Break (MSLB).
With the exception of the “early start” test M9, the initial conditions for these tests were the state of the
system one hour after scram, obtained from best-estimate predictions. At that time the DW contains mostly
steam and almost all the air has been pushed into the SC. The water in the PCCS and ICS pools was ini-
tially always saturated at atmospheric pressure. The power decay curves used for the experiments were
those expected during the transient considered and included a small contribution from RPV metal stored
heat.

The tests can be divided into three groups: (1) base-case and repeatability tests, (2) asymmetric tests, and
(3) remaining tests investigating PCCS start-up, parallel operation of the PCCS and of the isolation con-
denser (IC), bypass leakage between DW and WW, and “early start.”




M3 Series (MSL break LOCA +1 hr)

M3 Base Case
(3 PCC pools interconnected, no makeup)

M3A Repeatability
(PCC/IC pools isolated, makeup)

M3B Repeatability
(PCC/IC pools interconnected, makeup)

M2  Asymmetric Case 1 (relative to M3 Series)
(Total steam flow to DW2)

M10 Series: Asymmetric, two PCCs only

M10A Asymmetric Case 2
(DW1 relative isolated, slow gas
migration from DW1 to DW2)

M10B Asymmetric Case 3
(Good mixing in both DWs)

M7  PCC Startup
(Bounding n/c gas concentrations)

M6/8 System Interaction with IC Operation (M6)
and DW to WW BP Leakage (M8)

M9  Early Start/ GDCS Injection into RPV
(LOCA + 1040 rather than LOCA +3600s)

Fig. 2 The Test matrix used for the SBWR related PANDA tests




3 BASE-CASE AND REPEATABILITY TESTS

This first series of tests includes Tests M3, M3A and M3B. They are discussed by Dreier et al. (1996b),
Fischer et al. (1997) and Bandurski et al. (1997). Their purpose was to prove repeatability and to investi-
gate in depth certain effects related to the mode of interconnection and sequential refill of the condenser
pools that were noticed early in the program (Dreier et al., 1996b). Steam was symmetrically discharged to
both DW vessels, as shown in Fig. 2. The tests provided good insights into the operation of the system and
helped refine the following test matrix.

The PANDA pools have a scaled cross-sectional area about three times smaller than the SBWR pool area.
Water can be added to the pools during the tests to provide the missing water inventory. The state of the
pools can, however, be modified by such water makeups and affect PCCS operation. To investigate these
effects, the M3 series of tests were conducted as follows:

— For Test M3, the three PCCS pools were interconnected and there was no water makeup. At the end of
Test M3, the water level in the PCCS pools had dropped to a non-prototypical value of about 0.5m
below the top of the tubes.

Test M3A was conducted with the three PCC pools isolated; cold water was added from the bottom fill
line to each pool individually to keep the nominal water level constant within + 0.3 m.

For Test M3B, the PCCS and ICS pools were interconnected and cold water was added simultaneously
to all four (using the connecting bottom-fill line) to keep again the nominal water level within + 0.2 m.

Overall System Behavior: The DW and WW pressures followed very similar global trends in the three
tests. The peak DW pressures were very close to one another (Dreier et al., 1996b; Fischer et al., 1997).

After an initial pressure increase period that lasted about two hours, the DW pressure stabilized and varied
very little thereafter, as shown in Fig. 3 for Test M3. The pressure increase period corresponded roughly to
the time needed to practically purge all the air from the DW. Thereafter, the difference between the DW
and WW pressures remained essentially constant (except around vacuum breaker openings, as discussed
below); the difference represented the submergence depth of the PCC vent in the SP.

Parallel PCC Condenser Operation: The tests showed quite uniform behavior of the three PCC units up
to about 35 000 s, as shown in Fig. 3. Then, PCC-2 started absorbing progressively less steam, while
slightly more steam was condensed by the other two units (PCC-1 and PCC-3). The reduced performance
of PCC-2 could be verified by a number of indicators (Dreier et al. 1996b) and is apparently connected to
filling up of the PCC-2 condenser tubes with noncondensables up to a certain level which is significantly
higher in the PCC-2 condenser than in the other two condensers. Similar behavior of PCC-2 was observed
in certain other tests that followed.

Vacuum Breaker Openings: No VB opening took place in Test M3, and the three PCC units essentially
shared the load and condensed the exact amount of steam provided by the RPV.. Vacuum breaker openings
did take place in Tests M3A and M3B, as discussed below.




One should first note that, most of the time, condensation and significant heat transfer to the pool water
takes place only in the upper “active” part of the condenser tubes. The pool water below this active region
tends to stratify and may be colder than the saturated water in the well-mixed, upper part of the pool. Dur-
ing Test M3A, the pools were isolated and refilled individually with cold water, as shown in Fig. 4. The
cold water was introduced from'the bottom of the pools and apparently stratified at the bottom. During
each refill, the stratified water front was pushed upwards. Eventually the cold water from the lower layers
of the pool arrived at the “active” part of the pool. Some cold water reached then the active, condensing
part of the tubes, and/or mixed and reduced the temperature of the well-mixed upper part of the pool (in
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Fig. 3 Test M3: Variation of the DW and WW pressures (top) and of the flow rates received by the three
PCC condensers (bottomn).




contact with the active part of the tubes). In turn, this produced a significant increase of the heat transfer
and condensation rates. The increase in condensation rate has driven the DW pressure below that of the
WW and produced vacuum breaker openings.

After vacuum breaker openings, the pressure in the WW dropped slightly also, and the oxygen
probes installed in the DW recorded the expected increase in air content. The effect of VB open-
ings did not last long, however, and the DW and WW pressures increased to their pre-VB-
opening levels in less then an hour, as shown in Fig. 4.

With or VB breaker openings, the DW pressure decreased slightly after refilling of the pools in both Tests
M3A and M3B. The effect was stronger for the later refills (this can be explained by the above discussion
of the phenomena taking place during a refill). Vacuum breaker openings were more frequent during Test
M3A, where apparently the individual refilling of the pools and the larger mass of cold water added during
each refill had a stronger effect. Only a single cluster of two VB openings took place late during Test M3B,
where apparently the “milder” changes in the pool temperature produced a lesser effect.

Direct measurements of the air partial in the DWs confirm that the air concentration of the DWs increased
momentarily following the vacuum breaker openings. The condensation rates of the individual PCC units
were affected, but because of the very large margin built into the system, the three PCC units always man-
aged to share the load and the long-term behavior of the DW pressures was not affected.

Recovery of PCCS Operation: Resumption of PCCS operation depended on the concentration of noncon-
densables in the DW. Recall first that air is back from the WW to the DW after a VB opening. As noted
above, filling up of a pool produced a drop in DW pressure. When the DW was full with almost pure
steamn, the DW pressure tended to remain low and the recovery was slow, as shown following the first two
refills and corresponding DW pressure drops in Fig. 4 (that took place without VB opening). This was due
to the persisting high rates of condensation in the PCC units due to the fact that a long time was needed to
partly fill up again their tubes with air. On the contrary, following a VB opening, when there was more air
in the DW | the recovery of the DW pressure was relatively rapid (as shown for the third and fourth DW
pressure drop transients in Fig. 4). In this case, air present in the DW could accumulate rather rapidly in
the PCC tubes and reduce their heat removal capability.

Conclusions from the M3 Series Tests: The M-3 Series of tests showed very good repeatability of overall
system behavior (DW and SC pressures) in spite of :

— perturbations of the secondary, pool-side PCC conditions,
— certain non-uniform sharing of the condensation load among the three PCC condensers, and
— differences in vacuum breaker openings.

Based on these conclusions from the M3 Series tests, it was decided to run all subsequent tests with the
pools isolated and without water makeup during the tests. Indeed, the gradual drop by evaporation of the
water level in the pools provides a very good measure of the integral power evacuated by the PCC condens-
ers and can be used to confirm other measurements performed. In the following tests, pools had a slightly
higher initial water level as a compensation to some extent for the lower water inventory.




There are also interesting findings regarding the distribution of noncondensables and their effects on the
PCCS system. Small amounts of noncondensables affect the status of the condensers operating in parallel.
The global operation of the PCCS system is not, however, influenced by such possible effects due to non-
uniform distribution of noncondensables.
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4 ASYMMETRIC TESTS

A group of tests can be formed, including the base-case test M3, as well as Tests M2, M10A and M10B.
The primary purpose of this group of tests was to examine the influence of an asymmetric distribution of
steam and air in the DW on PCCS performance (Fischer et al., 1997; Bandurski et al., 1997). Asymmetries
were created in PANDA by varying the number of PCCS condensers connected to the DW vessels, as well
as the split of the steam flow from the RPV to the DWs. Tests M10A and M10B were added to provide
system response to an overload condition with only two of the three PCCs operating. The PANDA configu-
rations for tests M10A and M10B do not represent prototypic SBWR post-LOCA conditions. Comparison
of the results from various tests in this group, obtained under well-controlled boundary conditions, estab-
lishes the “envelope” response of the containment to non-uniformities in the distribution of noncondensables
resulting from a very wide range of mixing conditions and migration and purge rates of noncondensables.
Thus, these tests primarily support code qualification work, but also contribute to the assessment of ro-
bustness of the system. The large scale of the facility allows mixing and stratification effects to be observed
at nearly-prototypical scales. Thus, the test objectives specifically included the study of such mixing of
steam and noncondensable gases in the DW and in the WW.,

The three asymmetric-configuration tests M2, M10A and M10B were run with single-sided steam feed
flow to one of the two interconnected DW vessels, DW1 or DW2, as shown in Fig. 2. The global system
pressure response of Test M2, as well as those of Tests M10A and M10B were very similar to that of the
base-case test M3, in spite of the differences in steam feed (Fig. 2). Fischer et al., (1997) discuss the minor
differences observed. For example, the pressure level in Test M2 was lower by 0.04 bar, compared to M3,
mainly due to a difference in actual (vs. nominal) initial DW air partial pressure and accumulation of some
air at the bottom of DW1 during the test. Some noticeable differences that were observed for the gas tem-
perature measurements in the topmost part of the SC are explained by facility design aspects that are spe-
cific to PANDA and are not prototypic to the SBWR (Fischer et al., 1997).

4.1 Test M2: Single-Sided Steam Feed

Figure 5 shows the air partial pressure measurements in the top region of the two DW vessels obtained
from the group of tests discussed in this section. During Test M2, the air content decreased rapidly in DW2
which was directly supplied with steam and had two PCCs connected. The air partial pressure in the top
region of DW1 even increased during the first few minutes of the test, and then decreased at a rate about
three times slower than in DW2. Apart from the obvious difference in the number of PCC units connected
to each of the two DW vessels, the expected carry-over of air from DW2 to DW1 explains this observation.
Phase detectors installed in the PCC Vent Lines , as well as temperature readings from these lines indicate
that the two PCCs on DW2 vented with significant flow at the beginning of the transient only, while PCC1
was very frequently venting for about 8 hr into the test, and continued to do so with decreasing frequency
through the end of the test (Fischer et al., 1997). (In the base-case test, PCC venting virtually came to an
end after 2.5 hr since all the noncondensables were purged from the DWs.) Thus, although the mode of
steam injection had a noticeable effect at the beginning of the test, the system reached very similar state as
soon as the noncondensables were essentially purged from the DW.

All the air was purged from DW2, including its lower parts. However, steam flowing to PCC1, connected
to DW1, did not entrain some air that accumnulated at the bottom of DW1. Based on temperature and pres-
sure readings from the DWs (Fischer et al., 1997), it is estimated that by the end of the 20 hr test, air at
about 0.45 bar partial pressure had accumulated at the bottom of DW1. This can be explained by conden-




sation of steam due to heat loss near the bottom of DW1, as indicated by the lower temperature readings at
that location, Fig. 6.

Despite the apparently highly asymmetric purging of air from the DW, hardly any significant differences
can be seen between the SC temperatures of test M2 and the base-case test (Fischer et al., 1997). Suppres-
sion Pool temperatures showed in both cases a small but steady decrease due to heat loss.

42 M10 Tests with Strong Asymmetries and Reduced PCCS Operation

Tests M10A and M10B were conducted with only two PCC condensers attached to DW2 and had the
steam flow from the RPV directed to only one of the DWs, as shown in Fig. 2. Thus, the heat condensing
capacity of the PCCS was exceeded on purpose, as already noted. For Test M10A, DW1 was essentially a
dead volume, attached to the system only by means of the large pipe connecting the two DW vessels. All
mass transfer to and from DW1 had to rely on natural convection. In Test M10B, all the steam had to

sweep through DW1, the large connecting pipe, and through DW2, to finally reach the two PCCs con-
nected to DW2.

Since the condensing capacity of the PCCS was exceeded during the first hours following Tests M10A and
M10B, Main Vent openings did take place and some steam was condensed directly in the suppression pool.
In Test M10A these Main Vent openings increased the temperature of the water in the SP above the Main
Vent Line submergence by about 1 K (Fischer et al., 1997). Clearly, this is qualitatively different from tests
M2 and M3, but is quantitatively negligible. The SP temperature rise in Test M10B was higher, but was
due to a non-prototypical peculiarity of the design of the PANDA facility (Fischer et al., 1997). Differences
between these two tests in relation to the distribution and mixing of noncondensables are discussed next.

Test M10A: Long-Term Migration of Noncondensables: Both PCC units vented very frequently during
the first 3 hr of Test M10A, but then gradually decreased their venting frequency till the end of the test
(Fischer et al., 1997). Figure 5 shows the air partial pressure measurements in the top region of the DW
vessels. As for the base-case M3, the air partial pressure in the top region of DW?2 dropped during the first
0.5 hr at about the same rate as in test M2, but then continued to drop at a much slower rate. In the top
region of DW 1, the air partial pressure slightly increased during the first 0.25 hr (displacement and pres-
sure rise by steam flowing to DW2) and then steadily decreased by about 0.1 bar in the next 1.5 hr; thereaf-
ter the decrease slowed down. The DW1 air partial pressure response in test M10A was the slowest ob-
served in the entire test series, as was to be expected from the test configuration.

Based on temperature and pressure readings from the DWs (Fischer et al., 1997), and assuming saturated
steam, it is estimated that air at about 0.35 bar partial pressure accumulated at the bottom of DW1 by the
end of the 8 hr test. Air accumulation at the bottom is explained by poor mixing of that region, combined
with vessel heat losses depleting the mixture from steam.
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Test M10B: Maximum Noncondensable Purge Rate: During Test M10B the air was purged from both
DW vessels at rates similar to those of the base-case Test M3. DWI1, which was purged by the steam
passing through, showed a lower air partial pressure in the top region during the first hour than DW2
(Fig. 5). Shortly after 1 hr into the test, this situation was inverted and the air partial pressure in the top
region of DW2, which had the two PCCs connected, remained lower than in DW1 through the end of the
test. Again, based on temperature and pressure readings from the DWs (Fischer et al., 1997) it is estimated
that air at 0.25 bar partial pressure had accumulated at the bottom of DW2 by the end of the 8 hr test.

4.3 Conclusions from the Asymmetric Tests

The overall system pressure variation was very similar in all tests. In relation to the concentration of non-
condensables, the most important locations are the DW vessel headers from where the PCCS condensers
are fed. During the early phase of the asymmetric tests, maximum air concentration ratios of about three
developed at these locations in the two vessels.

Perfect mixing was observed when the steamn was injected with high momentum directly into a vessel. Air
could accumulate at the bottom of the DW1 vessel that was not as well mixed in tests M2 and M10A. The
accumulation was due to condensation of the steam by heat loss from the vessel wall combined with insuf-
ficient mixing. Thus, stratification was observed in the vessel regions not reached by the main steam flow
path when the momentum of the incoming steam was relatively low. However, with higher flow rates
through the pipe connecting the two DWs, some mixing below the connecting pipe in the vessel receiving
steam through the connecting pipe only was possible, as shown by the results of tests M2 and M10B re-
ported by Bandurski et al., 1997.

In test M10B, all steam was transported through the connecting pipe from DW1 to DW2, whereas in M2
approximately one third of the steam flow was transferred to DW1 through the connecting pipe. Conse-
quently, the DW2 bottom gas temperature was higher in test M10B in comparison to the DW1 bottom gas
temperature for test M2 (Bandurski et al., 1997).

Although a wide variation of air concentration and air purging patterns were observed, their effects on the
global system pressure response were insignificant by engineering standards, particularly when compared
to the results of the base-case Test M3.

As expected, for the early part of tests M10A and M10B, the heat removal capacity of only two PCC units
was insufficient. Consequently, the Main Vents cleared during the first 1 to 1.5 hr of these tests. However,
the corresponding heat input to the SP and SC was insignificant in relation to the system pressure response.

5 OTHER TESTS

The remaining tests grouped in this section, include Tests M7, M6/8 and M9. These tests were run with
initial and boundary conditions similar to those of the base-case test M3, except as noted below.

The PCCS-startup Test M7 demonstrated the proper start-up of the PCCS and the purge of the air from the
DW to the WW. It was started with practically pure air filling the DWs and PCCS condensers.

Test M6/8 examined and demonstrated parallel IC and PCCS operation and the effects of leakage flow
from the DW directly to the WW air space.
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Fig. 6 Comparison of the variations of the axial DW temperatures during tests M2 and M3 (lower fig-
ure indicates location of corresponding thermocouples).

The last “early start™ Test M9 started from initial conditions earlier in the transient and included the phase
when cold Gravity-Driven Cooling System (GDCS) water is discharged into the RPV, thus depressurizing
the DWs and causing vacuum breaker openings. This test established the link between the initial conditions
calculated for the other tests and the actual history of the earlier period of the transient.

5.1 The PCCS Startup Test M7

The purpose of Test M7 was to demonstrate startup of the PCCS system when the DW and PCCS con-
densers are filled with air and the RPV starts delivering steam to the DW. To challenge sufficiently the -
system, the RPV heating power was kept constant at a relatively high value in this test. Figure 7 demon-
strates the purging of the air from the DW and its accumulation in the WW. The PCC condensers started
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Fig. 7 Startup Test: Measured Drywell and Wetwell partial pressures indicating purging of the air from
the DW

purging the DW air to the WW almost immediately after test initiation The condensing load was shared
equally by all three PCC condensers.

Starting from non-prototypical pure-air conditions, this process was essentially completed in about 4 hr.
The air concentrations, measured by oxygen probes at different elevations in the DW, Fig. 7, show no sig-
nificant differences, indicating the absence of stratification.

The DW pressure oscillations that appear after 5000 s in Fig. 7 are due to oscillatory steam generation in
the PANDA RPV. These are most likely due to particularities of this vessel (that is not a carefully scaled
version of the SBWR RPV) and a dropping water level that hampered natural circulation in this vessel.

5.2 The System Effects Tests M6/M8
The goal of this combined test, was to:

— examine the interaction of the ICS operating in parallel with the PCCS,
— study the effect of DW to WW vacuum breaker leakage
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Fig. 8 Test M6/M8: Variation of the DW pressure (top) and of the PCCS Pool levels (bottom).

The DW to WW vacuum breaker leakage flow rate was chosen to be 10 times the SBWR design value.
Figures 8 and 9 show system performance during this test. During the first phase of the test (0 to 15 000 s)
the PCCS and the ICS operated in parallel and the DW and WW pressures leveled off, as shown in Fig. 8.
The DW pressure response in this test was similar to the one in the base-case Test M3.

When leakage was established at 15 000 s, the WW pressure started rising and the DW pressure followed.
When the ICS was shut off at about 22 000 s, the PCC vents cleared, as shown by the small jump in DW




pressure. The rate of pressurization of the system now increased, since the DW to WW pressure difference
and consequently the leak flow rate had increased. This increased rate of pressurization remained, however,
rather modest, especially considering the fact that a leakage flow rate 10 times the SBWR design-value was
used in the test.

Figure 8 shows also the water levels recorded in the PCCS and ICS pools. As mentioned above, the rate of
evaporation of the pools (reflected in the slope of the levels plotted versus time) gives a good measure of the
condensation rate in the corresponding condensers. Figure 8 (bottom) shows that, as long as the ICS was
operational, the bulk of the condensation took place in the ICS condenser. When the ICS was shut off, the
condensing load was fully picked up by the three PCCS condensers (except for the leak flow rate producing
SP and systemn heat up). Figure 8 shows clearly a increase of the rate of vaporization from their pools. (The
small drop of the ICS pool level is due to evaporative heat loss from its top.)

5.3 The Early Start Test

Test M9 was intended to simulate the transition from the GDCS injection phase to the long-term PCCS
cooling period. At the beginning of this test, the GDCS tank was filled with cold water, the RPV water
level was low but still covering the core, and the DW was filled with pure steam. The test was started by
switching on the power, opening the blowdown line valves and the valve in the GDCS return line. The
GDCS water was discharged into the RPV within approximately 1000 s. Due to the subcooling of this wa-
ter, boiling stopped in the RPV. The PCCs continued condensing steam at decreasing rate. Some steam was
probably condensed in the RPV. As a consequence, the DW pressure dropped below the WW pressure and
the VBs opened repeatedly The DW gas temperature measurements showed stratification during VB open-
ings. At about 2400 s, saturated conditions were reached in the RPV and steam generation resumed.

Forty minutes after test initiation, the vertical distributions of gas temperatures and air concentrations in
the DWs were not uniform. There were differences between the two DWs due to the asymmetric vacuum
breaker openings -- the two VBs in DW1 and DW2 had different set points. Moreover, the injection of air
from the WW to low points in the DWs by the VBs produced vertical stratification. However, after the
start-up transient, only minor differences occurred in Test M9 as compared to Test M3 in relation to global
system behavior. In Test M9, the WW pressure remained constant, while the DW pressure dropped, and
the DW to WW pressure difference decreased significantly, Fig. 9, probably due to the absence of suffi-
cient air in the system (Bandurski, 1997). Indeed, the axial tube gas temperature profiles measured in the
condensers indicate some air accumulation in the tubes in Test M9, but less than in Test M3. Obviously, in
Test M9 there was less residual air available in the system and, therefore, the heat transfer area available
for condensation could not decrease to match the decreasing steam generation. Slightly higher feed flow
rates in comparison to Test M3 did cause the slow DW pressure decrease in Test M9 (Bandurski et al.,
1997). If the test had lasted longer slow accumulation of noncondensables in the PCC tubes would have
stabilized the DW pressure also.

In general, the objective of the early start test was met: after 1 hr from the initiation of the transient, i.e.
after about 40 min from the beginning of test M9, the system arrived at conditions very similar to those of

the base-case Test M3 (Bandurski et al., 1997).
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Fig. Test M9: Variation of the Drywell and Wetwell pressures.

6 GENERAL CONCLUSIONS

The M-3 Series of tests showed very good repeatability of overall system behavior (DW and SC pressures).
Perturbations induced in the PCCS pools, non-uniform sharing of the condensation load among the PCC
condensers, and various vacuum breaker openings produced local system perturbations but did not affect
the overall, long-term containment behavior.

Small amounts of noncondensables affected the status of the condensers operating in parallel, but the global
operation of the PCCS system was not influenced by any non-uniform distribution of noncondensables.

The asymmetric-configuration tests M2, M10A and M10B, investigated the effects of non-uniform distri-
bution of air under extreme conditions. These tests, and in particular the M10 tests, challenged the system
beyond prototypical SBWR operating conditions. They provide bounding conditions for the investigation of
system behavior and for code qualification. Thus, the tests further confirmed the favorable and robust
overall system response of the SBWR PCCS.

The remaining tests successfully demonstrated several other aspects of PCCS operation, namely:
— PCCS startup with bounding noncondensable gas concentrations in the DW (Test M7)

— the effects of parallel ICS and PCCS operation and of a leak rate (10-times the design value) between
DW and WW (Test M6/MS8)

- behavior during the transitional period from GDCS injection to long-term PCCS operation (Test Mé)
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In general, the tests demonstrated a favorable overall system behavior due to the "robust” performance of
the PCCS. Good understanding of the effects of mixing in the large vessels was obtained.
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CURRENT RESEARCH RESULTS ON THE TECHNICAL BASIS FOR ENVIRONMENTAL
QUALIFICATION OF SAFETY-RELATED DIGITAL I&C SYSTEMS®

K. Korsah, P. D. Ewing, S. Kercel, R. T. Wood, Oak Ridge National Laboratory, Oak Ridge, TN, 37831
Mahbubul Hassan, Brookhaven National Laboratory, Upton, NY, 11973
Tina Tanaka, Sandia National Laboratories, Albuquerque, NM, 87123
Christina Antonescu, U.S. Nuclear Regulatory Commission, Rockville, MD, 20852

ABSTRACT

This paper presents results to date of an NRC-sponsored confirmatory research program
initiated at three national laboratories to address environmental compatibility/qualification
concerns associated with the use of microprocessor-based safety-related instrumentation and
control (I&C) systems in nuclear power plants. The research approach involved evaluating
existing military and industrial guidance, identifying the most significant environmental
stressors and, for advanced 1&C systems in a nuclear power plants, investigating the likely
failure modes—both at the integrated circuit and system level—for digital technologies under
varying levels of environmental stress (such as smoke exposure and electromagnetic and
radio-frequency interference). The insights gained from these studies are being used to
recommend appropriate methods for qualifying safety-related digital equipment in nuclear
power plants.

1. INTRODUCTION

Distributed computer systems and other advanced digital technologies are being used to upgrade
instrumentation and control (I&C) systems in nuclear power plants. One concern with using such systems in
nuclear power plants, particularly for safety-related applications, is their potential sensitivities to nuclear power
plant environments and the possibility of common cause effects resulting from environmental stress.! To
properly address the qualification needs for safety-related digital systems, it is useful to more fully understand
the response of these technologies to likely environmental stress and to better characterize the environments
in which they operate. For example, there is the lack of information on the potential vulnerability of 1&C
equipment under smoke exposure. As another example, until recently little was known about the prevailing
ambient electromagnetic interference (EMI) and radio-frequency interference (RFI) environment in nuclear
power plants. This lack of information made it difficult to establish electromagnetic operating envelopes for
safety-related I&C systems.

These uncertainties prompted the U. S. Nuclear Regulatory Commission (NRC) to initiate the confirmatory
research program, Qualification of Advanced Instrumentation and Control Systems, at three U. S. Department
of Energy national laboratories—OQOak Ridge National Laboratory (ORNL), Sandia National Laboratories
(SNL), and Brookhaven National Laboratory (BNL). The objective of this research program is to provide the
technical basis for environmental qualification of microprocessor-based safety equipment in nuclear power
plants. The research approach involves evaluating existing military and industrial guidance, identifying the

"Research sponsored by the Office of Nuclear Regulatory Research, U. S. Nuclear Regulatory Commission.
The opinions and viewpoints expressed herein are those of the authors and do not necessarily reflect the criteria,
requirements, and guidelines of the U.S. NRC.
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most significant environmental stressors, investigating the likely failure modes for digital technologies under
varying levels of environmental stress, and recommending appropriate methods for qualifying safety-related
digital equipment. This paper presents a summary of the results to date for the different projects performed
under the research program. The program is divided into several projects that are being performed by the
national laboratories.

In the first project, BNL conducted a screening study to identify environmental stressors for advanced 1&C
systems in a nuclear power plant that can be potentially risk-significant. The risk screening was based on
estimated risk-sensitivities of the stressors (i.e., relative changes in plant risk caused by the stressors), which
are quantified by estimating stressor effects on the occurrences of 1&C failure and the consequent increase in
risk in terms of relative core damage frequency (CDF). The stressors evaluated for risk effects were
temperature, humidity, vibration, EMI from lightning, and smoke.

In the second project, which was performed by SNL, smoke exposure tests were conducted on digital circuit
components and circuit boards to determine failure mechanisms and to assess the effectiveness of different
packaging techniques. The component tests focused on short-term effects, such as circuit bridging, in typical
components and the factors that can influence the degree to which the smoke will affect them. These factors
include the component technology and packaging, physical board protection, and environmental conditions
such as the amount of smoke, temperature of burn, and humidity level. The likelihood of circuit bridging was
tested by measuring leakage currents and converting those currents to resistance.

In the third project, ORNL developed recommendations for endorsing design, testing, and installation practices
that contribute to establishing electromagnetic compatibility. As part of the confirmatory research,
electromagnetic emission profiles at selected nuclear power plants were characterized through long-term plant
measurements. These emission profiles were subsequently used to confirm that the recommended test levels,
based on military (MIL-STP-461 and MIL-STD-462) and industrial (IEEE Std C62.41 and C62.45) standards,
were appropriately tailored to the nuclear power plant environment (i.e., the recommended envelopes
reasonably characterize the ambient electromagnetic conditions as determined from measured data).

In the fourth project, also performed by ORNL, the potential failure modes and vulnerabilities of distributed
computer systems under environmental stress were investigated. An experimental digital safety channel
(EDSC) incorporating technologies that are representative of proposed advanced light-water reactor (ALWR)
safety systems was assembled for the tests. Stressors that were investigated included EMI/RFI, temperature,
humidity, and smoke exposure.

The results and insights obtained from all the above studies are being integrated by ORNL to develop the
technical basis for environmental qualification of safety-related digital 1&C equipment for nuclear power
plants. In particular, the technical basis addresses issues including (1) recommended standards for
environmental qualification of safety-related digital I&C systems; (2) determination of the appropriate manner
in which to address smoke in an environmental qualification program; and (3) resolution of the need to conduct
accelerated aging in the qualification of equipment to be located in an environment that is normally considered
as mild.

140




2. SUMMARY OF STRESSOR PRIORITIZATION STUDIES
2.1.  Scope of Study

This study was performed to identify environmental stressors for digital I&C systems in a nuclear power plant
that can be potentially risk significant.> The screening of environmental stressors was based on their risk
sensitivities, which are changes in plant risk attributable to the stressors and are quantified by estimating their
effects on the occurrences of I&C failure and the consequent increase in risk in terms of relative CDF.

Plant risk sensitivity to an environmental stressor is defined in this study to be the change in risk contributions
from plant equipment that can occur due to the detrimental effect of the stressor. The higher the change in risk
contributions due to a stressor, the higher is the risk sensitivity of the specific equipment, and consequently
the plant, to the stressor. Risk-sensitivity results are obtained by accounting for the effects of the stressor on
the equipment’s failure occurrences, and then by determining the increase in risk due to those failures. The
increase in risk to a plant due to the effect of a stressor depends on four factors:

1. The likelihood of the stressor,

2. The components affected by the stressor,

3. The increase in failure rates of the affected components, and
4. The risk contribution from the affected components.

The risk sensitivity of a stressor can be obtained by quantifying or estimating ranges for these factors. For
stressors that can affect safety systems whose function is to prevent core damage, the risk sensitivity is related
to the expected increase in CDF. A probabilistic risk assessment (PRA) model of a plant is used to estimate
changes in risk due to a stressor.

2.2. Summary of Approach

To identify information on the effects of environmental stressors on digital equipment for this study, an
investigation of failure and reliability documentation was performed. Information was sought on stressor
effects, system failures, and equipment reliability from several industries to supplement the limited nuclear
operating experience with this equipment. Military documents provided information on the performance of
digital I&C equipment at the component level. Information at the system level was obtained from nuclear
power plant operational experience reported in the Licensee Event Reports (LERs). Experience with digital
equipment in nuclear power plant environments reported in the Nuclear Plant Reliability Data System
(NPRDS) were analyzed to support the estimation of failure rates. Additional information on the performance
of digital systems was obtained from journal publications. Although the information obtained was sparse and
uncertainties exist in its adaptation for nuclear power plant applications and environments, the reliability data
can be used to broadly compare risks from different stressors based on estimated ranges of, or bounds on,
potential effects.

In this study, risk screening for selected stressors was performed using the PRA model of an example plant.
The effects of those stressors were introduced into the PRA either by modifying the failure rates of equipment
and incorporating the likelihood factors for stressor effects to occur, or by estimating equipment
unavailabilities based on frequencies of occurrence of the stressors. The following assumptions are made in
estimating the risk sensitivities of stressors: 1) assuming the same susceptibility of equipment to environmental
stressors at all locations; ii) treating the effects of stressors as the same on all 1&C equipment; iii) assuming
a likelihood of 1.0 for temperature, humidity, and vibration; and iv) assuming a failure probability of 1.0 for
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1&C equipment for potential common-cause events, such as EMI and smoke, to bound the effects of those
Stressors.

Risk screening using the analysis results from the example plant PRA is based on comparing the CDF
contribution for I&C systems subjected to environmental stress to the baseline CDF contribution from 1&C
systems in general. An order of magnitude increase in the relative 1&C risk contribution is considered to be
risk significant for this study.

2.3. Results of Risk-Based Stressor Prioritization Studies

Risk-Screening of Environmental Stressors

Figure 1 shows the risk-sensitivities to different environmental stressors for the example plant. The figure
represents relative and not absolute contributions to CDF from I&C. The risk-sensitivities of environmental
-stressors shown in Figure 1 are plotted on a scale (relative CDF contribution) where risk effects from 1&C
failures equal the baseline total plant CDF when the x-axis value reaches 1.0. Relative CDF contributions
from stressors are shown as ranges represented by a bar. These ranges for temperature, humidity, and vibration
represent variations in potential risk effects from the stressors for parametric variations in stressor levels. The
ranges for lightning-related EMI and smoke represent variations in potential risk effects for average-estimated-
occurrence frequencies and assumed periods of detection for failed I&C equipment.

Temperature, 75104 DegF| - o |

Humidity, 75F, 60-100%rh '
Hurnidity, 104F, 60-100%rh o : b W

Vibration, Env. Factor= 14 — S
EM (ighting) Ti=12n-31d IR

smoke, T= 120314 | - (N -

1E-04 1E-03 1E02 1E-01 1E+00
Relative COF Contribution

Relative CDF Contribution = CDF Contribution from 1&C Cutsets /Baseline Plant CDF.
Figure 1. Risk-Sensitivities of Environmental Stressors in Example Plant

The risk sensitivities to temperature are shown for normal control-room operation (75 °F maximum, no stressor
effect), the cable-spreading room, and switchgear room (104 °F maximum). Risk-sensitivities to humidity
through corrosion are given for two different temperatures, normal temperatures in control room (75 °F
maximum) and in the cable-spreading room/switchgear room (104 °F maximum), for humidity levels from
60% (maximum under controlled conditions) to a maximum of 100% under uncontrolled environmental
conditions. This range in relative humidity represents situations in which air-conditioning is lost in
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environmentally controlled areas, such as the control room, and climatic conditions where the plant is located.
Risk-sensitivities from humidity are significantly higher at the higher temperature. The results for vibration
show the risk-sensitivities from a baseline, where there are no vibrations, to fairly high vibrations, such as
would be experienced by equipment mounted on a helicopter.

The risk-sensitivities for lightning-related EMI events are shown for two different periods of detection of
equipment failure from these events; shift checks and surveillance-test intervals, 12 hours and 31 days,
respectively. Risk-sensitivities to smoke are also shown for the same two periods. In each case, the results
show the plant risk-sensitivities for estimated average frequency of occurrences of these events.

Temperature at the I&C cabinet locations in the example plant does not appear to be a risk-significant stressor.
Vibration at the levels noted also appears to have no significant risk-effects. Humidity could be a significant
stressor at cable-spreading room and switchgear-room temperatures; however, at control-room temperature,
humidity does not appear to be potentially risk-significant except at very high levels. EMI from lightning
potentially can be a risk-significant stressor for digital 1&C systems; however, the risk significance clearly
depends on the interval before equipment failure is detected. Under the assumptions made in the study, smoke
also appears to have the potential to significantly increase relative risk contributions from digital I&C systems;
however, such risk depends on the interval before failure is detected.?

The authors caution that bounding assumptions in the BNL study were made in the risk-sensitivity evaluations
involving lightning-induced EMI and smoke as stressors. Consequently, the risk-screening results should be
interpreted only as potential effects.

3. SUMMARY OF SMOKE EXPOSURE STUDIES ON DIGITAL COMPONENTS
3.1. Scope of Study

This study consisted of smoke exposure tests on digital components and circuit boards, with a focus on
short-term effects such as circuit bridging in typical components and the factors that can influence the degree
to which the smoke will affect them.®> These factors include the component technology and packaging,
physical board protection, and environmental conditions such as the amount of smoke, temperature of burn,
and humidity level. The likelihood of circuit bridging was tested by measuring leakage currents and converting
those currents to resistance in ohms. The lower the resistance, the higher the likelihood of shorts. Since circuit
bridging by smoke was isolated as one of the short-term or immediate failure mechanisms, the researchers
studied factors in smoke generation that affect circuit bridging. Experience with shorts in the SNL preliminary
tests indicated that intermittent pathways between exposed contacts develop as a result of smoke. Thus, the
objective of the component-level tests was to determine the smoke-related factors that are important in causing
failures from shorts. As components were exposed to smoke, loss of function and changes in resistance
between contacts were measured. The components tested consisted of seven chip packages, four comb patterns
at different voltages, an operating optical isolator chip, and two 16-K memory chips. The chip packages
included a ceramic leadless chip carrier (LLCC), a ceramic dual-in-line package (CDIP), a ceramic flat
package (CFP), a transistor outline can (TOC), a plastic dual-in-line package (PDIP), a small-outline integrated
circuit (SOIC), and a plastic leaded chip carrier (PLCC). The ceramic packages and the TOC were empty
packages, while the PDIP and SOIC both contained four hex inverter circuits. These components were chosen
because they typify modern microprocessor electronics. They represent both surface and plated-through-hole
mounting schemes. The comb patterns represent standard patterns used to measure circuit board process
quality and surface insulation resistance. To determine whether coatings or housings had any effect on the
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chips or comb patterns, some of these test components were coated with an acrylic spray or housed in a
computer case. The factors that were tested included the amount of fuel, the presence of polyvinyl chloride
(PVC), the burn temperature, the humidity, the introduction of CO, and the presence of galvanic material.

3.2. Summary of Approach and Test Methods

General

The components to be tested were placed in a smoke exposure chamber that was connected by stainless steel
chimneys to a combustion chamber (underneath the exposure chamber) where the fuel (pieces of cable) was
burned by radiant heat lamps. The smoke was produced over a period of 15 minutes or less and the
components were exposed to the smoke for approximately 1 hour. Then the smoke was vented and the
exposure chamber was opened, exposing the components to the controlled temperature and humidity of the
environmental chamber. (The smoke chamber was located inside this environmental chamber.) The
equipment under test remained in the controlled environment for 24 hours from the beginning of the smoke
exposure. The components were monitored before each smoke exposure and at least every 5 minutes
throughout the test for 24 hours from the beginning of the exposure. This approach simulates exposure of
components to a nearby electrical fire and eliminates the heat of combustion from affecting tested components.

Components Tested

Chip Packages »

The objective of the chip package experiments was to measure how smoke changes the resistance between
exposed contacts in components. A chip mounting board design allowed the leakage current between adjacent
conductors to be measured while 5 Vdc was supplied to the contacts. There were between 7 and 44 contacts
for the seven chips. Since any pair of these contacts may be bridged, as many contacts as possible were
monitored.

Both through-hole and surface-mounted components were represented in the set of chip packages tested. The
LLCC, CFP, SOIC, and PLCC are surface-mounted packages and the CDIP, PDIP, and TOC are
through-hole-mounted packages. For the empty packages, all of the even-numbered pins were connected to
a 5-Vdc supply and all of the odd-numbered pins were connected to ground. For the hex inverters, the power
and ground pins were allowed to float, the inputs to the inverters were connected to 5 V, and the outputs were
connected to ground. Leakage current measurements were made between the input (5V) and ground (0V).
The PLC chip had 11 analog input pins; alternate input pins were connected to 5V and ground while the chip
was powered with 5 V. Leakage current measurements were made between the set of inputs connected to 5V
and the set of inputs connected to ground. The chip-mounting boards were connected by ribbon cables and
card edge connectors to the instrument measuring current leakage, which was located outside of the
environmental chamber. '

For each smoke exposure, four chip-mounting boards in different configurations were tested. Three boards
were mounted inside the smoke exposure chamber; these boards were either bare, coated with an acrylic spray,
or housed in a personal computer chassis equipped with an operating fan (i.e., a typical chassis “muffin” fan).
A bare board (used as an experimental control) was located inside the environmental chamber, but outside the
smoke exposure chamber. The boards were placed in position approximately 1 hour before the test in most
cases. The card edge connectors were wrapped in black electrical tape to prevent smoke from corroding the
connectors.
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Comb Patterns

Surface insulation resistance was measured on comb patterns on Institute for Interconnecting and Packaging
Electronic Circuits (IPC) B-24 printed circuit boards. The IPC-B-24 boards contained four identical comb
patterns. The comb teeth were 0.4 mm wide with 0.5-mm spaces between opposing teeth. The resistances of
the comb patterns were measured similarly to those of the chip packages except that the voltages were
different. One comb pattern was biased with 160 Vdc, one with 50 Vdc, one with 5 Vdc, and one was
grounded except during measurements, when it was biased with 5 Vdc. (As with the chip boards,
measurements with the comb patterns were repeated at approximately 5 min. intervals.) The different voltages
allowed evaluation of the effect of electric field strength on circuit bridging during and after smoke exposure.
As with the chip boards, four boards were included for each test: a bare board, an acrylic-coated board, a board
housed in the PC chassis, and an unexposed control board. The boards were connected to the power and
measurement circuit in the same manner as the chip boards and were measured by the same ammeter.

Optical Isolators

A functioning 6N138 optical isolator, which provides a coupling for electrical circuits with a direct electrical
connection, was included in all of the smoke exposures. This device operates by using a light-emitting diode
and a photodetector that are built into a plastic DIP body. The 6N138 is a low-input current, high-gain
optocoupler built for transistor-transistor logic (TTL) applications. The test circuit consisted of a square wave
input pulse, and the resistors and capacitors necessary to provide a switching test circuit.

For each exposure, a new optical isolator chip was placed in a socket containing the supporting circuit. The
input and output wave form parameters of pulse rise time, amplitude, and delay from the input pulse were
measured on a digital oscilloscope. A starting wave form was recorded, and if the values of rise time, delay,
or amplitude varied by more than 5% from the starting values, a new wave form was recorded.

Memory Chips

Two package types for 16-K memory chips were exposed for each test: a plastic-packaged commercial chip
and a ceramic-packaged chip developed at SNL. The two chips had identical circuitry. They were powered
with 5V, but were not operated during the exposure. Standard functional tests were performed on the chips
before and after the tests.

Scenarios Tested

The factors varied for the smoke exposures were fuel amount, presence of PVC as part of the fuel, bum
temperature, humidity, introduction of CO,, and presence of galvanic material. Some of the factors that were
varied directly affected the smoke production; however, humidity, CO,, and galvanic metal were included
because they were likely to interact with the smoke and affect electronic components. High humidity is known
to affect electronics and is commonplace after a fire if sprinklers or water-based fire extinguishers were used.
CO, is another common fire suppressant. It has been proposed that CO, may affect electronics by suddenly
cooling the electronics and cracking the bonds. It has been included in some of the smoke exposures to
determine the effect it may have on the electronics. Zinc in galvanized metals has been known to combine with
chlorides that are frequent components of smoke. ZnCl, is hygroscopic and will absorb water from the air.
The ZnCl,-water mixture forms a syrup, which can drip onto components under the right conditions.

Fuel load, burn temperature, and humidity factors were either at a high or low level. The levels were chosen
to span a range for credible fires. For CO, and galvanic metal, the material was either present or absent.
Because of the high number of parameters, every possible combination was not performed; instead, only
conditions that corresponded to likely scenarios in nuclear power plants were produced.
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Suppression (CO,) and Galvanic

Additional effects were added by flooding the exposure chamber with CO, from a fire extinguisher and adding
a piece of corrugated galvanic roofing material above the test articles. When the CO, was added, 60% of the
volume of the smoke exposure chamber was filled with CO,, a standard percentage of the volume that
automatic fire suppression systems will flood a room with in case of a fire. This corresponds to 2.5 Ib of CO,
in the smoke exposure chamber.

The galvanized roofing material was included in some of the tests to simulate industrial environments, and
provide a source of zinc. In past fires,* the presence of galvanic metal has increased damage to electronics
because droplets of ZnCl, and water have deposited on the electronics. The roofing material was cut so that
it was above all of the test samples, but did not cover the chimney areas of the chamber. This metal piece was
suspended approximately 1 foot above the test samples and covered almost the entire smoke exposure
chamber.

Other measurements

Temperature, humidity, smoke deposition, smoke optical density (turbidity), and fuel mass loss were measured,
and soot samples were chemically analyzed. Descriptions of the methods used for these measurements can
be found in Reference 3.

3.3. Results of Digital Component Smoke Exposure Studies
Figure. 2 shows exposed chip-mounting boards from different test scenarios in the SNL study.

Technology and Packaging
The results of the study of the 16-K memory chips showed that the hermetically sealed ceramic packages were

more robust than the plastic packages in a smoke environment. Differences between ceramic and plastic
packages were not evident from the resistance measurements; therefore, the higher failure rate encountered
for plastic packages might be due to penetration of the plastic by smoke particles or moisture rather than
shorting of contacts with soot. Most common digital electronics, however, use less expensive plastic packages.
Hermetically sealed ceramic packages are significantly more expensive and are typically only used for military
applications.

The voltages at which the digital electronics operate vary according to the digital chip technology. Resistance
measurements on the comb patterns indicated that higher voltage patterns are affected by smoke more than
lower voltage patterns. The higher voltage lowers the resistance before the smoke is applied and continues
to produce more leakage current throughout the exposure. Visually, soot tended to accumulate more around
the high voltage patterns. The highest voltage pattern used—a 160-V pattern—was observed to be arcing
during the smoke exposure.

Two hex inverter chips were included on the chip mounting board to determine the difference between an
SOIC package and a DIP. The statistical analysis, which compared post-exposure averages, showed no
appreciable difference between these two packages except with respect to the rate of degradation at high fuel
loads. When the fuel available for smoke production was high, both packages shorted; however, components
with smaller contact spacing shorted earlier. Thus, the more widely spaced contacts of the DIP package
resisted shorting longer than the SOIC package. When the available fuel was low, resistance dropped for both
resisted shorting longer than the SOIC package. When the available fuel was low, resistance dropped for both
packages slightly, and then recovered with little difference observed between the chip packages. A possible
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Figure 2. Exposed chip-mounting boards from different tests.

reason for the inability to determine differences may be that the low fuel loads were too low to cause much
change in resistance.

Protection

Bare boards were highly affected by smoke while coated boards seemed to be less affected. Housing the
boards in a PC chassis, which contained a fan, protected the boards only minimally. Visually, some of the
boards that were placed within the chassis looked worse than those that were unprotected because clumps of
soot were deposited on the board. For the high fuel load tests, however, virtually all components were shorted
in these situations and little difference could be observed in the resistance measurements. Coating the boards
with an acrylic spray provided some protection against circuit bridging.

Significant Factors in Determining Circuit Bridging
The most significant smoke-related factors were humidity, fuel level, and burn temperature. High humidity

has been shown to affect the surface insulation resistance of printed circuit boards in environmental testing.’
Other fire corrosivity tests which used comb patterns also showed that the resistance of exposed comb patterns
is highly affected by humidity.®

As more fuel is burned, resistance drops. Smoke from plastic leaves a film, which is black and powdery if the
plastic is bumed in the flaming mode with adequate oxygen. The film is white and oily if produced without
a flame and black and oily if produced with a flame, but the flame extinguishes due to lack of oxygen. For low




fuel loads, the resistance generally dropped during the smoke exposure but recovered after the smoke was

vented. This recovery was not often the case with the high fuel loads; once the circuit was shorted, it never
recovered.

The burn temperature (flaming vs. smoldering) did not affect the resistance as much as the humidity or fuel
level. The bum temperature would be expected to change the smoke products in two ways: different chemical
products can be produced at different temperature, and the mass loss rate of the fuel is slower if the fire is
smoldering. Chemical analyses for Cl, Br and SO, showed a low correlation between burn temperature and
the amount of these chemicals in the soot. Analysis of the amount of fuel that was burned shows that neither
the burn temperature nor the fuel level alone determines the percentage of fuel that is burned. If a large
amount of fuel was burned at a low temperature, approximately 20% of the fuel was consumed, while if a small
amount of fuel was burned at either low temperature or a large amount of fuel was burned at high temperature,
approximately 40-50% of the fuel was burned.

The circuit bridging tests showed that the synergistic effects of smoke and humidity are higher than for
humidity alone.

PVC (included as part of the fuel load on the high fuel tests only) showed very little effect on resistance. Only
a small proportion of the fuel was PVC in these tests and, with the high fuel load, many of the components
shorted without PVC. There is also little correlation between the Cl deposition found by chemical analysis
and the presence of PVC. Although the other cable materials did not contain PVC, some had high proportions
of Cl and Br, which are typically used as fire retardants. No other cable materials were singled out for study
in these tests.

The addition of CO, as a fire suppressant did not affect the resistance adversely. The addition of CO, may be
beneficial to the electronics by cooling the room and blowing away some of the soot deposition. These
findings are supported by tests on the effect of CO, on computers.’

The galvanic metal was expected to trap Cl in the form of ZnCl,, form a thick liquid, and drip onto the
electronics.® Although a greasy film formed on the galvanic metal that was suspended in the smoke exposure
chamber, the film never accumulated enough water to drip. Instead, the metal piece formed a surface upon
which some of the smoke deposited. The overall effect was to reduce deposition on the surface of the
electronics and reduce the negative effect of the smoke. On some high humidity tests, water appeared to be
collecting at the base of the PC chassis. This water did not affect any of the components. Overall, these tests
were found to be of an inadequate scale to assess the importance of this factor.

4. SUMMARY OF ELECTROMAGNETIC COMPATIBILITY STUDIES

4.1. Scope of Study

The focus of this study was the determination of an approach for addressing the potential vulnerability of
safety-related 1&C systems to EMI/RFI and power surges in nuclear power plants.® The susceptibility of digital
technology to EMI/RFI and power surges is of concern to the nuclear industry because faster microprocessor
clock rates and lower logic voltage levels can increase the potential for disruption by electromagnetic effects.
To minimize the effects of EMI/RFI and power surges, electromagnetic compatibility (EMC) shouid be
established through the application of appropriate design, testing, and installation practices. This study
investigated commercial and military standards for EMC to identify those practices that were applicable to
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safety-related I&C systems in nuclear power plants. In addition, the ambient electromagnetic conditions that
are representative of the nuclear power plant environment were determined through long-term measurements
at selected plants.

4.2. Summary of Approach and Test Methods

This research has led to the recommended endorsement of industrial guidance on installation practices to
ensure proper grounding, shielding and isolation and to the recommendation of specific test criteria and
methods by which to confirm compatibility of equipment with its intended environment.®*® IEEE Std. 1050-
1996 is recommended because it provides well-founded EMI/RFI eliminating practices for design and
installation of electronic equipment. Adherence to these practices supports the establishment of a
comprehensive electromagnetic compatibility program.

Military standard (MIL-STD) test criteria were selected for recommendation because they provide a well-
established, systematic approach by which the susceptibility of equipment to known or expected
electromagnetic conditions can be evaluated and by which the contribution of the equipment to the
electromagnetic ambient conditions through its own emissions can be determined. These recommended testing
practices are based on the military services’ considerable experience (almost 30 years) in evaluating EMI/RFI
effects. Table 1 shows the recommended EMI/RFI test criteria from MIL-STD 461D'! and Table 2 gives the
corresponding criteria from MIL-STD 461C."

The issue of power surge susceptibility can be addressed through the demonstration of power surge withstand
capability (SWC) for electronic equipment. The test criteria and SWC practices in IEEE C62.41-1991" are
recommended as a means to control the occurrence of upsets in safety-related 1&C systems that result from ac
power surges. Establishing SWC for safety-related 1&C systems through testing is another element of assuring
electromagnetic compatibility for I1&C systems in NPPs.

4.3. EMI/RFI Site Survey Results

Also relevant to the EMI/RFI qualification of digital safety systems, both for digital upgrades and for advanced
reactor designs, is the expected electromagnetic environment in which the systems will operate. Obviously,
a system should be made sufficiently resistant to EMI/RFI to perform its required function. (In essence, it
should be sufficiently hardened to be compatible with its working environment.) Determining appropriate
susceptibility testing levels therefore requires a fairly detailed characterization of ambient conditions at the site
of the equipment installation. '

To characterize the EMI/RFI environment at current LWRs and to estimate the expected environment at
ALWRs, ORNL conducted a long-term survey of ambient electromagnetic conditions at several nuclear power
plants."* A representative sampling of power plant conditions (reactor type, operating mode, site location) were
monitored over extended observation periods (e.g., continuous measurements for up to 5 weeks at a single
location) were selected to more completely determine the characteristic electromagnpetic environment for
nuclear power plants. Observations covered a 14-month period and 8 different nuclear units, representing all
U.S. reactor manufacturers. A full range of operating modes—full-power operation, low-power operation,
startup, coastdown, plant outage, and an unscheduled event resulting in a plant trip—were observed.
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Table 1 Applicable MIL-STD 461D test criteria

Criterion Description
CE101 Conducted emissions, power leads, 30 Hz to 10 KHz
CE102 Conducted emissions, power leads, 10 kHz to 10 MHz
CS101 Conducted susceptibility, power leads, 30 Hz to 50 kHz
CS114 Conducted susceptibility, bulk cable injection, 10 kHz to

400 MHz

RE101 Radiated emissions, magnetic field, 30 Hz to 100 kHz
RE102 Radiated emissions, electric field, 10 kHz to 1 GHz
RS101 Radiated susceptibility, magnetic field, 30 Hz to 100 kHz
RS103 Radiated susceptibility, electric field, 10 kHz to 1 GHz

C = conducted, E = emissions, R = radiated, and S = susceptibility.

Table 2 MIL-STD 461C counterparts to applicable MIL-STD 461D

Criterion Description
CEO1 Conducted emissions, power leads, 30 Hz to 15 kHz
CEO03 Conducted emissions, power leads, 15 kHz to 50 MHz
CS01 Conducted susceptibility, power leads, 30 Hz to 50 kHz
Cso2 Conducted susceptibility, power and interconnecting control leads,
50 kHz to 400 MHz
REO1 Radiated emissions, magnetic field, 30 Hz to 30 kHz
REQ2 Radiated emissions, electric field, 14 kHz to 1 GHz
RSO1 Radiated susceptibility, magnetic field, 30 Hz to 50 kHz
RSO3 Radiated susceptibility, electric field, 14 kHz to 1 GHz

C = conducted, E = emissions, R = radiated, and S = susceptibility.




The nuclear units monitored included the following: one Combustion Engineering (CE) pressurized water
reactor (PWR), three Babcock and Wilcox (B&W) PWRs, one General Electric (GE) boiling water reactor
(BWR), and three Westinghouse (W) PWRs. Participating utility companies included Duke Power, Public
Service Electric and Gas, Entergy Operations and the Tennessee Valley Authority.

The electromagnetic measurement system'’ employed consists of two instruments developed by ORNL for
long-term, unattended monitoring of ambient electromagnetic emissions. This approach minimized intrusion
on the normal day-to-day operation of the plant. The requirements of this survey resulted in several novel
instrument developments.'®

The primary functional requirement for the electromagnetic measurement system (EMS) is to perform long-
term, automatic, unattended recording of EMI/RFI levels at nuclear power plant sites. Except for setup and
shutdown of the EMI/RFI monitoring instruments, no operator attention is required while the EMS makes its
observations. The EMS operates in the presence and plain view of nuclear plant employees; the instruments
are unadorned gray boxes, with no external displays, and no external controls except a key lock "off/on" switch
whose key can be removed in either setting. The EMS is designed to be sufficiently robust to withstand
extended exposure to an industrial environment.

The EMS is designed to be unobtrusive. Other than sensing the ambient levels of electromagnetic fields and
taking operating power from the plant electrical power system, it does not interact with the nuclear plant
environment. The instruments are EMI/RFI hardened; no radiated energy may enter the EMI/RFI monitors
except through the antennas, and no signals generated by the EMS are allowed to escape. The EMS is not
intended to be connected to the plant data acquisition system.

The EMS is capable of unattended operation for several months. The instruments include an onboard
uninterruptible power supply, and so they can withstand a power interruption of up to 20 minutes. In addition,
the recorded data are stored on an onboard floppy disk every six hours. Thus, even in the event of a major
failure, most of the recorded data would be preserved.

The overall frequency range is 305 Hz to 8 GHz. This range is derived primarily from MIL-STD 461C"
requirements RSO1 (low end) and RSO3 (high end). It was found to be impractical to build a single device to
cover the desired frequency range. Accordingly, two devices, the magnetic spectral receiver (covering 305
Hz to 5 MHz), and the electric spectral receiver (covering S MHz to 8 GHz), were developed.

The electric spectral receiver is configured to observe high-frequency electric fields (5 MHz to 8 GHz). It uses
two resistive taper antennas as broadband electric field probes. The antennas are connected to independent
processing circuits, one covering 20 bands of equal width from 5 to 1000 MHz, and the other a single band
from 1 to 8 GHz. The electric spectral receiver design uses heterodyne conversion and an analog peak
detector. '

The other receiver is configured to observe low-frequency radiated magnetic fields or conducted effects.
Frequency coverage is from 305 Hz to 5 MHz. The magnetic spectral receiver uses a passive loop antenna as
a broadband magnetic field transducer or a current transformer as a transducer for conducted EMI/RFI effects.
The 305 Hz to 5 MHz coverage spans 14 octaves, and the receiver simultaneously captures time-localized peak
magnetic field strength present in each octave during each sampling cycle. The implementation of the
magnetic spectral receiver uses a multiresolution digital filter bank, implemented in dedicated hardware.
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The output of each receiver is a two dimensional matrixed histogram. One dimension is band (or bin) of
frequency. The other dimension is band (or bin) of peak field strength. The entries in the histogram matrix
are the running total of the number of times (i.e., number of receiver operating cycles) that the ambient
EMUI/RFI level falls within the intersection of a particular strength bin and a particular frequency bin.
Resolution is coarse, being limited by the bin width. The cumulative histograms and their individual time tags
are stored to disk every six hours as “frames.” For considering rates of occurrence, the counts accumulated
during any given frame can be determined by subtracting the running total counts at the starting time of that
frame from the running total counts at the ending time of the frame.

The survey establishes operating envelopes that bound the observed electromagnetic conditions at the nuclear
power plants.” Bounding envelopes for the survey are based on the highest EMIURFI strength observations
and the associated expanded uncertainties for the measurements. The expanded uncertainty establishes an
interval about the measurement results in which the values of the measured phenomenon can be expected to
lie with a high level of confidence (95%). Table 3 presents the bounding observation envelope for radiated
electric fields. Table 4 presents the bounding observation envelope for radiated magnetic fields. Table 5
presents the bounding observation envelope for conducted EMI/RFI events. Regarding the confidence that
can be placed in the measured data, the ORNL survey generated ~650,000 electric field observations, ~35.7
million magnetic field observations, and ~6.4 million conducted EMI/RFI observations. However, only a few
thousand spectra show electromagnetic fields at potentially disruptive levels. Yet, it is the strength and rate
of occurrence of these rare higher levels that should determine EMI/RFI susceptibility test levels. A statistical
analysis of the data collected in this survey indicates that the probability of observing a significant EMI/RFI
event in a random 30-minute spot check is on the order of 0.003. Thus, the results of the survey confirm that
long-term monitoring is needed to adequately characterize the electromagnetic environment at a site. Finally,
the data from this survey, captured during continuous monitoring for extended periods at each plant location
under a variety of operating conditions, provides great confidence that the highest strength EMI/RFI events

were captured. The measurement approach and comparative analysis of the survey results are presented in
detail in NUREG/CR-6436."

5. SUMMARY OF ENVIRONMENTAL TESTING STUDIES OF A
DIGITAL SAFETY CHANNEL

5.1. Scope of Study

An objective of this study’’ was to identify failure modes and vulnerabilities that are associated with digital
systems. The study sought to determine experimentally the characteristic effects caused by environmental
stressors using a system that is representative of digital safety system designs. The tests examined stress levels
at which failures began and attempted to quantify the severity of consequences for safety systems.

Ranges of stress were selected at a sufficiently high level to induce errors so that failure modes characteristic
of the technologies employed could be identified. Subsystems of the EDSC assembled for the tests included
computers, electrical and optical serial communication links, fiber-optic network links, analog-to-digital and
digital-to-analog converters and multiplexers. In addition, the trip system design was typical of ALWR and/or
some retrofits in the areas of chip fabrication and packaging technology used, temperature ratings and
reliability stress tests used during component quality assurance procedures, subsystem functions and
communication protocols, and expected memory/board density.




Table 3 Bounding envelope for radiated electric fields

Frequency Band Field Strength Expanded Uncertainty

(MHz) (dB.:V/m) (dB)
5-100 130.7 +7.8
100-200 132 +35
200-300 109.9 +3.5
300400 110 +3.5
400-500 127.3 +3.5
500-600 106.2 +3.5
600-700 108.8 +3.5
700-800 115.5 +3.5
800-900 107.6 +35
900-1000 125.1 +3.5

Table 4 Bounding envelope for radiated magnetic fields

Frequency Band Field Strength Expanded
(kHz) (dBpT) Uncertainty (dB)
0.30-0.61 107 7.5
0.61-1.22 101 +75
1.22-2.44 104 +75
2.44-4.88 104 +7.5
4.88-9.77 117 +7.5
9.77-19.53 117 +7.5
19.53-39.06 106 +7.5
39.06-78.12 100 +7.5
78.12-156.25 101 +7.5
156.25-312.5 102 +4.9
312.5-625 101 4.9
625-1250 101 +4.9
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Table 5 Bounding envelope for conducted EMI events

Frequency Band EMI Strength Expanded Uncertainty
(kHz) (dBuA) (dB)
0.30-0.61 89.6 | 7.5
0.61-1.22 83.8 +7.5
1.22-2.44 78 +75
2.44-4.88 78 +7.5
4.88-9.77 73.2 +7
9.77-19.53 71.2 +5.8
19.53-39.06 77.5 +49
39.06-78.12 71.5 +49
78.12-156.25 71.5 +49
156.25-312.5 83.5 +49
312.5-625 83.5 +49
625-1250 77.5 +49

5.2. Summary of Approach and Test Methods

System Description

A block diagram of the EDSC is presented in Figure 3. It consists of two major functional subsystems: the
test system (i.e., the equipment under test) and the control system. The test system [process multiplexing
unit (PRS/MUX), digital trip computer (DTC), and engineered safety feature multiplexing unit
(ESF/MUX)] represents a single channel of an advanced reactor protection system, while the control
system (host processor) stimulates the test scenarios (i.e., generates analog signals corresponding to various
postulated reactor conditions), simulates the other three channels of a typical reactor protection system
(some newer designs include isolated interchannel communication for trip voting), and monitors and logs
the performance of the test system during environmental testing.

EMI/RFI Tests
Electromagnetic interference/radio-frequency interference tests were performed on the EDSC according to
applicable test criteria and methods stipulated in MIL-STD-461C"? and MIL-STD-462"® respectively.
MIL-STD-461C establishes the military’s emission and susceptibility requirements for electronic,
electrical, and electro-mechanical equipment and subsystems. It also provides a basis for evaluating the
electromagnetic characteristics of equipment and subsystems by setting operational acceptance criteria.
The test methods corresponding to the MIL-STD-461C requirements are described in MIL-STD-462.
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The objective of the EMI/RFI tests was to identify/confirm EMI/RFI-induced upsets and failure modes in a
microprocessor-based safety system, and also to have a basis for comparing the likely effects of EMI/RFI-
related upsets to other environmental effects such as smoke exposure. The tests were not intended to
ascertain whether the EDSC met emissions criteria. Thus, only susceptibility criteria were used in the
tests.

Fiber-optic serial datalinks to
Host Channels 2,3.4

Fiber-optic serial datalinks
from Host channels 2.3.4

Process Multiplexing

FDDI ring| Digital Trip Computer
(DI Trip acwation

signal

(Digital nibble)

Engineered Safety Feature
Multiplexing Unit

ESF/MUX

To Data Acquisition
Board in Host Processor

Fiber-optic serial
datalinks from

_-.lm- N

HoSt Processor s i Fiber-optic serial

To Host Processor
(ESF actuation signals)

(HOSTP) datalinks to DTC

Safety-related process signals
to PRS/MUX.

Figure 3. Block diagram of the experimental digital safety channel

The tests performed are the following:

CS01 - Conducted Susceptibility, Low Frequency (evaluates response of equipment to EMI/RFI present on
the power leads in the frequency range 30 Hz to 50 kHz).

CS02 - Conducted Susceptibility, High Frequency (similar to CSO1 except that it covers the higher
frequency range from 50 kHz to 400 MHz).

CS06 - Conducted Susceptibility, Spikes (evaluates response of equipment to spikes on the power leads).
RS01 - Radiated Susceptibility, Magnetic Fields; (evaluates response of equipment to radiated magnetic
fields in the frequency range 30 Hz to 50 kHz). '

RS02 - Radiated Susceptibility, Spikes (evaluates the response of the equipment to radiated magnetic and
electric fields generated by spikes and power line frequency current).

RS03 - Radiated Susceptibility, Electric Fields (evaluates the response of the equipment to radiated fields
in the frequency range from 14 kHz to 1 GHz).

Temperature/Humidity Tests
A total of 16 elevated temperature/humidity tests were performed; eight of these were performed with the

process multiplexing unit (PRS/MUX) as the Equipment Under Test (EUT) and eight with the digital trp
computer (DTC) as the EUT. With the process multiplexing unit as the EUT, temperature tests at 30%
relative humidity (RH) were performed at 100°F (38 °C), 120 °F (49 °C), 140 °F (60 °C), and 160 °F
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(71°C). The tests were then repeated at the same temperature values, but at a relative humidity of 85%.
Both test sequences were then repeated using the DTC as the EUT.

The maximum test temperature of 160°F (71°C) was used for three reasons. First, this value is at a
sufficiently high level (taking into account the operating limits of the systems comprising the EDSC) to
induce errors so that failure modes, which are characteristic of the technologies employed, could be
identified. Second, it is well beyond what the channel is likely to experience in a normal nuclear power
plant (control room) environment. Third, it is comparable to the temperature limits used by some
manufacturers in qualifying safety equipment for control room environments. [In a typical control room
environment, one manufacturer postulates that the loss of heating ventilation, and cooling will increase the
temperature in the control room to about 104 °F (40 °C). Qualification testing is performed to about 122
°F (50 °C), while the actual environmental temperature ratings of the system and/or components are
typically about 167 °F (75°C). This qualification methodology is typical of reactor manufacturers and
suppliers.]

The general procedure followed was to obtain data for about 18 hours at the baseline temperature and
humidity, then increase only the temperature to the next test value. The EUT was then monitored at this
new steady-state test value for a period of 4 hours. The temperature was then reduced to the baseline
value and monitoring was continued for an additional 18 hours, after which the temperature was raised to
the next test value. The purpose of running a baseline test before each elevated temperature test was to
account for any short-term effects due to the previous elevated temperature tests.

Smoke Exposure Tests
Based on credible smoke exposure scenarios evaluated by Nowlen,' three different smoke loads

corresponding to three different fire threat scenarios were used for these tests. The smoke loads used are
defined as follows:

Small In-Cabinet Fire: In this scenario, only a small fire (confined to 5-15% of the available fuel
within the panel) is postulated. In this case, the other non-involved components may not be damaged by
the effects of heat and flames but would be exposed to the smoke generated during the fire. The smoke
1oads for this scenario are most severe because of the relatively small enclosed volume and high fuel
loadings found to be typical of nuclear plant control panels. A smoke load of 26-560 g/m’ was identified
for this scenario. For the ORNL tests, a moderate smoke load of 160 g/m® was used. Earlier work has
shown that through-hole electronics can be reconditioned, with good results, after deposition of up to 100
ug chloride/cm’ in the surrounding area. The lower limit for when cleaning is needed is often specified
to be 10 pg chloride/cm®. For comparison, analysis of our smoke load of 160 g/m® showed the chloride
deposition to be 742 pg chloride/cm®. [The chloride content of smoke from burned cable is significant
because when combined with water (from a humid environment), the chloride will form hydrochloric acid,
which may dissolve minute, but significant, conducting substrate material.]

Large Control Room Panel Fire: The smallest smoke load postulated by Nowlen is associated with the
effects of a large cabinet fire on the general environment within a control room. In this scenario, it is
assumed that the fire source is a fully involved electrical panel, and hence it is assumed that all of the
components within the burning cabinet would be destroyed by direct thermal effects. This scenario was
considered by Nowlen to represent the most severe fire that might be experienced in the main control
room. Nonetheless, the relative density of the smoke exposure for this scenario is significantly lower than
that of the small in-cabinet fire because it is assumed that the smoke would be distributed throughout the
much larger volume of the control room. Based on a consideration of both typical control panel fuel loads
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and typical control room air volumes, Nowlen estimated the smoke load for this scenario to be from 2.8-
11.2 g/m®. For the ORNL tests, a smoke load of approximately 3 g/m* was used to simulate this scenario.
Analysis of the smoke deposition showed the circuit board chloride surface contamination to be about 29
ug chloride/cm’.

Significant Fires in General Plant Areas: This scenario is intended to be representative of the types of
fires that might take place in general plant areas where advanced digital systems might be housed. This
would include areas such as relay rooms, cable penetration rooms, cable vault and tunnel areas, etc. It was
not intended to represent very large plant areas such as the turbine hall. The smoke load for this scenario
falls between the two previous scenarios and was estimated by Nowlen to be 14-56 g/m’. For the ORNL
tests, a smoke load of 20 g/m® was used to simulate this scenario. Analysis of this smoke load showed the
chloride deposition on the boards to be about 57 pug chloride/cm?.

A total of ten tests were performed on the PRS/MUX and the DTC, which included fiber optic modules
for interchannel optical communication. This included three tests designed to simulate and study the short
term effects of fire suppression - the increase in humidity (in the presence of smoke) and the presence of
carbon dioxide from a fire extinguisher. The general procedure adopted for the tests is as follows:

1. The EUT was placed in the exposure chamber and baseline data was obtained over a period of about
3 hours. The environmental chamber was maintained at 75°F and 30% RH during this time.

2. A predetermined mixture of different types of cables was burned to produce a desired smoke density
in the exposure chamber. (NOTE: Experience showed that the cables completely burned in about 5
min.)

3. Inthe case where the test called for smoke and humidity, a predetermined amount of water was boiled
off inside the exposure chamber, 15 min. into the test, to provide 85% relative humidity.

4. The EUT was exposed to the smoke for a total of 1 hour. The smoke was then vented from the
exposure chamber.

5. The EUT was left in the exposure chamber and monitoring continued for approximately 20 hours.
Chamber temperature was maintained at approximately 75°F and 30% RH.

6. The EUT was examined for damages/malfunctions and thoroughly cleaned. Cleanup consisted of first
removing the electronic boards and blowing the deposited, non-sticky soot off with compressed air.
The boards were then sprayed with Tech Spray no. 1677-5 Universal Cleaner Degreaser or
Chemtronics Electronics Cleaner/Degreaser 2000. The exposure chamber was also thoroughly cleaned
and made ready for the next test.

5.3. Results of Environmental Stressor Effects Testing

Interfaces were found to be the most vulnerable elements of the EDSC. The majority of effects resulting
from the application of the stressors were communication errors, particularly for serial communication
links. Many of these errors were intermittent timeout errors or corrupted transmissions, indicating failure
of a microprocessor to receive data from an associated multiplexer, optical serial link, or network node.
Because of similarities in fabrication and packaging technologies, other digital safety systems are likely to
be vulnerable to similar upsets. As was experienced with the EDSC, intermittent component upsets will
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typically impede communication, either on the board level (e.g., during bus transfers of data), or on the
subsystem level (e.g., during serial or network data transfers). Thus, qualification testing should confirm
the response of any digital interfaces to environmental stress.

Based on incidence of functional errors observed during testing, EMI/RFI, smoke exposure, and high
temperature coupled with high relative humidity, in that order, were found to be the most significant of the
stressors investigated. The most prevalent stressor-induced upsets, as well as the most severe, were found
to occur during the EMI/RFI tests. For example, these tests produced the only permanent failure of the
EDSC (i.e., power supply, at an electric field level of 72 V/m).

Although the EDSC test demonstrated system-level effects for both conducted and radiated EMI, the
commercial components used exhibited greater susceptibility to conducted EMI. This observation is
consistent with general industrial experience voiced by European EMI experts. It should be noted that the
relative susceptibility of particular systems can be mitigated by grounding, shielding, isolation, and surge
withstand practices.

With regard to temperature and humidity, the study found that the combination of high temperature at high
relative humidity was the condition most likely to affect the EDSC, rather than temperature acting alone.
High relative humidity is not as likely in a controlled environment such as a control room, but still needs
to be considered in qualification, especially for post-accident monitoring equipment.

For smoke exposure, important failure mechanisms are not only long-term effects such as corrosion, but
also short-term and perhaps intermittent effects such as current leakage. Smoke can cause circuit bridging
and, thus, affect the operation of digital equipment. Because the edge connections and interfaces are
typically uncoated, the most likely effect of the smoke is to impede communication and data transfer
between subsystems.

During the smoke tests, upsets typically were not encountered until about an hour into the exposure tests.
The EDSC did not lose functionality when exposed to smoke equivalent to a large control room panel fire
conditions (smoke density of about 3 g/m®). A large control room panel fire has been postulated by
Nowlen" as the most likely severe fire which might be experienced in the main control room. In this
scenario, a whole panel bums, all equipment within the panel is destroyed, and the smoke from this fire is
dispersed throughout the control room. Because of similarities between the EDSC and digital safety
systems with regard to circuit board and chip fabrication and packaging, it is reasonable to postulate that
commercial digital equipment will likely maintain functionality during its initial period of exposure to
smoke equivalent to a large control room panel fire unless any of the equipment is contained in the burning
panel or in close proximity to the fire source. Given early detection of a fire and subsequent application of
fire suppression measures, digital systems can therefore be expected to maintain functionality (to allow
safe shutdown) for as much as an hour or more following exposure, provided that the equipment is not
directly exposed to the fire.

The solder mask on commercial electronic boards appear to be effective in preventing catastrophic and/or
permanent failure of the board even when they are exposed to a reasonably high level of smoke. The
lower limit that necessitates cleaning of circuit boards, due to chloride deposits from smoke, is often
specified to be 10 pg chloride/cm®. For comparison, analysis of the largest smoke load used (160 g/m®)
showed the chloride deposition to be 742 ug chloride/cm®. (Tests with uncoated boards using comparable
smoke loads showed a marked decrease in resistance.”)




6. CONCLUSIONS

The results for the example plant used in the stressor prioritization study indicated that humidity, EMI
from lightning, and smoke can be potentially risk-significant. The risk-significance of EMI from lightning
and smoke, however, are sensitive to detection periods for equipment failure following the events. The
results also showed that the effects of some stressors, such as humidity, can be sensitive to the location of
the equipment. For the levels of the stressors analyzed, risk effects from temperature in digital 1&C
equipment locations, and from assumed levels of vibrations, appear to be less significant.

The study on the impact of smoke exposure on digital devices found hermetically-sealed ceramic packages
to be more resistant to smoke than plastic packages. Coating the boards with an acrylic spray provided
some protection against circuit bridging. The smoke generation factors that affected the resistance the
most were humidity, fuel level, and burn temperature. The use of CO, as a fire suppressant, the presence
of galvanic metal, and the presence of polyvinyl chloride (PVC) did not significantly affect the outcome of
these results.

Based on the volume of measured EMI/RFI data at nuclear power plants under a wide variety of

- conditions, the bounding observation envelopes provided a reasonable characterization of the EMI/RFI
environment typical of nuclear power plants. Digital I&C equipment hardened to withstand EMI levels
greater than those bounding observation envelopes should operate as intended in similar EMI/RFI
environments. The EMI/RFI susceptibility of safety-related digital I&C systems with the electromagnetic
environment to be expected at nuclear power plants can be determined by applying the recommended MIL-
STD test criteria and methods.®> These EMI/RFI susceptibility tests, when coupled with emissions testing,
SWC testing, and well-founded design and installation practices, contribute to the establishment of
electromagnetic compatibility for safety-related I&C systems in existing NPPs. Therefore, the results from
the EMI/RFI surveys support the determination of a reasonable approach to ensuring electromagnetic
compatibility in the safety-related systems of advanced reactors as well.

Results of the environmental testing of a representative digital safety channel showed communication
interfaces to be the most vulnerable elements of the EDSC. The majority of effects resulting from the
application of the stressors were communication errors, particularly for serial communication links. Many
of these errors were intermittent timeout errors or corrupted transmissions, indicating failure of a
microprocessor to receive data from an associated multiplexer, optical serial link, or network node.
Because of similarities in fabrication and packaging technologies, other digital safety systems are likely to
be vulnerable to similar upsets. As was experienced with the EDSC, intermittent component upsets will
typically impede communication, either on the board level (e.g., during bus transfers of data), or on the
subsystem level (e.g., during serial or network data transfers). Thus, qualification testing should confirm
the response of any digital interfaces to environmental stress.

The stressor prioritization study and the environmental study suggest that, in addition to the traditional
stressors such as temperature and humidity, EMI is of sufficient risk significance to be included in a
qualification program. The findings of the electromagnetic compatibility study establishes the technical
basis for evaluating upgrades or new installations of safety-related 1&C systems in nuclear power plants.

Although some of the smoke-induced failure mechanisms were identified in the smoke exposure study, the
means for addressing smoke susceptibility is still under investigation.
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Results from these studies support a recommendation of the applicability of IEEE 323-1983, with some
exceptions/clarifications, for qualification of digital safety-related I&C systems. In addition, a general
methodology for environmental qualification of microprocessor-based 1&C equipment for nuclear power
plants is being developed. This methodology will be reported in a forthcoming NUREG/CR report.
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Abstract

A program to assess the impact of smoke on digital instrumentation and
control (1&C) safety systems began in 1994, funded by the US Nuclear
Regulatory Commission Office of Research. Digital I&C safety systems are
likely replacements for today’s analog systems. The nuclear industry has
little experience in qualifying digital electronics for critical systems, part of
which is understanding system performance during plant fires. The results
of tests evaluating the performance of digital circuits and chip technologies
exposed to the various smoke and humidity conditions representative of
cable fires are discussed. Tests results show that low to moderate smoke
densities can cause intermittent failures of digital systems. Smoke increases
leakage currents between biased contacts, leading to shorts. Chips with
faster switching times, and thus higher output drive currents, are less sen-
sitive to leakage currents and thus to smoke. Contact corrosion from acidic
gases in smoke and inductance of stray capacitance are less important con-
tributors to system upset. Transmission line coupling was increased because
the smoke acted as a conductive layer between the lines. Permanent circuit
damage was not obvious in the 24 hr of circuit monitoring. Test results also
show that polyurethane, parylene, and acrylic conformal coatings are more
effective in protecting against smoke than epoxy or silicone. Common-sense
mitigation measures are discussed. Unfortunately we are a long way from
standard tests for smoke exposure that capture the variations in smoke
exposure possible in an actual fire.

*Sandia is a2 multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the
United States Department of Energy under contract DE-AC04-94AL85000.

tResearch sponsored by the Office of Nuclear Regulatory Research, U.S. Nuclear Regulatory Commission. The
opinions and viewpoints expressed herein are those of the authors and do not necessarily reflect the criteria, require-
ments, and guidelines of the USNRC.
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1 Introduction

1.1 Purpose of this program

Nuclear power plants are replacing analog instrumentation and control (1&C) equipment with digi-
tal 1&C equipment; however, there is concern about how these new control systems will be affected
by abnormal or severe environments, such as smoke from an electrical fire.[1] In 1994 the U.S.
Nuclear Regulatory Commission (USNRC) initiated a program at Sandia National Laboratories
(SNL) to determine the impact of smoke on advanced instrumentation and on safety systems. The
program was started in response to a user need to determine the impact of smoke on the new digital
safety systems, reply to questions posed by the Advisory Committee for Reactor Safeguards, and
determine if smoke can cause failures in reactor safety systems. The program is providing informa-
tion on the reliability of digital I&C systems in a smoke environment. The failure modes of digital
I&C caused by smoke have been identified as (1) corrosion of metal contacts and circuit traces, (2)
circuit bridging, and (3) an increase in contact resistance. Smoke is expected to cause immediate
failures by circuit bridging and an increase in contact resistance, but corrosion is expected to cause
long-term failures.

1.2 Background of smoke damage to electrical equipment

At the time this program started, there were little data about how smoke affected active (powered
and operating) electronics. Smoke damage in other industries, such as telecommunications, was
serious enough to merit detailed analysis of smoke corrosivity and equipment recovery. However,
except for the work by Jacobus [2] on relays, power supplies, and switches, no reports have been
found in the public literature on active monitoring of electronics in smoke. Since nuclear power
plants require continuous control and monitoring of reactor systems, research on the ability to
salvage equipment after a fire is not sufficient. It is necessary to be able to determine how smoke
affects an active digital system.

The need to protect equipment from smoke has been recognized by the U.S. Navy, the Department
of Energy (DOE), the telecommunications industry, and insurance companies. The early studies by
the Navy concentrated on the effects of smoke on structural elements in ships.{3] Because of smoke
corrosivity, the Navy also created standaids for testing the smoke from various cable materials to
measure its acidity. Cables that produced less acid when burned were used in ships. Since many
of the acidic gases are produced by halogenated compounds (i.e., chlorine and bromine), the Navy
has been limiting the use of halogenated materials on ships. Also, the Navy has developed a system
by which equipment could be restored to full use by prompt cleaning with detergents and thorough
drying [4].

The telecommunications industry has been interested in smoke corrosivity because fires in central
offices have disabled service in large areas [5]. Insurance companies are also interested in smoke
damage and recovery of electrical equipment. These two groups have contributed to standard testing
methods to determine which materials, when burned, would cause the most corrosive smoke. Most
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Figure 1: Interdigitated comb board used to measure surface insulation resistance.

of these test methods measure acidity of gases or metal loss. The acidity of the gases is assumed to
be directly related to corrosive metal loss. Some of the standards developed for smoke corrosivity
testing are ASTM Db5485, IEC 754-1, 1994-01, DIN 53436 and CNET(ISO/DIS 11907 part 2).
Methods have also been developed to calculate damage probabilities for a given smoke deposition
[6). All of this work is concerned with electronics after the fire, not during the fire.

Degradation of electronics caused by smoke can be similar to degradation from air pollution. Pol-
luted air contains many of the same ionic contaminants as smoke (i.e., chlorides and sulfates);
however, the deposition rate of these contaminants is much slower from air pollution.[7] Ionic con-
taminants increase leakage currents by providing a current path and combining with conductive
material to form metal salts. In the presence of ionic contaminants, electrically biased conductors
develop metallic dendridic growths that increase leakage currents. Electronics reliability involves
both the aging and manufacturing processes. The cleaner the manufacturing process, the more
reliable the product. Cleanliness is monitored by measuring surface insulation resistance: inter-
digitated comb patterns, shown in Figure 1, are biased with dc voltage while the leakage currents
are monitored. In order to test how such a pattern would react to pollutants after a long period
of time, “accelerated” aging tests are performed at high temperatures and humidity.[8] They also
measure surface deposition of ionic contaminants. This particular measurement is now starting to
be used for testing smoke corrosivity.[9] The amount of surface deposition of ionic contaminants is
used to determine whether smoke-exposed equipment should be reconditioned.

All of this research was focused on damage that measured ionic contamination deposited on surfaces
rather than smoke density. Most of these industries are concerned with recovery rather than active
control of equipment during the fire; therefore, an important measure is the amount of deposit that
remains after the fire. There have been few comparisons to determine what kinds of circuits are
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most tolerant of smoke. Knowledge of the mechanisms for smoke damage is important for designing
smoke tolerance in electronics and mitigating smoke effects.

1.3 Focus of this research

The research reported here has focused on the impact of smoke on digital 1&C equipment. Rather
than recovery of equipment, it addresses the need of nuclear power plants to continuously monitor
and control a reactor and to determine the immediate effects of smoke on equipment. All of
the exposures in our experiments included real-time monitoring to determine what happens as
equipment is exposed to smoke. The research has included investigations into the types of failure
modes experienced by digital I&C components, exposure of whole computers and digital systems,
and possible protection methods. An attempt was made to determine the failure threshold of
electronics, but this threshold varies with electronic equipment technology. Three sets of tests
have been performed to date: tests on digital systems, measurements of leakage currents, and
measurements of the effects of smoke on various circuit types.

Because there are no electronics qualification test standards for smoke, the method of exposure
has been based on the draft smoke corrosivity standard for the radiant heat method proposed by
ASTM E5.21.70. This method tests different materials and is a static smoke exposure—all of the
smoke that is created is contained within an enclosure. The fuel is placed in quartz combustion
chambers located underneath an exposure chamber. The fuel is heated and ignited in the com-
bustion chamber. The smoke rises up stainless steel chimneys to the exposure chamber containing
the device under test. Two smoke exposure chambers were built—one that is the same size as the
draft standard, and a larger one that could hold an entire computer. The larger chamber is shown
in Figure 2. The standard exposure time is 1 hr. The radiant heat lamps that heat the fuel are on
only for 15 min. The smoke is vented after the 1-hr exposure, and the electronics continue to be
monitored for 24 hr after the exposure starts.

2 Summary of Previous SNL Results

2.1 Smoke exposures at SNL

The first set of tests was performed in conjunction with Qak Ridge National Laboratory (ORNL)
and its USNRC-sponsored program on advanced I&C qualification.[10] Two digitally based systems
were exposed to smoke from cable fires using various plausible scenarios and monitored during the
exposure. A multiplexer board that was connected by a serial line to a personal computer outside
of the smoke exposure chamber was exposed to three kinds of smoke (cross-linked polyethylene with
chlorosulfonated polyethylene, ethylene propylene rubber with chlorosulfonated polyethylene, and
polyvinyl chloride). The fuel load provided was equivalent to 75 g of fuel 1 m? of air. During the
polyvinyl chloride fire, the smoke interrupted the communications between the board and the PC
and temporarily stopped the program; however, the program was restarted, and the board seemed
to work thereafter.




Figure 2: This large smoke chamber was built to expose computers to smoke. It is five times larger
in volume than the ASTM draft standard and includes four combustion chambers.
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ORNL also designed the second experiment of this set—an experimental digital safety channel
where subsystems included computers, electrical and optical serial communication links, fiber-optic
network links, analog-to-digital and digital-to-analog converters, and multiplexers. Various subsys-
tems of the safety channel were exposed to smoke of different fuel loads and humidity levels. For
these tests, communication upsets were observed at all levels of smoke density, ranging from net-
work retransmissions at low smoke densities to serial link timeout errors at higher smoke densities.
Another general observation was that once the various PC units had been exposed to smoke, the
baseline tests were no longer upset free. Because these upsets were intermittent, we believe that
they were caused by circuit bridging since corrosion and increased contact resistance are not likely
to cause only temporary failures. '

The second set of tests determined the effect of circuit bridging on component packaging because
this was the most likely cause of failure in the first set of tests. Leakage currents were measured
between biased pins on empty component packages. Some of the packages were protected with
a conformal coating of acrylic or a chassis body equipped with a cooling fan. The tests showed
that smoke immediately reduces insulation resistance, but that the resistance may recover if the
smoke is vented. The acrylic coating helped reduce circuit bridging, but the cooling fan on the
chassis body increased the amount of soot deposited on the components and thus increased circuit

bridging. The results of the digital system tests and component packaging tests are reported in
NUREG/CR-6476.[11]

The third set of tests was conducted to study the effects of three possible failure modes on a
functional circuit board: (1) circuit bridging, (2) corrosion of contacts, and (3) induction of stray
capacitance. Stray capacitance can be induced by adding conductive surfaces near high-frequency
circuits, and hence is related to circuit bridging. These failures were studied on functional boards
containing circuits sensitive to these failure modes. The components on the boards were those
commonly used in modern electrical circuits. The boards contained high-voltage (to study circuit
bridging), high-current (to study corrosion), high-frequency (to study stray capacitance), and high-
speed digital circuits. Circuit performance was measured continuously on bare and conformally
coated boards during the smoke exposure and for 24 hr after the start of the exposure. The boards
were also subjected to a range of smoke levels to try to determine failure thresholds.

The major results found from all of these tests were that smoke can cause intermittent upsets of
digital systems. Smoke increases leakage currents across biased contacts. If leakage currents are
increased or shorts occur, the digital systems can receive faulty data that can cause an upset. High
smoke density, high humidity, and flaming fires cause more failures than less smoke, low humidity
and smoldering fires. Conformal coatings and chip packages with large lead spacing can improve
smoke tolerance.

3 Recent Results

Recent results include those for the functional circuit tests, a comparison of chip technologies,
and a comparison of conformal coatings. The comparisons of functional circuit tests and chip

168




Figure 3: The functional circuit boards allowed testing for different smoke failure modes.

technologies were reported in NUREG/CR-6543 [12]. The comparisons of conformal coatings have
been completed and will be included in a results and insights report due in 1998.

3.1 Circuits tested and results

The functional circuit board tests consisted of 12 tests that compared the effect of smoke on
different types of circuits. These circuits, listed in Table 1, were designed by the Low Residue
Soldering Task Force' to determine what particular failure mechanisms would be most likely to
happen in electronic circuits. [13] Each circuit displays a different failure. The components of this
circuit board include both plated-through hole (PTH) and surface-mounted (SMT) components.
In general, SMT components are smaller and easier to install because there is no need to drill holes
in printed wiring boards to install them. Thus, more and more digital systems are expected to
contain SMT components. When reasonable, the circuits on the functional circuit board contain
either SMT or PTH components. Figure 3 shows the functional circuit board. The transmission
lines, which are on the reverse side of the functional circuit boards, are shown in Figure 4.

The failures observed during the smoke exposures for the various circuits were as follows:

e High voltage low current—increase in conduction around both PTH and SMT circuits, results
in reduced resistance measurement

1The Low Residue Soldering Task Force was formed in April 1993 by Sandia National Laboratories and combined
the joint efforts of industry, military, and government to evaluate low-residue soldering processes for military and
commercial applications.
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Figure 4: Two 50-{2 transmission lines to measure transmission line coupling.

Table 1: Functional circuits tested and their likely failures.

Circuit Sensitivity Package
High voltage low current Alternative current leakage paths PTH/SMT
High current low voltage Increased resistance in solder joints PTH/SMT
High-frequency transmission line  Coupling between transmission lines = Traces on PWB
High-frequency low-pass filter Increased inductance or capacitance PTH/SMT
High-speed digital Increased pulse rise, fall, or delay times PTH/SMT

High current low voltage—increase in resistance for SMT circuit only
High-frequency transmission line—increase in coupling while smoke in chamber
High-frequency low-pass filter—very little change from smoke

High-speed digital—pulse stopped either immediately or after a few hours of exposure, but
restarted.

To illustrate the effect of smoke on these circuits, the following three figures plot the response of
the circuits to smoke. In general the circuits that responded the most to the smoke were the high-
voltage low-current circuits. These circuits had a high potential, 300 Vdc, across a high impedance
circuit of 50 MQ2. The measured resistance of the high-voltage low-current circuit depended on the
smoke density. Figure 5 shows how the high-voltage low-current circuit reacts to different amounts
of smoke. When the smoke density is medium (25 g of fuel per m3), then the measured resistance
falls, but as the smoke clears by deposition and venting, the resistance returns to normal. The
circuits tested with a high fuel load (50 g of fuel per m®) did not recover after venting. The surface
deposition was high enough that the current must have passed through the soot on the surface.
The resistance of the coated high-voltage low-current circuit did not decrease as much as either of
the other circuits. A conformal coating might protect such a circuit.

The high-current low-voltage circuit was a low-resistance circuit that was sensitive to loss of con-
ductivity due to corrosive action of the smoke. Figure 6 shows the reaction of the high-current
low-voltage PTH and SMT circuits to smoke (high fuel load, 50 g of fuel per m®). The resistance of
the SMT circuit increases, but does not return to normal after the tests. The PTH circuit seems to
be unaffected. The conductive traces or solder joints of the SMT circuit are probably attacked by
smoke. Tests with smaller amounts of smoke showed similar but less reaction. The corrosive and
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Figure 5: Increased conduction is caused by smoke particles in the air and surface deposition for
the high-voltage low-current circuit.

permanent effect of smoke is shown here by this change in resistance. The change is small—only
2%, even for large fuel loads.

The transmission line coupling increased at 50 MHz, as shown in Figure 7. This means that the
signal transmitted by one line was picked up on a parallel line. This effect is high while the smoke
is in the chamber, but diminishes again once the smoke is pumped out. The smoke seems to act
like a conductive layer between the two transmission lines.

3.2 Chip technology comparisons

The component tests and the functional circuit tests showed that smoke can cause circuit bridging.
The amount of bridging that is harmful to a particular circuit is dependent on the component
technology in the circuit. To determine a failure threshold for logic chips from different chip
technologies, a nonsmoke experiment was performed in which the circuit bridging of smoke was
simulated with a variable resistor. The concept of this test is illustrated in Figure 8. The normal
output of the OR gate at the right of the figure is a high state. The high input to this last gate
is connected by a variable resistor to ground, simulating the circuit-bridging effect of smoke. The
value of the resistance was lowered to see at what resistance the output of the last OR gate changed
to a low state. This was called the critical resistance. The lower the critical resistance, the more
tolerant the gate is to smoke, for it would take more smoke to cause a lower resistance.

The critical resistance of a variety of technologies is plotted in Figure 9 against their published
switching times. Switching times are indicative of output current drive because the time to switch

171




1.5 —
2T , —SMT
x O; :
149+ g fo e
a 2e [6 =
S~ u_S, ,8 )
8 1.48 + =1 € 2
g o E
7 £ i k
2 147 ol ‘
& L :
1.46 T MTH- ~— ‘
1.45 o ‘ ;
-1 0 1 2 3 4 5

Time (hr)

Figure 6: Smoke causes slight increases in resistance of the high-current low-voltage circuit.
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Figure 7: Smoke in the air increases transmission line coupling at 50 MHz.
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Figure 8: By simulating the circuit bridging effects of smoke with a variable resistor, various logic
chip technologies were compared for smoke tolerance.

a state depends on overcoming the RC time constant of the circuit, where R and C stand for the
inherent resistance and capacitance of the circuit. The higher the output current and lower the
input impedance, the faster the switching time. As seen in the figure, the critical resistance varies
approximately with switching time. This means that circuits with faster switching times (high
output drive currents) are more tolerant to smoke.

The main component in the high-speed digital circuit tested in the functional circuit board was an
advanced transistor-to-transistor logic chip (FAST). This experiment showed that a FAST chip is
tolerant to relatively high leakage currents and hence is more tolerant to smoke than other chip
technologies. This experiment also showed that technologies with a high output current are more
tolerant of smoke. Because standard complementary metal-oxide semiconductor (CMOS) chips
have lower output current drive than FAST chips, they are more sensitive to smoke. These tests
suggest that CMOS chips would have been affected at lower smoke levels than FAST chips.

3.3 Coating Tests

Conformal coatings can substantially increase the smoke tolerance of both analog and digital cir-
cuits. There are more than 75 conformal coatings on the market. In general, there are five types
of coatings: polyurethane, epoxy, silicone, acrylic, and parylene. One coating from each of the five
types was selected and applied by Specialty Coating, Inc. of Indianapolis, Indiana, to protect the
functional boards. These coatings are listed in Table 2. The smoke exposure tests showed that all
the circuits performed much better with a conformal coating, although there were minor differences
in the performance of the different coatings.

The best circuit to demonstrate differences in coatings is the high-voltage low-current circuit,
because it is the most sensitive to smoke. The coatings were expected to provide quite a bit of
protection, so a very high fuel level was used—200 g/m®. Twelve boards remained uncoated, while
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Figure 9: Critical resistance increases with switching time.

switching times have more smoke tolerance.

Table 2: Coatings tested.

The technologies with the fastest

Coating Types Brand Product Application thickness (nom.) How applied
Acrylic Humiseal 1B-31 2.5 mil Dipped

Epoxy Envibar UVv1i244 2.5 mil Dipped

Parylene Union Carbide Type C 0.75 mil Vacuum deposited
Polyurethane  Conap CE-1155 2.5 mil Dipped

Silicone Dow 3-1765 5 mil Dipped
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four each of the five conformal coatings were applied to 24 boards. The data from these tests are
shown in Figures 10 and 11 for the SMT and PTH circuits respectively. The data are presented as
averages of four time periods: preburn (before the fire starts), burn (during the fire), soak (after
the fire is out, but before venting), and vent (during venting).

The SMT circuit reacted as expected for the bare boards, as shown in Figure 10. The pretest values
were about 50 M{2. When smoke was added, the resistance decreased. A comparison of the various
coatings shows that the best coatings were polyurethane, parylene, and acrylic, and the worst were
silicone and epoxy. In fact, the resistance of the silicone-coated board was low during the preburn
period.

The PTH circuit displayed two types of failure (Figure 11), one in which resistance decreased as
in the SMT circuit and one in which it increased. This increase indicates an open circuit. One
explanation of the open-circuit failure is that when the board was heated by the fire during the
exposure, the board warped and opened the circuit. We tested the PTH circuits at 75° C (the
highest temperature in the exposure chamber that the boards were exposed to) to see if the heat
caused the open circuit. However, the circuits that opened during the smoke test did not open at
this temperature. Of the uncoated boards, three failed in the open condition while seven failed as
if the circuit shorted. The reaction of the coated boards indicates that the polyurethane, parylene,
and acrylic coatings protected against the failure where the resistance of the circuit decreased, but
did not protect against an open circuit. Again, the epoxy and silicone coatings did not perform as
well as the other three.

3.4 Mitigation of Smoke Damage

Smoke damage may be mitigated by controlling the potential fire environment and by designing
high smoke tolerance into the electronic systems. Common sense and results from our tests provide
several general rules on controlling a fire environment:

¢ Minimize fire occurrences and quickly detect and suppress fires to minimize smoke exposure.
e Use fire-retardant materials in plants where possible

e Select locations for digital 1&C equipment that are:

— away from areas with a high likelihood of fire, for example, the diesel generator room
— not equipped with water-based fire suppression systems

— in controlled, dry environments (<30% RH)

protected with smoke removal systems.

Electronic systems should be designed so that they can be tolerant to smoke. Findings from these
tests indicate that design elements should:

e be enclosed in a box or conformally coated to protect electronics
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Figure 10: Coating comparison of the high-voltage low-current circuit for the SMT components.
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Figure 11: Coating comparison of the high-voltage low-current circuit for the PTH components.
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e include electronics with high output current, such as transistor-to-transistor logic (TTL) or
advanced CMOS

e include chip packages with widely spaced contacts
e include hermetically sealed packages rather than plastic packages

e avoid ventilation fans that can draw in more smoke

avoid high voltages because particulates are drawn to strong fields

Beyond protecting the electronics from soot deposition, it is also important to protect them from
the charged smoke in the air. At this time it is not possible to predict how any one digital system
will react to smoke.

4 Conclusions

Smoke exposure testing is not a well-developed field in terms of an environmental qualification
test for any electronic equipment—digital or analog. The program described here has supported
some of the first tests of how digital equipment will react to smoke. Smoke causes intermittent
upsets of digital equipment by interrupting digital communications. These upsets are caused by
circuit bridging; the charged smoke particles act as a bridge for electrical currents. Conductivity
is increased both by the smoke and by soot deposits. Smoke can also cause a breakdown in solder
joints and increased coupling between transmission lines.

Smoke damage can be minimized by fire awareness, protection and design of digital I&C equipment,
and smoke control. Some design elements include the use of types of chips and conformal coatings
that can increase the tolerance of electronics to smoke. Chips that have faster switching times
tend to be more smoke tolerant. Faster switching times tend to require higher output currents,
so any small leakage currents may not be as significant. Conformal coatings such as parylene,
~ polyurethanes, and some acrylics can protect circuits from the effects of smoke.

Smoke qualification testing of digital equipment is not expected to become a standard soon. First,
there is no testing standard that can be readily adapted to support the systematic, repeatable
assessment of the susceptibility of electronic components to degraded performance due to smoke.
Current smoke test methods do not address the question of when a digital 1&C system would
be upset; rather, they address only the corrosive potential of a given fuel. Second, a smoke-filled
environment does not lend itself easily to measurements. For example, the actual smoke density and
chemical composition at the time of an upset may be an important parameter, but measurement of
this parameter is difficult. Thus, unlike fire temperature tests, where an item is qualified if it can
survive exposure to certain time-temperture profiles, it is uncertain how to repeatably create or
measure the smoke conditions produced during a test that may be relevant for digital I&C system
upset. Third, there is currently no technical basis for establishing bounding smoke conditions for
testing purposes that can characterize likely smoke environments in nuclear power plants. We have
made estimates based on the type and amount of fuel likely to burn in different environments, but




these estimates do not include smoke transport and evolution, and have provided only minimal
indications of the effect of different fuels.

SNL has begun a program to determine how to include smoke in risk assessments. This program will
measure the electrical characteristics of smoke, such as conductivity, as a function of smoke density
and fuel. In addition to these direct-current measurements, SNL will expose different interfaces
(i.e., connectors) carrying digital signals. Connectors are not usually coated, so they may be the
most vulnerable region of a digital system. To date, SNL tests have protected the connectors during
component and functional board exposures. For the upcoming tests, the connectors will be exposed
and bit error rates will be recorded to estimate upset thresholds. Estimates of upset thresholds
and failure modes are necessary for risk assessments.
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Review Guidelines for Software Written in High Level
Programming Language Used in Safety Systems

Myron Hecht, SoHaR Incorporated
and Robert Brill, U.S. Nuclear Regulatory Commission

Abstract: This paper provides an overview of the results of a NRC-sponsored research on
guidelines for review of software written in high level languages for use in safety systems. These
guidelines were developed using a 3-level hierarchical framework consisting of top level,
intermediate, and base attributes. The top level attributes of reliability, robustness, traceability,
and maintainability were developed in order to define general qualities of software related to
safety. Intermediate attributes were then developed to describe the top level attributes in greater
detail. At the lowest level are the base attributes which were defined to be sufficiently specific to
derive language specific guidelines. These attributes were then used to develop specific
guidelines for a total of 9 languages. The resulting guidelines are available in the form of both a
NUREG report and HTML files.

Certain programming practices can affect the safety of digital systems, and hence, guidelines can be
developed to enhance their dependability. This paper provides an overview of the results of An NRC-
sponsored project which identifies such guidelines for safety related software written in the following
nine high level languages: Ada, Ada95, C/C++, Pascal, PL/M IEC 1131-3 Ladder Logic, Sequential
Function Charts, Structured Text, and Function Block Diagrams. The complete guidelines are described
in NUREG CR/6463 Rev. 1 (Hecht, 1997) and in a set of hypertext markup language (HTML) files . The
first section describes how the guidelines were developed, the second discusses the generic attributes,
and the third discusses language-specific issues for selected languages covered by the guidelines.

1 Methodology

In order to develop a technical basis for the guidelines, attributes of software safety were compiled and
classified from a review of the large body of literature in software safety. An initial framework was
established and iteratively refined resulting in the 3-level hierarchy described shown in Figure 1. The
two highest levels called top level and intermediate level were used to define broader and narrower
categories of attributes. The lowest level, called the base level, contains qualities or characteristics of
safe programming practices that can then be used to develop language specific guidelines.

These attributes, which are called generic attributes, were used by individuals with extensive
programming backgrounds in one or more of the 9 languages covered by this project to develop language
specific guidelines. The generic attributes and language specific guidelines were then submitted to an
independent set of SMEs who served as reviewers. These reviewers provided an initial round of
comments, after which the guidelines were revised. The guidelines were then verified by a resubmission
to the reviewers for a final round of evaluations. The classification was validated by comparing the
attributes with the causes and descriptions of failures in two major air traffic control projects (the Federal
Aviation Administration Advanced Automation System and Voice Control Switching System) as well as
incident reports from the Eagle 21 reactor protection system upgrades at the Tennessee Valley Authority
(TVA) Sequoyah Nuclear Plant. For the C and Ada languages, a total of 150 specific failure reports
were associated with specific guidelines. Additional validation came from other published large scale
studies of software failures.
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Figure 1. Conceptual Framework for Attributes and Guidelines

2

Generic Attributes

This section describes the generic attributes shown in figure 1. A complete description can be found in
Chapter 2 of NUREG/CR 6463 Rev. 1. The top level generic attributes, which define a general quality of
software related to safety, are

2.1

Reliability. The predictable and consistent performance of the software under conditions
specified in the design basis. This top level attribute is important to safety because it decreases
the likelihood that faults causing unsuccessful operation will be introduced into the source code
during implementation.

Robustness. Robustness is the capability of the safety system software to operate in an
acceptable manner under abnormal conditions or events. This top level attribute is important to
safety because it enhances the capability of the software to handle exception conditions, recover
from internal failures, and prevent propagation of errors arising from unusual circumstances.

Traceability. Traceability relates to the feasibility of reviewing and identifying the source code
and library component origin and development processes, i.e., that the delivered code can be
shown to be the product of a disciplined implementation process. Traceability also includes
being able to associate source code with higher level design documents. This top level attribute
is important to safety because it facilitates verification and validation, and other aspects of
software quality assurance.

Maintainability. The means by which the source code reduces the likelihood that faults will be
introduced during changes made after delivery. This top level attribute is important to safety
because it decreases the likelihood of unsuccessful operation resulting from faults during
adaptive, corrective, or perfective software maintenance.

Reliability

In the software context, reliability is either (1) the probability of successful execution over a defined
interval of time and under defined conditions, or (2) the probability of successful operation upon demand
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(IEEE, 1977). That the software executes to completion is a result of its proper behavior with respect to
system memory and program logic. That the software produces timely output is a function of the
programmer’s understanding of the language constructs and run-time environment characteristics. Thus,
the intermediate attributes for reliability are:

. Predictability of memory utilization. There is a high likelihood that the software will not cause
the processor to access unintended or unallowed memory locations.

° Predictability of control flow. There is a high probability that the processor will execute
instructions in sequences intended by the programmer.

. Predictability of timing. There is a high probability that the software executing within the
defined run-time environment will meet its response time and capacity constraints.

. Predictability of mathematical or logical result. There is a high probability that the software
executing within the defined run-time environment will yield the programmer-intended

mathematical or logical result.

Figure 2 shows the reliability hierarchy including base attributes .

Minii ing and

ing -~ Maximize structure Minimize interrupt-driven processing
utilization — Minimize control flow complexity Minimize tasking
[ Initialize variables

Minimize dynamic memory

[— Single entry, exit points for subprograms
— No assignments

t— Minimize interface ambiguities

— Use of data :yping .

— Accounting for precision, accuracy
[—Order of precedence

[— Avoiding side effects

[~ Separating assignments from evaluation
— Proper handling of program instrumentation
[— Controlling library size

[— Minimizing dynamic binding

~— Controlling operator overioading

Figure 2. Reliability Attributes

2.2 Robustness

Robustness refers to the capability of the software to continue execution during off-nominal or other
unanticipated conditions. A synonym for robustness is survivability (Bowen, 1985; Wigle, 1985).

Robustness is an important attribute for a safety system because unanticipated events can happen during
an accident or excursion, and the capability of the software to continue monitoring and controlling a
system in such circumstances is vital. Figure 3 shows the intermediate and base attributes for robustness
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Local handling internal diversity Input checking
Preservation of external controf flow External diversity Output checking
Uniformity

Figure 3. Robustness Attributes

23 Traceability

Traceability refers to attributes of safety software which support verification of correctness and
completeness compared with the software design. The base attributes for traceability are:

Readability (also an attribute of maintainability)
Controlling use of built-in functions
Controlling use of compiled libraries.

24 Maintainability

Software maintainability reduces the likelihood that errors will be introduced while making changes.
The intermediate attributes related to maintainability that affect safety include:

° Readability: those attributes of the software that facilitate the understanding of the software by
project personnel

. Data abstraction: the extent to which the code is partitioned and modularized so that the
collateral impact and probability of unintended side effects due to software changes are
minimized

. Functional cohesiveness: the appropriate allocation of design level functions to software

elements in the code (one procedure; one function)

. Portability: the major safety impact of which is the avoidance of non-standard functions of a
language.
. Malleability: the extent to which areas of potential change are isolated from the rest of the code

Figure 4 shows these intermediate level and associated base attributes.
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[ Minimizing disperal of retated elements
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Figure 4. Maintainability Attributes

3 Examples of Language Specific Guidelines

This section provides examples of language-specific guidelines to acquaint readers with what can be
found in the full version of NUREG/CR 6463 Rev. 1. The first subsection discusses guidelines on pointer
initialization in C; the second discusses timing issues in IEC 1131-3 programming languages used in
programmable logic controllers (PLCs).

3.1 C and C++ Guidelines on Pointer Initialization

The C/C++! language-specific guideline for pointer initialization was derived from the top level attribute
of reliability, the intermediate attribute of the predictability of control flow, and the base attribute of
initialization of variables before use.

All variables and pointers should be initialized before use (Porter, 1993; Kernighan, 1978). C supports
initialization through the facility of specifying initial values along with declarations. However, it does
not require that all objects’ be initialized (Eckel, 1995). In some cases, the initialization of an object
entails not only assigning a specific bit-pattern value to the object location, but also taking special
actions to facilitate smooth initialization of the object's life (e.g., allocating corresponding resources to
the objects). In C++ it is possible to consider any correlated data set as an object and provide facilities
for constructing an instance of the data set and destroying the current instance of the data set in a
systematic way. The following are specific guidelines.

e Do not use pointers to automatic variables outside of their scope. Pointers to automatic variables
should not be used outside of their declared scope. The value stored in a pointer to an automatic

variable will contain garbage outside the function scope.

e Initialize pointers. Initialization problems can also occur in pointers. In safety systems, all pointer

lGuidelines for C and C++ were developed together because of the close relationship between the two
languages. In addition, programs written in C++ are also likely to contain C code as well. For C, the guidelines
address the problems in memory allocation and deallocation, pointers, control flow, and software interfaces. For
C-++, the guidelines address additional issues associated with multiple inheritance, late binding, and large class
libraries.

2 . .
That is, variable, structures, or arrays.
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variables in C should be initialized to NULL, and all pointer variables in C++ language should be
initialized to 0 (Plum, 1991). The pointer should then be tested for a valid value before being used.

In C and C++, when a pointer is defined, it does not have a memory location associated with it.

Using an uninitialized pointer will overwrite an unintended portion of memory. Incorrectly
overwriting memory can cause serious problems, including system crashes.

s FEnsure that the indirection operator is present for each pointer declaration. Each pointer should
have an indirect operator (*) when it is declared (Porter, 1993). The following example shows how
the C syntax facilitates omitting the indirection operator:

o  Use the ~ operator when initializing to all I's. When initializing all bits of an integer type to all 1's,
use bitwise not 0.

32 Guidelines for Timing in IEC 1131 Languages

This subsection summarizes guidelines on timing, fault handling routines, system health monitoring, and
watchdog timers and which are relevant across all the IEC 1131-3 1anguages3. These language-specific
guidelines are derived from the generic attribute of robustness and the intermediate attribute of exception
handling

3.2.1 Fault Routines

Programs should properly account for PLC behavior at shutdown. Generally, all outputs turn off, but this
is not always true. The PLC system is designed so that such a shutdown places the system in a fail-safe
condition. Some PLCs have the capability to run a subroutine which the processor automatically
executes when it encounters a condition that will cause execution of the main Ladder Logic routine to
stop. This subroutine is called a “fault routine”. It allows the designer to decide on the appropriate
action, including shutting down the system in a safe manner. The IEC 1131-3 Programmable Controller
Language Specification does not mandate that a compliant PLC system contain a designated hardware
fault routine that will execute upon detection of one of a range of fault conditions, similar in concept to
the Fault Routine available in current Allen Bradley PLCs (Allen Bradley, 1991). However, a non-
periodic task could be set up to trigger appropriate internal diagnostic information to handle particular
types of errors (fall-back modes on I/O failures, warnings to operator interfaces, etc). Usage of such a
construct should be considered in the design phases of programming for a system of this kind.

The following specific guidelines apply to fault routines:
J Completeness. The fault routine cannot be relied on to detect all instances of program crashes.
Additional provisions that may be required by the specific safety requirements of the application

for PLC major faults must be specified.

. Observability. The fault routine should annunciate and log the condition. The execution of the
fault routine should not be masked.

. Validity checking. The conditions under which the fault routine is running may have corrupted

*The International Electrotechnical Commission (IEC) standard 1131-3 has defined standards for a total of

five languages for Programmable Logic Controllers (PLCs). Four of the languages were covered by the guidelines
(the fifth, Instruction Lists, more closely resembles assembly language)
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program memory, data files, or I/O. The fault routine must ensure the validity of its environment
before proceeding to execute.

. Fail safe properties in the absence of the fault routine. The fault routine cannot be relied upon
to operate under every major failure condition. The PLC may be so disabled that this is not
possible. Thus, the system design should ensure a safe state in the absence of the successful
execution of the fault routine.

3.2.2  System Health Monitoring

PLC systems provide System Health Monitoring information to the application program, usually in the
form of designated internal bits and words. Information may include execution times for particular tasks,
I/O update information, I/O operating status information, battery state information, and other status
information used to determine the proper operating status of a PLC system. Unfortunately, the nature,
extent, and type of this information is not covered by the IEC 1131-3 specification. However, the safety
program should make use of such information (as available) as part of its health checking and exception
processing.

3.2.3 Watchdog Timers

A note in section 2.7.2 (Tasks) of the IEC 1131-3 specification states that “The manufacturer shall
provide information to enable the user to determine that all (task) deadlines will be met in a proposed
configuration”. However, the specification does not mention any form of checks that these deadlines are
met at runtime, since this falls into the error-checking category of constructs not covered by the
document. Many PLC and PLC-like systems with 1131-3 compliant multitasking capability implement a
watchdog timer for each periodic task. Typically, these systems will ignore a single task overrun and flag
that an overrun has occurred, but will shut down the system upon N consecutive task overruns, where the
value of N will vary from system to system. Where available, programs should monitor the task overrun
flag, and react appropriately. It is not appropriate for a safety-critical system of this nature to exhibit
regular task overruns — this should be looked for specifically during the check-out phases of
development.

4 Conclusions

The guidelines in NUREC/CR 6463 Rev. 1 address a gap in the literature on software safety. Much has
been written about the importance of understanding the application, disciplined development, design
methodologies, and testing. However, less has been written about language-specific programming
guidelines (some examples include Hatton, 1995; Plum, 1993; and Saaltink, 1996) , and even less has on
a uniform framework that can be applied across multiple heterogeneous languages. The guidelines
developed in this study address programming issues specific to safety. They are not intended as general
programming style guidelines; excellent sources already exist for this purpose.

The guidelines are available as both a printed document and in hypertext markup language (HTML)
formatted files. As HTML files, they can be particularly valuable because they can be viewed and
modified locally, within restricted network domains (such as a development group or organization), or
across the entire Internet. For development organizations or groups, they can be customized and
enhanced for individual projects based on the experience of the development organization.
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Abstract

The OECD Halden Reactor Project (HRP) is an international institution
with participation from 19 countries. A main research topic over the last
twenty years has been software dependability. Particular emphasis has been
placed on software i safety critical systems. The paper starts with a short
survey of these activities. However, the main topic of the paper is a
discussion on how to combine disparate sources of information in the safety
assessment of software based systems. This is based on experience gained
through the licensing process of the a programmable system in the Swedish
nuclear power plant Ringhals, where a guideline for reviewing and assessing
safety critical was applied.

One lesson leamed from this activity is that the approval of a programmable
safety critical system, in particular one which is based on COTS, is based
on a combination of disparate sources of information. This combination of
information is made in a diagrammatic framework.

An emerging methodology combine information about disparate evidences
in a systematic way is based on Bayesian Belief Networks. The objective is
to show the link between basic information and the confidence one can have
m a system.
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1. Introduction

The use of programmable equipment in safety related systems in NPPs, has many clear advantages
compared to conventional equipment. But there has also been a certain reluctance to use programmable
equipment in safety critical systems. A reason for this has been the complexity of safety assessment and the
licensing of the software in these systems.

The OECD Halden Reactor Project (HRP) is an international institution with participation from 19
countries. USNRC is the main participant from the US. A main research topic over the last twenty years
has been software dependability. Particular emphasis has been placed on software in safety critical
systems.

There are three complementary principles which should be followed to obtain dependable software. The
first principle in this respect is fault avoidance through good software engineering and quality assurance
throughout the complete lifecycle of the software. The second principle is fault detection and removal
through a thorough validation and verification activity. A third principle, which could also be considered is
fault tolerance, i.e. the system should be designed so that a single failure will not jeopardise safety. HRP
has made research activities on methods of relevance for all these principles, as formal software
development method, static analysis, testing, software diversity etc. Section 2 gives a short survey of HRP
activities set in the framework of these principles.

It is, however, not sufficient to produce high integrity software. One must also get confidence in their safe
application, and get the regulator’s approval for their application in safety critical systems. For this
purpose HRP has produced a guideline for reviewing and assessing safety critical software in nuclear
power plants for the Swedish Nuclear Power Inspectorate (SKI). These Guidelines were applied in the
licensing of the exchange of an analog protection system with a functionally equivalent programmable
system (REPAC), in the Swedish nuclear power plant Ringhals. HRP took part as consultants in the
licensing process, and some of the experience gained from this work is described in section 3.

One lesson learned from this licensing activity has been that the approval of a programmable safety critical
system, in particular one which is based on commercial off the shelf software (COTS), is based on a
combination of disparate sources of information. Section 4 discusses how this combination of information
about the system into a diagrammatic framework for the safety assessment, and thereby for the final
approval of the system. This framework has the form of an ‘influence net’, i.e. a directed graph where each
node represents an aspect in the total assessment process. The top nodes in the graph represent the basic
information sources which are used in the acceptance process. This information is penetrated through the
net down to the bottom node which represents the final acceptance of the system.

Bayesian Belief Networks (BBN) is a methodology to combine such evidences in a systematic manner,
based on Bayes probability methodology. The objective is to show the link between basic information and
the confidence one can have in a system. Although this application of BBN is still rather premature, and
has not yet been applied in real safety cases, there is a certain research activity on this topic, and this will
be presented in section 5.

2. Halden Reactor Project Activities on Software V&V.

As stated above, there are three complementary principles which should be followed to obtain dependable
software. The first principle, fault avoidance, can be obtained through good software engineering and
quality assurance. However, to obtain extra high integrity the use of Formal software development
methods has been advocated. These are methods which provide a mathematically based framework within




which specification, development and verification of software systems can be done in a systematic and
precise way. The use of formal specification and design makes it possible to discover many errors which
might otherwise very easily be overlooked.

Following the principles behind formal software development, the Halden Project has developed a
methodology based on algebraic specification and a proof tool, the HRP Prover. One of the virtues of this
methodology is that the same language, tool and proof techniques can be used both in specification and
design, even down to a "concrete" specification which can be automatically translated into code. In the
specification phase, the theorem prover is used to verify and validate the specification, while in the design
phase the same tool is used to verify the correctness of the design steps.

There is, at the market, a variety of commercial tools supporting formal development methods. An ongoing
activity at HRP is to investigate the applicability of such tools. Based on a comparative review of a large
number of systems four were selected for a closer evaluation. Of these, one system has been selected for an
_experimental investigation, by application on a subsystem in a new experimental control room
(HAMMLAB 2000) which is being developed at HRP.

The methods for fault detection can be divided into two main categories: Static analysis and testing. Static
analysis is defined as the process of evaluating a computer program without executing it. The main
objective of the static analysis is to check that the final program conforms with the specification or design
documents, but it is also used to reveal defects in the program. These defects may be direct fauits, but they
may also be violation of coding standards.

The Halden Project has in the SOSAT (SOftware Safety Tools) project, a joint project with TiitV-Nord and
GRS/ISTec in Germany developed a set of tools which can assist in the safety analysis of computer
programs /DaS90/ It is based on a memory dump of the host computer, ie. the computer where the
analysed program is implemented. One reason for basing the analysis on the machine code representation of
the program is to reveal potential faults introduced through the compiler and other programming aids. A
disassembler extracts the part of the memory content which constitutes the program(s) and translates it into
a processor independent language, which is the basis for the further analysis.

An ongoing activity at HRP on software analysis is, in co-operation with GRS/ISTec, to develop tools
which check high level language programs against a variety of coding standards and guidelines.

Testing a program means to execute it with selected test data to demonstrate that it performs its task
correctly. Ideally the test data should be selected so that all potentially residual faults should be revealed.
The Halden Project have performed several investigations of testing methodologies (/Bis87/, /Dah91/). An
ongoing activity at HRP on testing is an experimental evaluation of a method, the PIE (Propagation,
Infection, Execution) method suggested by Dr. Jeff Voas /Voa92/.

The third principle, fault tolerance, can be obtained in different ways, e.g. through diversity and/or safety
checks. A project on diverse software (PODS) was performed as a joint project between the Safety and
Reliability Directorate (SRD), Central Electricity Research Laboratory (CERL), The Technical Research
Centre (VTIT) of Finland and HRP (/Bis86/, /DBB90/). The main objective of the project was to provide a
measure of the relative merits of using diverse programs, as compared with any one of the programs
replicated in all channels, in a 2-out-of-3 majority voting protection system. To achieve the objective, an
experiment was mounted which simulated a normal software development process to produce three diverse
programs to the same requirement. The requirement was for a reactor over-power protection system. After
careful independent development and testing the three programs were tested back-to-back against each
other to locate residual faults. The three development teams were allowed to discuss problems with the
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requirement specifiers, but not with each other. All phases of the project were carefully documented for
subsequent analysis.

3. Application of Guidelines in the licensing of REPAC.

As stated .above, a guideline for reviewing and assessing safety critical software in nuclear power plants
has been written for the Swedish Nuclear Power Inspectorate (SKI). This section describes some
experience gained from application of the Guidelines in the licensing of a computer based protection system
(REPAC) in the Swedish nuclear power plant Ringhals.

The Guidelines can conceptually be divided into following topics:
o Safety analysis

¢ Program development: specification, design and coding-

o Safety assessment

They are based on accepted standards and guidelines, in particular /IEC880/ and /EWICS/.

- Safety analysis.

An identification and analysis of all aspects with potential safety consequences should be made before one
starts to develop, as well as to assess, a safety related system. This includes aspects which are of general
nature with respect to safety, as well as aspects of the particular system which shall be implemented.

Questions which may be raised are

e Which hazards or accidents may occur?

e Are there some superior plant protection system, which acts as a last defence if the target system should
fail?
Is it possible to bring the plant into a safe state, or to a state of reduced risk, in case of a hazard
situation?

o Are there any general safety principles which is applicable to the system?

REPAC is a one-to-one exchange of old analogue equipment in an existing plant. All information about the
plant was therefore thoroughly documented in advance, including a safety analysis. A set of initiating
events lead to reactor trip or other protective functions by a set of activated protection channels. A
substantial part of the initiating events which activates the REPAC system, in particular the most critical
ones, is also activating protective functions in a protection system based on neutron flux measurements,
using analog technique. An ‘umbrelia’ is thus given by signals from the analogue equipment as back-up for
the REPAC system. A shut down will bring the plant in a safe state if a hazardous failure in the protection
system occurs. The REPAC system is classified in the highest safety class (1E).

- The specification.

The functional specification is a document stating what the target system is intended to do, and what it
actually does if it contains no faults. However, even if the system does not contain any faults, it is not
necessarily correct nor safe. The system may be incorrect if the functional specification is faulty. It may be
based on a wrong process model, it may contain internal inconsistencies or ambiguities, or it may contain
direct (clerical) faults. Even if the specification is correct, in the sense that it correctly expresses the
intention of the specifier, it needs not be safe. It may contain inadvertent side effects which may jeopardise
safety. A thorough analysis of the specification is thus necessary for the safety assessment.




As REPAC is a one-to-one exchange of an existing safety critical system, the definition of this system also
represents the specification of the new. It is made in a combination of graphical description, mathematical
formula and text. The functions and interface to the plant is the same The safety analysis of the existing
system is also valid for REPAC

A particular problem to consider is whether a digital and a analog system based on the same specification
are functionally equal.

- Design and Coding

The REPAC system is developed in what can be called a configurable software system. This means that
the program is build up by an application program and a set of standard modules. The application program
usually have a form similar to the graphical representation of a corresponding analog system, whereas the
software modules are commercial off the shelf software (COTS) which are used in a broad application
area, and not particularly for nuclear or safety relevant applications.

The whole program consists fairly simple modules, like e.g. limit checks, lead-lag filters etc. This would
have been easy to make in a general language, but the diagrammatic form is closer to what an engineer is
accustomed to, so the use of configurable software is probably more comprehensible to them. The standard
software modules are often the same as a corresponding hardware component in traditional systems.

It is typical for configurable systems that, in order to limit the number of standard modules, there are
various options connected to each of them. A number of input parameters is typically used to characterise
the different modes of operations. F.ex. a simple limit checker module uses 14 input parameters to identify
the different options.

- Programming related recommendations.

The Guidelines states that the use of high level languages is recommendable, but that low level languages
are acceptable if properly verified. However, the specific language in which REPAC is coded can neither
be considered high nor low level.

The Guidelines also recommend that the coding is made according to a generally accepted standard or
guideline (e.g. /IEC880/) Encouragement should be given to provide

¢ ecasily understandable code

e use of strict naming conventions for variables

e modularity (small modules appreciated)

e initiation of all variables

¢ sufficient program comments

Tricky and fancy programming, code compression etc. should be avoided.

However, many of these recommendations are made with general programming languages in mind, and are
difficult to follow for the particular programming style used in the configurable software system. E.g.

¢ Naming convention is impossible

¢ Initiation of variables are implicitly set to 0.

¢ In-line code commenting is impossible

However, fancy programming is impossible in this programming system, and modularity is natural
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4. Safety Assessment Based on Multiple Evidences.

The approval of a programmable safety critical system, in particular one which 1s based on COTS, is based
on a combination of disparate sources of information. This acceptance process is illustrated in Fig.1 in the
form of an ‘influence net’, i.e. a directed graph where each node represents an aspect in the total assessment
process. The top nodes in the graph (rectangles) represent the basic information sources which are used in
the acceptance process. This information is penetrated through the net down to the bottom node which
represents the final acceptance of the system. The latter is mainly influenced by the safety assessment of the
system, although there may also be other acceptance criteria. The safety assessment is influenced by a
reliability assessment of the of the system, as well as by an evaluation of whether a failure in the system
will jeopardise safety. This can be achieved through a hazard analysis of potential risks to plant and
environment. Safety defences (both against hardware and software failures) may be implemented as an
additional barrier against consequences of failures. A commonly used principle in this respect is diversity,
i.e. the same functional goal is obtained through different means. The highest degree of diversity can be
obtained if the same functional goal can be reached with completely different functions. This is essential to
reach the safety goals of a safety critical system. For example, the REPAC protection system is divided
into a number of protection channels which each performs a protective function, as e.g. a reactor trip,
triggered by an initiating event, like e.g. loss of feedwater. The system is designed so that each initiating
event is handled by at least two protection channels. As each protection channel is performed by a distinct
processor one has obtained a complete functional diversity.

4.1 Information About Producer and Development Process.

The avoidance of faults in the program is clearly related to the quality of the development process of the
software system. A lousy made program can of course be correct, but a well documented production
procedure, in accordance with accepted standards, enhances the assessor’s confidence in the reliability of
the product. This confidence is also enhanced if the producer can document a history of producing high
quality products.

To obtain a sufficiently high confidence in the quality, one should require that all parties involved in the
development follow a quality assurance policy based on well-known standards for safety related systems
(e.g. /IEC 880/). This may, however, be difficult when the COTS software modules are concerned, since
they are often delivered without appropriate information on the development process as well as on the final
product itself. It may thus be difficult to assess whether the system has been developed according to the
standards required for safety critical software. The experience from the REPAC project was that the
system used was a fairly old system, which were developed before the presently available standards for
safety related software were established. The development procedure was, however, documented, and a
retrospective comparison of this procedure with several standards was documented, although the
conformance with IEC-880, which is very detailed, is hard to obtain in a retrospective analysis.

4.2 Information About the Programs.

Detailed information about the software is needed to assess the reliability of its application. One aspect is
to identify structural properties of the program which makes it vulnerable to programming errors.
Complexity is obviously one of these, i.e. the more complex a module is, the more likely it is that it
contains coding faults. A main source of information about complexity can be gained through an analysis
of the program listing. However, for COTS software such listings are in general not available. It may
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be difficult to assess the complexity without this, but an indication on the complexity of the module can be
seen from the complexity of the specification. A well structured and comprehensible explanation of the use
of the module is also an indication of a well structured program.

A characteristic for the COTS modules in a configurable software system is that they often have several
modes of operation. A large number of operation modes will increase the complexity of the module as a
whole. However, in an actual application only one operation mode is used, so one could ask whether only
the complexity of the used mode is relevant. This depends upon how the selection of operation modes are
coded in the module. Since one does not know the code it is difficult to know how it is done, but
information about the producer’s coding standard could be used in this respect.

A third aspect is the inherent complexity of the actual function itself. It is intuitively obvious that an
adaptive controller is more complex to make, and therefore more error prone, than an AND gate, to take
two extremes. One way to measure the inherent complexity of a module where one does not have access to
the source code is to write it in a formal way, either as a program in high level language, or as a formal
specification, and define a metric to measure the complexity.

Another way to analyse COTS modules is to apply FMECA (Failure Mode, Effect and Criticality
Analysis) on them. An IEC standard for FMEA and FMECA is given in /IEC812/. The basis for an
FMECA analysis is a functional description of the analysed system, in terms of its components. For each of
the components in the system all potential modes of failure are identified. Then, for each failure mode one
makes an evaluation with respect to:

o the failure mode, i.e. how the failure manifest itself.
e the failure cause, which includes both immediate causes and more basic causes, as e.g. design errors.
o the failure mechanism, 1.¢. the mechanism which leads from the cause to the failure.

e the failure effect. One can here distinguish between local effect, which is the effect on the component in
question and its immediate surroundings (e.g. failure mode: pump stop, effect: no flow), and the end
effects, which are the effects the failure may have at the highest system level, i.e. on the plant and its
environment.

e failure detection, 1.e. the way the failure can be detected and the likelihood it will be detected.

o failure probability. This can be stated in qualitative terms (e.g. high, medium, low), or quantitative as
probability of occurrence per time unit or per demand.

* mean time to repair.

e failure criticality, i.e. the consequences the failure may have on the safety at the plant or potential harm
in the environment. One can also here distinguish between immediate consequences (e.g. radioactive
release after a tube rupture), and more indirect consequences which are consequences of the end effects.

Traditionally FMECA has been considered for hardware components where failures occur randomly during
operation, although design faults also are considered. As the components considered here are realised in
software, only potential design (programming) errors which results in faults in the programs are taken into
account in this connection. However, such faults can result in stochastic failures during program execution,
due to randomness in the input data.

One problem in the application of FMECA to COTS modules is the lack of detailed information. In
particular one needs a more or less detailed functional specification of each module. One available source
of information can however be found in the set of user manuals. These contain descriptions of how each
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module is working, and from this it should be possible to deduce some kind of functional specification. In
addition, one has some knowledge about the general characteristics of programmable systems. Altogether
this should make it possible to perform, at least partially, a FMECA on the COTS modules.

4.3 Information about V&YV and testing.

A thorough V&V and testing activity, at the module level as well as on the program as a whole, will
increase the confidence in the program, and thereby its reliability. Information about the V&V activities
can be obtained from various sources, as debugging reports, factory acceptance tests, site acceptance tests
etc. For COTS systems an important information source is test data compiled during the development of
the system, and during modifications before new releases.

To generate test data for a relevant and sufficiently complete test, a fairly detailed knowledge about the
tested system is necessary. In this connection one should distinguish between the testing of the COTS
modules and of the application program. There are two types of data used by a COTS software module,
viz. the configuration data, which decide the mode of operation, and the variable input data (process data,
operator input etc.). If one should test a standard software module as such, a coverage of both
configuration data and variable input data must be obtained. In an actual application, however, testing is
only needed for the operation modes which are used, and only the variable input data need to be covered.

An additional simplification of the testing can be obtained by utilising the result from the FMECA and fault
tree analysis. From these one can identify the critical failure modes of each software module, and
concentrate the testing with respect to these.

To measure statement and path coverage for a test, one needs to know the program code in the software
module. For a COTS module, however, the code is in general not available. An alternative is to make a
coverage measure based on the specification, e.g. to measure the number of properties, or combinations of
properties, which are checked by a certain test. If an oracle program has been made, an alternative is to
instrument this with counters, and perform the coverage measurement on this.

During testing it is necessary to test the correctness of the output. If this is done manually, it is laborious
and error prone. The use of an ‘oracle’ would simplify the testing procedure considerably. Based on the
functional specification given in the user manual, it might be possible to make an executable specification,
or a program with the same function, and use this as an oracle. Even if this program of course could be
incorrect, it can be considered a diversely developed program. Any discrepancy between the software
module and this program must therefore be analysed carefully.

A complementary activity to testing is static analysis. In general, static analysis is based on the code listing,
which is not available for configurable software. A possibility, however, is to perform reversed engineering
on the memory dump of the software module, e.g. with the use of the SOSAT tools /DaS90/. This can be
used to identify undesired properties and potentially dangerous code (e.g. interrupts and undetermined
loops).

The verification of the application program is similar to the verification of an ordinary program. However
the application program in a configurable software system is in general much simpler than an ordinary
program, and therefore also simpler to verify. If the configurable software program is based on a graphical
depiction, this could also be utilised both for a static analysis, and to define a coverage metric (coverage of
lines in the graph). Some configurable software systems are also equipped with the possibility for reversed
engineering, in the way that it produces a graphical representation based on the final program, and this
could then be manually checked against the graphical specification.
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4.4 Information About Usage

"Proven design' is often used as an argument for high reliability by the producers of COTS system. This
means that the system has been used by a wide range of users over a long period, with no, or few, reported
faults. The idea behind this claim is that long user experience should reveal all inherent faults, if they
exists. So if no faults have been reported over a long period, this should be a strong indication on error
freeness. It is questionable, however, whether this argument is sufficient. A configurable software system
has often a quite general purpose, and consists of many standard modules, each of which has many modes
of operation. To claim general high reliability of the system based on user experience, it is necessary to
show the experience with all modes of operation of all software modules. This requires information about
all installations of the system.

Another aspect is the configurator, i.e. the program which is used to generate the application program and

_include the COTS modules. These are used only once per installation. To get a broad user experience with
these programs it is necessary to have many installations. Information about the number of installations is
therefore important for the reliability assessment of the configurator.

The number of versions of the COTS system which are released is also relevant information. A new version
implies changes in the system, and changes may have influence on its reliability. It is therefore relevant to
know which changes have been made, or at least where the changes are made. In an actual application one
should know whether any changes have been made in the software modules which are used in the
application.

4.5 Reliability Assessment.

Reliability is according to standard terminology defined in probabilistic terms as the probability of failure
free operation of a system over a specified time period. This definition may be adequate for hardware
systems, where it can be estimated on the basis of statistical failure data of the components of the system.
For software, however, such an estimation method is conceptually more complicated. A simple estimate of
the reliability could be based on a program test by dividing the number of failed tests with the number of
executed tests. However, if a fault is revealed, the program would probably be corrected, and thus the
reliability changed. And if no faults are found, such an estimate would not differentiate between no failures
in 10 tests and no failures in a million tests.

There are, however, developed a variety of reliability growth models, which, based on the sequence of
times between observed and repaired failures, calculate the reliability and current failure rate, and predict
the time to next failure and required time to remove all faults. The general assumption of these models is
that a single system is followed chronologically with recording of times to failure, and that the faults are
corrected. This may be easy to achieve in the debugging and testing phase. However, the reliability figure
obtained in this way estimates the failure probability if the real input profile is the same used in the testing.
It is questionable, however, whether this gives a realistic estimate of the reliability in real applications, with
a different input distribution.

A more realistic estimate is obtained if the data are collected during real operation. This could be obtained
from user experience and failure reports on standard software modules in the post release period. A
problem is that it is difficult to identify the chronological order of failures from such reports. Different
faults are found by different users, who report them back to the producers. The same faults may also be
found by different users. The producers will then usually collect the error reports and correct all the
reported faults in the next program release, whereas the users will continue to use the faulty program, and
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possibly find new faults, until they get a new program release. None of the models take into account this
realistic scenario.

Another problem with these methods is that they do not distinguish between different types of faults, e.g.
between real faults and more cosmetic faults. It is of course a possibility to only take into account a
particular class of faults. In this case, however, one may easily get an insignificant number of faults, in
particular when one only takes into account critical faults. An alternative way to measure the reliability of a
program with respect to a certain class of faults is to perform the reliability estimation with all types of
faults and multiply this with the ratio between the number of faults in the particular class and the total
number of faults.

A computer program implemented in a safety critical system contains presumably no known faults. There
is, however, a possibility that it contain unknown faults, and an alternative reliability measure is the
confidence in fault freeness of the program, or more generally in the upper limit of the ‘bug-size’. Such a
measure can be made on statistical basis from data obtained during testing of the complete program, as
well as of the different modules. One set of data can be gained through a controlled testing combined with a
coverage measure. The latter requires a fairly detailed knowledge about the program structure, which is not
always available when COTS modules are used. For these, however, there may be an additional large set of
‘test’ data obtained from information about the usage of the system (see below).

5. Bayesian Belief Networks

A more qualitative type of reliability measure is expressed as a subjective judgement, as a ‘belief’ in fault .
freeness. A methodology which has been proposed is to use Bayesian Belief Networks (BBN) and
engineering judgement to combine evidences from different information sources for a quantitative
assessment of this belief.

A literature survey on this methodology showed that it has mainly been developed and applied in the Al
society. More recently, however, it has been proposed to apply it to software safely assessment (/NeF96/,
/DMS97/). Ongoing work on this is performed in two ESPRIT projects: SERENE and DeVa, and at the
Centre for Software Reliability at City University in London. There are, however, no description of, or
reference to, any application of BBNs in real (or realistic) safety cases. It thus seems that this methodology
1s at an early stage, but that there is a clear tendency to develop it further.

The objective of using BBNs in software safety assessment is to show the link between basic information
and the confidence one can have in a system. A BBN is a connected and directed graph, consisting of a set
of nodes and a set of directed links between them. Associated to each node is a variable which can be in a
set of states, and a probability density function over this states which expresses the probability (or belief,
confidence etc.) that the variable is in a particular state. This probability depends on the status of the
variables represented by the start nodes at the incoming edges to the variable (the parent nodes). The edges
represents conditional probabilities The name Bayesian is used for the network, because these conditional
probabilities is used to update the probability function based on the probability functions of the parent
nodes, using Bayes theorem.

The nodes and associated variables can be classified into three groups:

1. Target nodes - the node(s) for which the objective of the network is to make an assessment about. This
assessment is expressed with a quantifiable farget variable. Typical examples of such nodes are "No
faults in a program" or “No failure on demand for a trip”
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2. Observable nodes - nodes which can be directly observed. Some examples are: "No failures during N
test", "No reported failures during previous usage of modules"”, “All quality requirements are fulfilled”
etc. The associated observable variable should be or measurable or at least quantifiable.

3. Intermediate nodes - nodes for which one have limited information, or only "beliefs". The associated
variables are the hidden variables. Typical hidden variables are development quality, producer’s
pedigree etc.

The application of BBNs in safety assessment of a system consists of three tasks:
e construction of the BBN

e assigning probabilities to nodes and edges

e computations with BBNs

The construction of the BBN is made gradually, by combining the target nodes with the observable nodes
and the intermediate nodes. The aim is to combine all available relevant information into the net. A way to
do it is to start from a target node and draw edges to nodes influencing this. Then from these nodes draw
edges to new nodes etc. In this way one will gradually build up a large BBN. This is similar to construct a
fault tree from a critical top event. And as for fault trees, there is a problem when to stop, i.e. how much
details does one want to have in the BBN. That is often a more iterative procedure. L.e. one starts with
constructing a (simple) BBN. Then one tries to assign probabilities and make computations. Through this
process one may identify conditions which are assumptions for the probability estimates, and information
which can be used to confirm these assumptions.

The next task is to assign probability density functions (pdf) to the nodes and conditional probabilities to
the edges. The pdfs to the target nodes and intermediate nodes are considered prior distributions. For the
observable nodes we would expect exact values, and therefore no pdf. However, for some observables the
quantification is somewhat fuzzy, and so a pdf might also be the appropriate representation of these. Both
the prior distributions and the conditional probabilities must to a large degree be based on expert judgement
and experience.

An alternative to using continuous pdfs and conditional probabilities is to discretise them. The variables
associated with the node can be in a finite number of states with a probability associated with each state.
The conditional probabilities associated with the edges are expressed as correlation matrices between the
states of the variables associated with the start node respectively the end node of each edge. One advantage
of this method is for expert judgement based assignment of probabilities to variables which are not by
nature numeric. If f.ex. a node variable associated with a quality attribute could be represented by the four
states ‘bad’, ‘acceptable’, ‘good’ and ‘excellent’. And if the BBN contained an edge between the nodes
‘development method quality’ and ‘product quality’, the edge would be assigned a matrix representing the
influence the quality of the development method has on the quality of the final product.

To make computations with BBNs, even simple ones, using Bayes theorem on continuous pdfs is actually
very complicated, in particular to compute backwards on the edges,. The use of simplification methods and
tools are therefore necessary for computations of a realistic BBN. An advantage of the use of variable with
a finite (not too large) set of states is that this simplifies the computation. A reference to computational
methods and associated tools is /Jen93/ with the associated tool HUGIN /AJN93/.

6. Conclusions.

The objective of this paper has been to utilise the experience gained during the licensing process of a
computer based protection system to formulate a framework for the assessment process. The licensed
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system was implemented with a configurable software system, i.e. a program is build up by an application
program and a set of COTS modules, and emphasis has been made on particular aspects related to the
assessment of the COTS modules.

The framework is made in the form of an influence net, i.e. a directed graph where each node represents an
aspect in the total assessment process. The top nodes in the graph represent the basic information sources
which are used in the acceptance process, whereas the bottom node represents the final acceptance of the
system. The paper discussed how the various sources of information about these modules can be utilised
through the net.

One aspect which was particularly emphasised was the possibility to apply Bayesian Belief Networks
computations as a support for a decision of approval or disapproval of a software based system with safety
relevant application. This is a promising, although still immature, methodology to combine information
from disparate evidences about the system into a reliability figure for the total system. This method could
be particularly useful when a configurable software system is used, and information is collected both on the
system itself and on the applied COTS modules. HRP has, together with ABB-Atom in Sweden and VIT
in Finland, initiated a project (Reliability Assessment of Programmable Protection Systems, RAPPS) for an
experimental investigation of this methodology by applying this on a realistic test case.
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Abstract

The use of computers in systems which have a direct or
indirect effect on human, environmental, and equipment safety is
prevalent. This paper presents an overview of the problems
encountered by those designing safety-critical systems along with
the fundamental definitions and concepts employed by their
design. A survey of such designs is also presented along with a
generic safety-critical system design model. Finally, a taxonomy
of safety-critical system designs is presented which classifies the
known design solutions. It is the authors’ hope that this
information will aid current and future designers of safety-critical
systems to understand their design choices and to quickly
assemble candidate solutions for their particular problem.

1. Introduction

It is a common, modern fact that computers have been and are
assuming more and more control of physical world functions
which affect the safety of our lives. The informational universe
and the physical universe have collided. Be it indirect (e.g.,
computers control power plants which deliver energy to hospitals
and subsequently consumed by life-critical respirators) or direct
(e.g., computers control life-critical respirators), the control that
computers are consigned over life-critical systems is ubiquitous.
Broadly stated, computers are given powers to control and protect
the physical world in ways which are critical to human safety.
Furthermore, computers are also given powers to control and
protect the environment and valuable equipment from hazardous
situations.

This paper describes the problems encountered by those
involved in the development of a safety-critical system. The
context in which a system operates that makes it “safety-critical”
and the safety assurance lifecycle are both described here.
Fundamental definitions and concepts employed by those
involved with the safety assurance lifecycle are also described. A
survey of safety-critical system designs is presented and used to
form the basis of a generic model for safety-critical system
designs. Finally, a taxonomy of safety-critical system designs is
presented which classifies the known design solutions.

2. The Safety-critical system problem

Safety-critical systems (Figure 1) are systems whose input-
to-output behavior monitors and controls some external process
which has direct or indirect control over human or economic
safety. The external process referred to herewithin describes the
combination of human operator(s) and a controlled physical
system (the plant) wielding the ability to cause loss. Loss typically
involves death, injury, financial damage, or environmental
damage. The outputs from a safety-critical system thus have an
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effect on the state of the external process which in turn has a direct
or indirect effect on the safety of human beings, other biological
beings, an economic system, or an environmental system. The
outputs can directly control plant actuators or devices used by
human operators to convey safety-critical information to the
senses (visual displays, audible alarms, or stored information to be
retrieved). The inputs from this external process to the safety-
critical system can come directly or indirectly from the plant
sensors or in the form of operator commands.

Safety
System Critical System
Inputs System Outputs
External Process [——
Information Information
from sensors to actuators
and operators. and operators.

7
aga@ i

Figure 1: Safety-critical system context

The entering of human operators into the external process of
the control loop thus adds some level of indirect control over
safety. For example, a locomotive computer may be designed to
assume that operator information regarding the state of a
locomotive (such as its current movement authority) is correct and
base control calculations on this information. While the safety of
the onboard computer may be demonstrable, the overall safety of
the system is dependent on this information’s completeness and
correctness. Additional measures may be necessary to account for
any unsafe scenarios that could result from this particular system
design.

Furthermore, sub-systems within the safety-critical system
which do not directly control plant actuators or provide
information to an operator may interact with other sub-systems
which can affect the safety of the external process. Thus, when
considering the safety-critical monitoring and control of a safety-
critical process, one must consider the safety-critical system as a
whole and the operator-machine interface to this system.
Interfaces between these subsystems must be examined in detail
and assumptions made about these interfaces should be made
explicit. Leveson [1] discusses the problems of considering the




man-machine interface and safety as a systems problem in more
depth.

When examining Figure 1 we can see that there are three
primary system components and relations that exist outside of the
external process that need to be considered by the designers of a
safety-critical system. These are the system inputs, the system
outputs, and the safety-critical system itself. The safety-critical
system designer is concerned with three corresponding high-level
issues:

*  The correct and complete monitoring of all external
processes.

«  The correct and complete control and protection of all
external processes.

«  The correct and complete input-to-output behavior of
the safety-critical system.

The actual extent to which a particular development process
concerns itself with these issues varies greatly. These issues persist
throughput the entire lifecycle of the safety-critical system
development, operational, and post-development process and
filter down from high-level issues to lower-level issues. The
lifecycle involving the resolution of these safety-critical system
issues is the safety assurance lifecycle. Safety assurance may be
defined as the set of qualitative and quantitative measures taken to
assure the safety of a system. The safety assurance lifecycle is
depicted in Figure 2. Figure 2 depicts the fact that safety assurance
processes must attempt to verify (prove correctness) and validate
(prove completeness) a safety-critical system throughout its life-
cycle.

The a priori phase (sometimes referred to herewithin as the
“offline” phase) concerns itself with three primary sub-phases: the
concept formation phase, the design phase, and the test,
integration, production, and deployment phase. The concept
formation phase concerns itself with safety planning, safety
concept development, and domain concept development. Safety
planning involves the establishment of a safety organization and
system safety plan. Some of the root causes of accidents are the
result of a safety organization’s limited authority or responsibility
[1]. The roles, goals, and responsibilities of a safety organization
within an organization responsible for any aspect of a safety
assurance lifecycle must be clearly defined and to a certain extent
verified and validated for their ultimate effects on safety. Safety
planning also involves the establishment of a written formal
system safety program plan.

Safety concept development involves the establishment of
safety-related definitions and concepts, as well as the
establishment of safety assurance concepts and assumptions.
Typical safety-related concepts involve system, information,
correctness, error, failure, hazard, accident, and checking models.
Domain concept development involves the formation of concepts
about a particular safety-critical problem domain and the hazards
associated with the external process. Safety assurance must be
provided during these activities via verification and validation of
concept assumptions to a confidence level considered acceptable.

The design phase involves the verification and validation of
specifications,  specification  analyses,  designs, and
implementations of primary and redundant systems. Test,
integration, production, and field deployment of a system must
also be verified and validated to ensure that the required safety
mechanisms have been incorporated into actual fielded systems.

Post-development a posteriori demonstration of safety and
testing of safety features should be provided to verify the safety
requirements of the system. Demonstration via inspection,
mathematical analysis, modeling, or simulation are typical
demonstration methodologies.

Finally, on-line a posteriori safety assurance verifies and
validates a system during operation of safety-critical behaviors as
well as during start-up and shutdown modes. Furthermore,
assurance of system safety must also be provided during on-line
test and maintenance, as well as during the switching between
these non-standard modes and standard operational modes.

While realistic lifecycles iterate over these various stages,
safety assurance strives for verification and validation of each
stage before proceeding to the next stage. Again, the extent to
which a particular organization or project provides verification
and validation during each of the stages varies greatly. This paper
will consider some of the design products from the different
approaches and attempt to derive a unified, underlying safety-
critical system design model. It is the desire of the authors that
future safety-critical system designs can thus benefit from using
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Figure 2: Safety assurance life-cycle




this generic mode! which attempts to summarize and envelope the
efforts of those pioneering work in this area.

3. Conceptual foundations

The various approaches to safety assurance considered in
establishing the generic safety assurance model by this paper
employ a base set of concepts from system theory, systems
engineering, and control theory as well as a set of their own
definitions and rules. These concepts and definitions help define
safety-critical systems and are presented in this section.

Two generic representations for any system are presented in
this section. Many safety-critical system designs employ concepts
from control and logic theory when describing a safety-critical
methodology. Other designs employ concepts from automata or
systems theory, especially when describing and defining “fail-
safety” in sequential machines.

Many systems which are safety-critical will involve the
control of processes capable of exerting energy on their
environment which could cause injury or death to human beings.
These systems may thus be classified as control systems. A
common way to represent a digital control system is shown in
Figure 3 (modified from [3]). Direct inputs from the plant (process
under control) may need to be converted using analog-to-digital
(A/D) conversion before being processed by the digital controller.
Similarly, the system outputs may need to be converted using
digital-to-analog (D/A) conversion before being submitted to the
plant. Some system outputs may be fed back directly to the digital
controller. These fedback inputs and the digitally coded inputs
from other systems may act as control commands to help stabilize
or keep the control algorithm in check. The digital code inputs may
also be commands from a user, such as altitude control in an
avionics application, or maximum allowable velocity in a train
control application.

There are a wide variety of applications to which control
theory has been applied. The controlled processes may be
chemical processing ~ plants, robotic manipulators, nuclear
reactors, lighting, ground transport, actuators on airplanes,
medical devices, or other examples. Some parameters are
associated with the controlled process which model the behavior
of the plant under exertion of external forces. These control
process parameters are incorporated within the control algorithm
running on the digital computer as the model-based portion of the
system controller. The servo portion of the system controller is
used to modify the behavior of the plant in a desired fashion. The
digital computer running the control algorithms is typically a
special-purpose  microcontroller, a more general-purpose
microprocessor, or a digital signal processor.

Another way 10 represent systems comes from the discipline
of automata theory. Automata theory attempts to describe the
behavior of information systems via mathematical models. These
models can also be used by designers of safety-critical systems to
analyze the behavior of a system under the influence of errors, and
to analyze how these errors might produce unsafe outputs in a
system. The system models from automata theory are also referred
to as: sequential machines, finite state automaton, or finite state
machines.

A system can be defined as an entity comprised of a related
set of components. Any system can be mathematically represented
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Figure 3: Digital control system (modified from [3])

as an automaton M(X, Q, Z, S, O) [4], {5], {6], {7]. As shown in
Figure 4: X = set of system input symbols, Q = set of system
states, Z = set of system output symbols, S = system state transition
function defined as the relation {S: X x Q --> Q}, and O = system
output function {O: X x Q --> Z}.

There have been a wide range of demands from various
safety-critical applications that industry and academia have
attempted to address. Efforts to fulfill these demands from those in
industry have provided us with a very large set of definitions,
concepts, and design rules. Some representatives from industry
and academia have attempted to formulate a popular consensus of
these terms and practices as derived from safety-critical
applications. Others in academia have attempted to generate more
formal definitions and concepts which may extend correctness and
completeness  verification and validation techniques to
applications outside the typical safety-critical realm. The
remainder of this section will discuss the consensus of definitions,
concepts, and design rules derived from pre-existing safety-critical
applications, and the more formal approach from certain academic
circles.

Safety-critical applications typically attempt to protect
people, the controlled process, or the environment from hazards
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Figure 4: Generic system model
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that inevitably lead to accidents. These hazards are eliminated or
controlled by the safety-critical control behaviors. One sub-class
of the control behaviors which are implemented on computers in a
safety-critical application may be in the form of “interlocking” or
“safety-enforcement” equations. Many interlocking equations use
Boolean expressions to ensure that an output to the plant will not
assume unsafe values. For example, in the railway switching and
signalling application shown in Figure 3.3, a light on track
segment B which signals whether or not a train on segment B can
enter track segment A is controlled by the following algorithm:

IF (TRACK A IS UNOCCUPIED AND TRACK B IS
OCCUPIED) THEN (SIGNAL GREEN)

The default (safe) condition is a red light. Thus, if there is a
train on segment A, or if there is no train on either track, the light
will be red.

red

Track B green

77777772X&Z
Track A

Figure 5: A simple control algorithm example

McCarthy [8] provides the following definitions in an attempt
to summarize industry’s thoughts on computer control and safety:

* Accidents - An undesired release of energy causing
injury or loss (human).

* Risk - The quantitative measure of safety. Accounts for
both frequency and severity of accidents.

* Safe System - A machine posing an acceptable risk of
injury or loss (of human life) in use by society.

* Acceptable Risk - A risk level of one in a million
chance of fatality per hour or unit of participation is
amazingly recurrent in risk research, and represents a
good “rule of thumb” as to what risk level people will
voluntarily accept if the risk is of their election.

McCarthy’s definition of safety-critical systems limits the
risk of injury or loss to that related to humans. Not all those
wanting their systems to fail in a safe manner, however, are
wanting to protect just humans. This added demand is evident in
Magison’s [9] definition of safety in a system as “an acceptably
low risk that a system will injure workers, destroy the plant, or
function in some other socially, economically, or legally
unacceptable way.” '

Others have kept their definitions of safety-critical systems
more generic and somewhat loosely defined. Gruhn [10] defines
safety systems as those designed to:

* Respond to conditions of the plant which are hazardous
or which could eventually become hazardous.

* Generate correct outputs proactive to prospective haz-
ardous outputs.

The United States Department of Defense MIL-STD-882C
[18] provides perhaps some of the most encompassing definitions
related to safety-critical systems:

* Mishap - An unplanned event or series of events result-
ing in death, injury, occupational illness, or damage to
or loss of equipment or property, or damage to the envi-
ronment.

¢ Hazard - A condition that is prerequisite for a mishap.

* Risk - An expression of the possibility/impact of a mis-
hap in terms of hazard severity and hazard probability.

¢ Safety - Freedom from those conditions that can cause
death, injury, occupational illness, or damage to or loss
of equipment or property, or damage to the environ-
ment.

¢ Safety-Critical - A term applied to a condition, event,
operation, process or item of whose proper recognition,
control, performance or tolerance is essential to safe
system operation or use.

In some safety-critical applications, the control algorithm is
subdivided according to criticality of control. Levels of hazard
severity dictate appropriate methods to implement safety features
at these levels. Murphy and Humphrey [11] categorize the control
algorithm for a nuclear power plant into three sets: (1) the entire
process control algorithm, (2) the interlock algorithm which is a
subset of the entire process control algorithm, and (3) the hard-
wired interlock algorithm which is a subset of the interlock
algorithm. The hard-wired interfock algorithm is the most critical
partition of the control algorithm controlling various alarms
regarding safety levels of the plant. The interlock algorithm
implements control of the outputs to the plant which are safety-
critical. Each algorithm is implemented differently with the more
critical functions implemented using more reliable methods.

Zodeh and Sikora [12] categorize the control algorithms for
petroleum and chemical processing plants into regulatory,
operator and interlock control. The regulatory control system
keeps the process variables within a desired range. The operators
take corrective control measures whenever alerted. The interlock
control system is the fail-safe aspect of the entire control process
which should fail the system safely.

Ghosh [13] points out that “safety interlocking systems in
process control applications are frequently used as backup systems
that are responsible for detecting unsafe failures and bringing the
system to a safe state.” These safety interlocking functions are
frequently independent of the control algorithm actually
controlling the process. Ghosh makes use of the definition of an
interlocking system used by the National Fire Protection
Association: “a device or group of devices that are arranged to
sense an off-limit condition or improper sequence of events and to
shut down the offending or related piece of equipment, or to
prevent proceeding in an improper sequence in order to avoid a
hazardous condition™ [14].

Balls and Gruhn [15] point to four levels of activities
contributing to safety in processing plants: (1) plant design; (2)
process management and control; (3) emergency shutdown
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(interlocking systems); and {4) fire and gas monitoring and
control.

Moldoveneu [16] believes that safety in process control must
be a systems approach: “All components must work together to
have a truly safe environment.” He argues that although a
programmable logic controller (PLC) may detect an abnormal
condition via its control algorithm, hazardous conditions within
the plant actuators may still exist: “A common need is immediate
and positive removal of the energy source from the prime motion
actuator, typically a motor or piston.” Moldoveneu makes the
point that not only safety interlocks and stop switches are
responsible for fail-safety, but that power controls such as
contactors, actuators and motor starters are also important for safe
control of the plant.

The definitions of safety-critical systems encountered imply
that the process apparatus must enter a “safe” state in the event of
a safety-critical component failure. The “safe” state of process
apparatus must be the “fail-safe” position. Fail-safe implies that
control of the output in the event of a safety-critical system
component failure will render that output to the plant in a safe
state.

Murphey and Humphrey [11] provide examples illustrating
two different situations needed for safe control of outputs to a
nuclear power plant. The output to a valve which allows small
quantities of air into a low-pressure chamber containing the
nuclear-reaction process must fail in the closed state in the event
of a system component failure. Too much air allowed into the
chamber will render the reaction process unstable and therefore
unsafe. The cutput to a valve controlling the amount of cooling
water allowed into various parts of the reactor to remove excess
heat from the process must fail in the open state. If this valve were
to fail in any other fashion, then not enough water would cool the
reactor and excess heat might render the plant unsafe.

With the growth of sophisticated combinations of computer
hardware and software components in safety-critical systems to
implement safety-critical functions, academia [6], [17] has
attempted to provide more formal and mathematical definitions of
fail-safety in sequential machines.

Figure 4 depicted a generic representation of a sequential
machine. The input code space is denoted as {X} and the output
code space is denoted as {Z}. Let the output of a circuit under fault
free operation given some x € X be denoted as z(x). Under the
influence of some fault f € F (the set of all prescribed faults),
denote this output as zfx). Denote the set of safe outputs for the
system as Zg which may or may not be a subset of Z. Pradhan [6]
defines a circuit to be fail-safe with respect to F if and only
if: VfeFVxeXz{x) = z(x) or z{(x) €Z

Note that this definition iS extended here to apply to sequential
machines in general (hardware/software) and not just sequential
circuit hardware.

Pradhan goes on to describe a methodology for designing
sequential circuits to be fail-safe. Safe-side outputs using the
above definition are guaranteed with respect to a prescribed set of
faults. The derivation of a prescribed set of faults for complex
VLSI circuits is not an easy problem, however, and is often
impossible.
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A unified theme underlies all of the above definitions. This
theme is cast into the following problem statement for those
involved in the safety assurance lifecycle:

Find qualitative and quantitative techniques for assur-
ing that safety-critical computer hardware and software
systems control hazards, do not induce hazards, and
Jfail-safe in the event of detected errors that can lead to
hazardous events which can cause accidents associated
with the external process.

Various parties are typically involved with determining what
is “acceptable” and what is not. Acceptability may be measured in
terms of quantifiable safety requirements, qualitative
requirements, or assumptions made in using a particular technique.
The end-user may be a company or organization employing the
safety-critical product. Sometimes, society may be affected by the
safety-critical product (e.g. nuclear power plant), and may or may
not have a say in the level of risk acceptability. Often a
government or industrial standards committee will be involved
with determining acceptable risk levels as well.

4,  Safety-critical system model and survey

This section presents a generic model and survey of safety-
critical system designs. A scheme for classifying safety-critical
hardware and software is first presented. A generic safety-critical
system is then described in terms of its basic safety-critical
components. A few of the basic component types are then
described in more detail. These designs need only be employed for
the safety-critical behaviors that the system exhibits. The
determination of what behaviors are safety-critical and techniques
for verifying and validating the specification of these behaviors
(e.g. formal methods) is beyond the scope of this paper.

4.1. Hardware and software classifications

The hardware for the basic components of safety-critical
systems have been designed using two general component types
which can be categorized as either class 1, or class II hardware
[19]. There is also a third class of hardware which is defined as that
which implements only non safety-critical functions.

Class I hardware has failure modes and characteristics which
can be analyzed using standard Failure Modes and Effects
Analysis (FMEA) techniques. FMEA must show that no single
failure mode produces an unsafe condition, classify failure modes
as revealing or non-revealing, and provide the confidence that the
probability of unsafe failure is low enough to be acceptable.
Typical class ] hardware components include discrete components
(transistors, resistors, four terminal capacitors), current threshold
detectors, electro-mechanical relays, and discrete rate-decoding
filters. Typically, there is no statistical measure of fail-safety
associated with class I hardware. A circuit either passes or fails
FMEA.

Class II hardware includes more complex circuits which are
not directly analyzable using standard FMEA techniques, but are
used to implement safety-critical functions. These may be
processors, memories, address logic, or any integrated circuit
within a safety-critical system implementing safety-critical
functions. The failure modes within these components are very
often infinite.




Software components may be categorized according to their
effect on safety-critical functions. Some applications have

required multiple categories of safety-critical software
components, but in general software may be classified as safety-
critical or non-safety-critical. Rutherford [19] defines vital (safety-
critical) software as “software required for the implementation of
a vital function. In addition, vital software is any software whose
execution could affect the implementation of a vital function.”

While different levels of safety for a component may be
achieved within the safety-critical category, the safety-critical
designs employed by all safety-critical levels are considered in the
generic design model presented in this paper.

4.2. Safety-critical system components

The large-scale use of class I hardware in safety-critical
system designs is often economically impractical. However, the
use of safety-critical software and safety-critical class II hardware
components in modern safety-critical systems requires additional
measures to ensure System safety. On-line system checking
mechanisms which check that the class II hardware or software is
operating correctly are needed. A generic safety-critical system
design model is depicted in Figure 6.
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Figure 6: A generic safety-critical system

Here, only the safety-critical functions, inputs, and outputs of
a system are shown. The safety-critical system functions are
represented using the generic system models presented in Section
3. Inputs, safety-critical system functions, or outputs that are not
implemented using class I hardware are checked during on-line
system operation by the on-line system checking mechanisms.
Inputs, safety-critical system functions, or outputs implemented
using class I hardware need not be checked by an on-line checking
mechanism and are not explicitly indicated here for simplicity of
representation.

Safety-critical system outputs from software or class II
hardware implemented components are considered unrestricted
controlling outputs. An output restriction mechanism is usually
employed to ensure that no unsafe output state will be delivered to
the external process. A restriction signal from the on-line checking
mechanisms will determine whether or not the unrestricted output
will be permitted to be delivered to the external process. In the
event of a detected error which could lead to a hazardous event
(errors in the safety-critical behavioral processing), the system
outputs will be restricted to a fail-safe state to assure safety.

Finally, restriction information from other parts of the system
may be used to control the restriction mechanism(s). The
frequency of a system clock may be considered vital to system
operation and perhaps be used as a restriction signal. If the clock
deviates from its specified frequency, for example, power to the
outputs may be cut-off. An over-riding restriction command from
an operator may also be communicated to the restriction
mechanism(s) via a direct input channel. Also, the system itself
may be responsible for computing a restriction signal. For
example, in the event that some output from the system does not
alternate according to some specified frequency such as an /O
cycle, the outputs may be required to go to their restricted state.

4.3. On-line checking mechanisms

Perhaps what differentiates various solutions to safety-
critical systems the most is their methodologies for checking for
faults or errors. Many of these solutions will employ a mixture of
on-line checking techniques. In addition to the use of on-line
checking mechanisms for achieving safety in various parts of the
system, some safety-critical system solutions will also use class I
hardware to implement parts of the system not easily checked with
an on-line system checking technique.

Watchdog timers are used to indicate the failure of a system
to adhere to a pre-determined timing paradigm. Watchdog timers
guaranteeing safe time-out bounds must be reset on a repetitive
basis based on the completion of some safety-critical function(s).
These safe time-outs are used to indicate whether or not a safety-
critical output is computed within a bounded time interval.
Watchdog timers have been used to check the safe timing
paradigms of control systems in applications such as the railway
[21], [22], as well as in chemical and petroleum processing plant
applications [12].

The outputs submitted to the external process from the
system are sometimes fed back to the control system in the form
of fedback inputs. These fedback inputs may be used in
computation of the control algorithm or as part of a checking
scheme known as command feedback or closed-loop feedback.
Command feedback ensures that the outputs submitted to the
external process from the system during a previous /O cycle are
either in the safe state or are what the control algorithm computed
them to be.

A redundant hardware or software scheme may compare the
previously computed outputs stored in the system with the actual
submitted outputs. The “checking” of the fedback outputs may
also be accomplished within the state equations representing the
control algorithm. That is, the control aigorithm may use the
fedback outputs along with a read in or stored safe threshold to
derive a compensation value which will drive the output to a safe
state within a pre-determined time delay. This algorithm-based
fault tolerant technique uses redundancy of software (extra
equations) to implement closed-loop feedback.

While redundant hardware and software may be used to do
the actual comparison of delivered information with fedback
information, another redundant aspect of this methodology comes
from the fact that a device within the system or some mechanism
outside of the system receives some information and must
feedback the delivered information. The redundancy is in this
delivery/feedback mechanism in the form of information




redundancy. This mechanism is akin to a request/acknowledge
process.

Hardware redundant schemes are perhaps the most popular
methodology for on-line checking in safety-critical systems [23].
Dual processors for on-line checking compare the processing
activity at the algorithmic or bus-level. These processors may be
diverse or duplicated. Diverse implementations attempt to reduce
the likelihood of common-mode failures between compared
processes. However, duplicated implementations have the
advantage of not requiring added design overhead and expertise
required with diverse implementations. Also, validation of one
process implementation will often be easier than for two different
implementations. Memories, I/O ports, PLCs and other system
components also may employ such redundant configurations.

Railcar control applications abroad [24] and by ITT SEL of
Canada [23], subway applications such as in the Bay Area Rapid
Transit (BART) District in the San Francisco Bay area [25], the
Airport PeopleMover station controller at Walt Disney
Productions in Burbank, CA [23] all use dual microprocessors as
an on-line checking scheme. Railway switching and signalling
applications are also popular users of dual processors such as the
Indian Railway’s FIRM architecture [26] and British Rail
Research’s dual processor modules [27]. Aircraft flight controls
by Rockwell [23], chemical processing by DuPont [12], and the
real-time classification of railroad track flaws [28] are all other
examples of dual processing applications for checking a safety-
critical system. Organizations within the process control industry
also often use dual PLC configurations to check the processing of
interlocking and control algorithms [29], [30], [31], [11], [32].

Triplicated and quadruple processing elements have been
used to help mask errors from propagating to other parts of the
system. Voting via ftriplicated inputs, processing elements,
memories, and outputs all preclude the need for immediate fault
detection, location, and configuration perhaps required by some
systems. In cases where an immediate backup operator interface is
required to be switched into the control loop in the event of a
detected fault, a voting configuration will be able to account for
possible human delay in taking control. Voting concepts have been
used by Westinghouse in Pittsburgh, PA for railcar control using
three processors [23], by British Rail Research [27] in Derby,
England in the form of triplicated interlocking modules for solid-
state interlocking, by Japanese National Railways [21] for railway
switching and signalling, for nuclear reactor control [11] in the
form of triplicated diverse modules, and by many processing
control applications [30]. NASA’s space shuttle flight controls are
protected via a configuration of four similar processing devices
and one diverse processor [23].

Hardware and information redundant checking at the circuit
level allows for very small fault detection latencies. The VIPER
microprocessor [30] is one example of a processing device
specifically designed to be used in a safety-critical system and
whose on-line detection capabilities lie within self-checking.
Illegal operations, faulty ALU operations, and illegal addressing
modes are all examples of faulty behaviors which are detected at
the circuit level within the VIPER processor. Another safety-
critical system for safe control of chemical and petroleum
processes [12] employs circuit-level techniques to check ROMs on
power-up using memory checksums.

On-line software diagnostics are used in many safety-critical
systems as checking methodologies in addition to other schemes.
Some applications, however, heavily rely on software diagnostics
to assure global system safety. Examples of which are present in
railway switching and signalling applications [27], [22], subway
railcar control applications [25], and space system control
applications [34]. These diagnostics may be in the form of data
consistency checks, memory read, write and addressing tests, /O
port read and write tests, operation checks, etc.

Diverse or N-version programming techniques require that N
versions of a particular safety-critical software component be
coded, compiled, assembled and used to compare results generated
from all N modules. This scheme is thought to help protect against
software design errors. It is thought unlikely that different
designers and compilers will make the same mistake in generating
different software modules. Often, these different versions are
implemented on different processors to further protect against
common mode failures. Rockwell Collins, for example, has
employed the concepts of diverse programming in their acrospace
and astrospace applications [23].

Coding theory has provided some safety-critical system
designers with yet another on-line checking option. The inputs to
a system are encoded through some coding function. This coding
function may be a checksum over the input bits, a cyclic
redundancy code, a Hamming code, or some other function
mapping a k-bit input to an m+k-bit output. Any initial data which
reside within the system a priori may also be encoded using the
same scheme (e.g. database information). Inputs and state
variables are processed within the system using these coded
formats for operands. The final outputs are considered safe only if
the received output codewords are still valid. Corruptions within
the system will produce invalid codewords according to some
calculable probability as a function of the particular code chosen.

Rutherford [35], [36] uses coding concepts for a railway
switching and signalling application. The inputs are encoded using
a cyclic code. Operation inputs and results are compressed along
with a precomputed seed in a linear feedback shift register (LFSR),
and all final equation results are compressed along with another
precomputed seed in a2 LFSR. The final output from this LFSR is
some predetermined “signature” which is presumed to be uniquely
generated with some probability only if there were no errors within
the system.

The French company C.S.E.E. has also placed a coded
processing approach to on-line system checking into operation in
a train control system [37]. Here arithmetic as well as Boolean
operands are encoded using a residue number coding scheme.
Operation signatures are compressed as part of the codeword to
assure that the predetermined correct operation was performed.
Timestamps are also compressed into the codewords to ensure
freshness of data throughout the system. A scheme of final
signature gencration similar to the previously mentioned
technique is also used here to determine the probability that no
error has occurred.

4.4. Output restriction mechanisms

The output restriction mechanism prevents unsafe outputs
from entering the external process based on restriction information
from the on-line system checking mechanisms employed, the
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system clock, direct operator inputs, or from the system finite state
machine itself. Restriction information from on-line checking
mechanisms may be redundant outputs from redundant hardware
or software, a signature from a scheme using coding theory, or a
signal from a watchdog timer. The output restriction mechanism
will use some decision logic to determine the action it should take
based on the received restriction information.

How this decision logic “decides” depends on the restriction
signal itself. The decision logic may simply vote on the received
information in a triplicated hardware configuration. Outputs from
dual redundant processors may be compared and action will be
taken in the event of a disagreement. Any pattern deviating from a
specified signature in a code-based scheme may warrant action.
This signature may aiso be required to vary from cycle to cycle. A
signal from a watchdog timer indicating failure will require action
on the part of the output restriction mechanism as well.

The action taken by the restriction mechanism may be to: (1)
cause the outputs to go to a predetermined safe state, (2) allow
operator inputs to directly control the outputs, or (3) allow another
operational device to take over contro! of that output. Turner [23]
refers to these three respective action types as (1) fail-safe, (2) fail-
passive, and (3) fail-operational.

In all cases, the output restriction mechanism is often the
critical point for assuring safe control of the outputs. If this
mechanism fails, then regardless of all measures taken elsewhere
throughout the system, safe contro! of the outputs is in jeopardy.
For this reason, output restriction mechanisms are often
implemented using class I hardware whose failure modes are well
known. Rutherford [36] discusses the use of an LFSR whose final
signature after equation evaluation drives a relay which will
sustain power to the output cards only if the correct signature is
received. If power is removed, then the outputs fail to the safe state
for this railway switching and signalling application. Correct
operation in [21] is assured when two squarewaves out of phase by
90 degrees sustain power to its vital relay configuration.

5. Taxonomy of safety-critical designs

Section 4 presented a generic model of safety-critical system
designs. The efficient implementation of class I hardware, the
designs of on-line checking mechanisms, the designs of output
restriction mechanisms, and the designs of safety-critical system
functions for safety checkability are all features that
fundamentally distinguish the various approaches to safety-critical
system designs. Certain application design decisions can preclude
the efficient and satisfactory design and implementation of online
safety checking mechanisms. It can thus be very important to
consider the design for safety checkability early on in the safety
assurance lifecycle. This section further classifies specific online
safety-critical system checking designs with a top-level design
taxonomy. It is hoped that this top-level checking design
taxonomy will aid the designers of safety-critical systems in
identifying candidate checking approaches early in the design
lifecycle.

Cost, flexibility, performance, and functionality
enhancement goals have caused designers to use class II hardware
and software computer components as a replacement for much of
the expensive clectro-mechanical and class [ hardware
components used in safety-critical systems. The use of class II

hardware and software in the implementation of safety-critical
functions and online checking mechanisms makes for a very
difficult design problem due to the complexity of these functions
in modern system designs.

The good news is that the on-line checking problem is not
unique to safety-critical system designs. Most fault tolerance
techniques must employ some concurrent detection scheme to
assure other system requirements such as reliability, availability,
or maintainability. Thus, we may look to on-line checking
techniques developed for other fault-tolerance requirements as
candidate solutions to be employed by an online safety-critical
system checking design. With a suitable set of on-line checking
mechanisms chosen to satisfy system requirements, particular
output-restriction mechanism designs and the design of safety-
critical system functions for safety checkability may follow.

On-line system checking mechanisms can be divided into two
classes {39]: circuit-level techniques and system-level techniques.
On-line system checking mechanisms are also sometimes referred
to as concurrent error detection (CED) or implicit error detection
techniques. Single error correcting and double error detecting
Hamming codes for memories, data bus parity checking
techniques, residue arithmetic codes for ALUs, and totally self-
checking circuits are some examples of checking techniques at the
circuit-level. N-version programming, duplication with
comparison, voting, watchdog timing, and closed-loop feedback
are all examples of system-level checking techniques. All
techniques at both the circuit and system level use some redundant
aspect of the system to check for faults or errors during on-line
operation.

At the circuit-level, concepts of hardware, information and
time redundant checking are often used to check a low-level
system component such as a combinational function or memory
element. Hardware redundant schemes use additional hardware in
replicating or inverting some combinational or sequential function
of the system at the logic level. These techniques include
replication of multiple buses [21], replication of logic functions
[32], replication of processors [26], [40], replication of memories
[21], and self-checking circuits [41], [17]. Information redundant
schemes add extra information to a symbol of information (i.e.
user data) and use this added information to check that the
originally unencoded symbol is correct. Information redundant
schemes at the circuit-level include parity codes [42], m-of-n
codes [41], replicated codes [43], or cyclic codes to check
memories, buses, or other communications paths [42]. Residue
codes [44], [17], AN codes [44], and Berger Check Prediction [45]
are all examples of codes used to check combinational
functionality. Time redundant schemes such as recomputation
with shifted operands [46], recomputing with swapped operands
[47], and recomputing with duplication with comparison [48] are
all examples of schemes which are used to check combinational
functionality using the same hardware, but doing the same or
different operation at a later time for comparison.

System level techniques can also be partitioned according to
redundant checking concepts. Redundancy at the system level in
hardware, software, information and time is used to check higher
level abstractions of system behavior or information, such as
operations, operands, program control flow, memory access
behavior, and data reasonableness.
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Many of basic ideas behind techniques used at the circuit-
level may often be applied to higher-levels of system operation as
well. For example, in an algorithm-based fault tolerant technique,
the functionality of a control algorithm may be expressed as a
combinational logic function and techniques used to check circuits
at the logic level may be applied to this higher level representation.
Thus, concepts such as hardware replication, information coding,
and recomputation with comparison all may be applied to a higher
level system representation. Concepts more unique to system level
checking via redundancy come from software-based redundant
techniques and algorithm-based fault tolerant techniques. These
methodologies inclnde n-version programming concepts [49],
[50], capability checks [51], data reasonableness checks [43],
matrix computation checking [53], [54], and control flow checking
(52], [39), [55], [56), [57].

A safety-critical system design may be fully described by its
components and their relations, and the implementation type of
each system component. Figure 7 presents a taxonomy of safety-
critical system designs. The general implementation types were
discussed in Section 4.1, the components and relations composing
a safety-critical system design were discussed in Section 4.2, and
the specific on-line system checking methodologies were
considered in this section and section 4.3.

Figure 7: Taxonomy of safety-critical system designs

Three categories for describing how a particular safety-
critical function is implemented are: (1) use of class I hardware,
(2) use of class II hardware, or (3) use of software. If a safety-
critical component is implemented using software or class II
hardware, some on-line checking mechanism is used to verify the
correct behavior of its functionality.

The on-line checking mechanisms used throughout the
system may be categorized by one of the techniques described in
this section. The checking mechanisms may be physically
distributed or centrally located in a system and check aspects of
system behavior not confined to the mechanism’s physical
location. This is especially true for system-level checking
techniques.

6. Conclusions

This paper described the results of a survey of safety-critical
systems in general. The common problems of those involved with
the safety-critical system development process were highlighted
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along with associated fundamental safety-related concepts and
definitions. A survey of safety-critical system designs was
presented along with a generic model capturing the common
underlying principles and features of all safety-critical system
designs. A taxonomy that classifies the design solution space for
safety-critical systems was also presented. It is the authors’ hope
that this information will aid current and future designers of
safety-critical systems to understand their design-space and to
quickly assemble candidate solutions for their particular problem.
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NRC Thermal-Hydraulic Code Consolidation and Improvement Program

J. L. Uhle
USNRC

ABSTRACT

NRC currently maintains four distinct thermal-hydraulic codes including: TRAC-P,
TRAC-B, RELAPS and RAMONA. These codes have similar but not identical
capabilities. The existence of the four separate codes dilutes the NRC resources, as
effort must be expended in quadruplicate to support code improvement, assessment,
analysis and maintenance. Additionally, the collective expertise is also diluted as the
user community is distributed amongst the four codes. To alleviate these problems,
NRC plans to consolidate the codes into a single state of the art code. The consolidated
code will incorporate all of the capabilities embodied in the separate codes, so that the
user needs will not be compromised.

The NRC codes will be maintained for a period during the consolidation process, so
that user needs are accommodated. These versions will not be static, but will be
aggressively maintained and improved throughout the effort. Concurrently, NRC will
work to develop innovative code numerics and physical models that, when completed,
will be merged with the consolidated code, either during the consolidation program or
upon its conclusion. Additionally, a GUI will be developed to aid in the use of the code
and to provide an input deck translator so that previously constructed input decks will
not become obsolete.

NRC will not discontinue support of any code until all capabilities are recovered, their
functionality well assessed and users are familiarized with the use of the consolidated
code. In summary, the NRC plan consists of both recovering all capabilities of the
current suite of codes and making substantial improvements.

1 INTRODUCTION

The NRC currently relies on four different thermal-hydraulic system analysis codes to audit vendor or
licensee analyses of new or existing designs, to establish and revise regulatory requirements, to study
operating events and to anticipate problems of potential significance. NRC plans to consolidate all
functionality embodied in the suite of codes into one code. Since each of the four codes serves a particular
function, the codes will be maintained for a period during the consolidation process, so that user needs are
accommodated. These versions will not be static, but will be aggressively maintained and improved
throughout the effort. Concurrently, NRC will work to develop innovative code numerics and physical
models that, when completed, will be merged with the consolidated code, either during the consolidation
program or upon its conclusion. This paper summarizes the NRC thermal-hydraulic code consolidation
program.
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2 BACKGROUND

The NRC currently maintains 4 distinct thermal-hydraulic codes including: TRAC-P, TRAC-B, RELAPS
and RAMONA. These codes have similar but not identical capabilities. For pressurized water reactors
(PWRs), the RELAPS code is primarily used for simulation of small break LOCA and plant transient
analyses and provides a one-dimensional (1D) representation of the flow field. RELAPS5 lacks the models
required for large break LOCA analyses, such as a three-dimensional (3D) vessel component and has not
been assessed against data for this particular application. TRAC-P has the capability to model
multi-dimensional flows and is therefore utilized for large break LOCA analyses. Generally, RELAPS was
developed as a fast running, more simplistic code for long term transients, whereas TRAC-P provides a more
detailed description of the flow field in faster transients. More recently, this distinct separation of
functionality has eroded and the present capabilities of the two codes overlap. However, the codes often
model the same phenomena with different constitutive packages and also employ different numerical
schemes. The reactor physics capabilities of both codes are limited to point kinetics.

For boiling water reactors, the situation is comparable. The RAMONA code treats the flow field as 1D but
incorporates a 3D kinetics package. A 3D representation of the flow field 1s provided by the TRAC-B code,
but the neutronics models are limited to either point or 1D kinetics. TRAC-B stemmed from the TRAC-P
code and was developed in parallel specifically for BWRs. It incorporates BWR specific models such as the
jet pump and also utilizes a different constitutive package and numerical scheme than TRAC-P. The
development of both TRAC codes has proceeded independently.

The NRC thermal-hydraulic codes were developed in the 1970s and therefore do not take advantage of
today's abundant supply of inexpensive, fast memory. In addition, older programming languages did not
readily provide a means for dynamic memory allocation. As a result, creative programming styles (such as
"bit packing" and "container arrays") were invoked to overcome these limitations. Unfortunately, these
techniques produced cryptic coding and compromised readability, maintainability and portability. Presently,
a great deal of effort is vested in deciphering these codes in order to improve the numerical techniques or
physical models.

User friendliness is associated with the difficulty one encounters when using the code. This hardship arises
from the laborious task of input deck preparation and the equally daunting task of interpreting the output.
Since using the code is a complex task, different users will generate different results. This notion is deemed
the user effect. One method employed to minimize the user effect and to generally facilitate the use of the
code is a graphical users interface (GUI). Traditionally, users have relied on command line input through the
terminal as the primary means of interaction with the thermal-hydraulic codes, and therefore each code would
benefit by the development of a GUL

Since each code requires modemization, an improved user interface and would benefit from upgrades in
physical models and numerics, NRC plans to consolidate the suite of codes into one, with an aim of
minimizing the dilution of the resources that are dedicated to development and maintenance of the four codes.
As a result, user needs will be accommodated more expediently, since effort will not be distributed amongst
the four codes. Additionally, the consolidation will enhance analysis capabilities, as the NRC and the user
community can focus attention on one code, thereby developing the collective expertise far more efficiently
than is possible when four codes are utilized. Input deck construction would not be duplicative, as all
transients for a plant design would be performed with one code instead of two.




3 GOAL

It is evident that the existence of the four separate codes dilutes the NRC resources, as effort must be
expended in quadruplicate to support code improvement, assessment, analysis and maintenance. To alleviate
this problem, NRC plans to consolidate the codes into a single state of the art code. The consolidated code
will incorporate all of the capabilities embodied in the separate codes, so that the user needs will not be
compromised. TRAC-P will serve as the basis for the consolidation process, since it contains a 3D hydraulic
vessel component, utilizes a network solution procedure, which enhances extendibility (the ability to add
components), and is more modular (the database structure and first steps in the solution procedure are
component specific).

The NRC codes will be maintained for a period during the consolidation process, so that user needs are
accommodated. These versions will not be static, but will be aggressively maintained and improved
throughout the effort. Additionally, a GUI will be developed to aid in the use of the code and to provide a
tool which will assist the user with the conversion of input decks, so that previously constructed input decks
will not become obsolete. Consolidation of TRAC-B and RAMONA (3D kinetics) capabilities is scheduled
to begin upon completion of the modemization. During this time, RELAPS5 will be improved, since work to
recover its capabilities will not begin until the TRAC-B and 3D kinetics consolidation is complete. These
improvements are further described in section 7. Once the consolidation is completed, NRC will support a
transition period during which the code will be further tested and NRC will provide training for use of the
code. NRC will not discontinue support of any code until all capabilities are recovered, their functionality
well assessed and users are familiarized with the use of the consolidated code.

Throughout the consolidation, NRC will work to develop innovative code numerics and physical models that,
when completed, will be merged with the consolidated code, either during the consolidation program or upon
its conclusion. NRC has just organized an Institute of Thermal-Hydraulics, comprised of a consortium of
universities, with Purdue University serving as the lead contractor. In conjunction with NRC, the Institute
will perform research and development in the following areas to eradicate deficiencies in the current codes’
capabilities:

designing and performing two-phase flow experiments

development of constitutive models, component models and correlations
development of numerical methods

development of a graphical user interface

applications of computational fluid dynamics codes to simulate reactor components

These capabilities will be developed for incorporation into the consolidated code and small scale fundamental
experiments will be run to generate a database that can be used in future code development endeavors. NRC
staff will participate in and guide the research activities of the Institute to ensure that NRC needs goals are
realized. In summary, the NRC plan consists of both recovering all capabilities of the current suite of codes
and making substantial improvements.
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4 APPROACH

4.1 Introduction

The consolidation will not involve simply lumping the codes together, developing a generic input processor
and renaming the code, as this approach would not eradicate any of the difficulties associated with the
maintenance of four distinct codes. Instead, TRAC-P will serve as the framework into which the other codes’
models will be incorporated.

As previously mentioned, TRAC-P was chosen as the base for the consolidated code for three reasons:
¢ 3D vessel

A 3D thermal-hydraulic component may be required for transients that involve asymmetric behavior, such as
large break LOCA and localized reactivity insertions.

¢ component based structure

Each component (ie, pipe, vessel, etc...) has its own data structure, which heightens the potential for limiting
access to a component’s data and also tailoring components’ storage needs. Additionally, the initial steps of
the solution procedure are component specific, which promotes the options of evaluating component specific
constitutive packages and formulations of the conservation equations.

¢ network solver

The TRAC-P solution scheme is based on a network solver concept. Essentially, the internal junction
variables of a component (internal junctions connect the individual control volumes that comprise the
component) are solved for in terms of the variables at the external junctions, which link the component to the
other adjacent components. This scheme reduces the inter-component communication inherent in the solution
procedure and facilitates the addition of components.

Before the capabilities of the other codes are incorporated into TRAC-P, the code will first be modernized,
employing Fortran 90 as the coding language and restructured into a more modular design. Modemization
will facilitate the code consolidation activities and long-term code improvements.

4.2 TRAC-P Modernization and Modularization into TRAC-M

Presently, the TRAC-P code is being modemized in two steps. First, non-standard Fortran 77 is being
replaced with standard coding that is supported by all Fortran 77 compilers. The database 1s then being
restructured using Fortran 90 to allow for dynamic memory management without the use of a container array-
and also to utilize object-oriented principles that enhance all levels of code modularity, extendibility and
readability.

Effort will also be vested in increasing the high level functional modularity of TRAC-M. High level
functional modularity means that the functions of the code will be done in sections of the code. This distinct
zoning of functions makes the code easier to develop. Three tasks will be performed to enhance the
high-level functional modularity of the TRAC-P code.
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The solution procedure of the code will be modularized, so that the building of the matrix will be separated
from the solving of the matrix (no subroutine will develop the terms of the finite volume equation matrix and
also proceed with the matrix solution), thereby enhancing the ability to implement various differencing
schemes or matrix solution techniques. The component communication will be modularized so that boundary
information will be provided to each component by a communication manager without the use of pointers
embedded in a variety of subroutines. NRC plans to separate the input processing from the computational
engine (those subroutines that perform the solution based on the geometry set up and the values initialized by
the input processor). This separation of functionality will aid the consolidation, since as models are
incorporated, the input deck must be modified accordingly. During this stage, the input deck will be
bullet-proofed to aid the user in diagnosing fatal errors in the input deck. The consolidation will involve a
great deal of assessment and bullet proofing the mput will expedite the work considerably.

Consolidation of the other codes’ capabilities will begin upon the completion of the modularization. To
promote clarity of this paper, at this stage of the effort, the code will be referred to as TRAC-M.

4.3 Developmental Assessment

To ensure that the consolidated code will have all the capabilities of the suite of codes, NRC is developing
developmental assessment (DA) matrices for each code based on the philosophy embodied in the Phenomena
Identification and Ranking Tables (PIRTs). The matrices are based on the CSNI integral effects tables and
supplemented with other applicable transients if necessary. Since the tables break down each transient into
phenomena, existing PIRTS can be used to supplement the list of phenomena.

The integral effects test (IET) matrix can be developed from this finalized list of transients and phenomena.
Development of the separate effects test (SET) matrix will require additional work. System code results and
scaled test data will be used to further narrow the range of parameters over which the phenomena occur.
With this information, the SET matrix will be constructed.

The finalized PIRTs will identify all phenomena the code is required to model. This information can then be
used to identify phenomena that are not represented by code models and can also divulge cases where a
model’s range of validity does not encompass the range over which the identified code applications will
exercise the model. These identified deficiencies will be eradicated by the NRC experimentation and model
development efforts (section 7).

Code assessment plays a vital role in NRC thermal-hydraulic code improvement efforts. A great deal of
effort is spent comparing the results of the code predictions to test data to determine the accuracy of the code.
NRC has just initiated an effort to produce and document a set of numerical techniques to rate code
assessment results. For example, these techniques may include; root mean squared comparison and Fast
Fourier Transform techniques to evaluate the frequency components of the shape of the data. Since the
technique will be used to ensure that the code predicts all the dominating phenomena, the technique will
provide quantitative measures of the simulation fidelity by comparing the magnitudes of the parameter, the
slopes and inflection points of the curves that represent major changes in the trends of the parameters and
timing of events. Therefore, rating the simulation fidelity of the code as excellent, reasonable, minimal and
insufficient will be based on the results of the numerical techniques. To set numerical standards that
correspond to the qualitative labels (excellent, reasonable, ...), a peer review process will be used. This
numerically based rating system will ensure consistency throughout the project and will facilitate full
automation of the developmental assessment activitics.
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4.4 RAMONA

To recover the capabilities of the RAMONA code, NRC plans to couple the PARCS 3D neutronics code to
TRAC-M. The kinetics will be internally coupled to TRAC-M, so that TRAC-M thermal-hydraulics will be
used to model the fluid conditions in the core. The required properties will then be passed to the kinetics
routines that provide the core power. The codes' databases will not be mixed to limit the required
maintenance in the kinetics routines stemming from modifications to the thermal-hydraulics coding.
Essentially, an interface will be generated to read the required thermal-hydraulics code variables, map them to
the meshing of the kinetics code, rename them to be consistent with the labeling convection of the kinetics
code and finally pass them to the kinetics routines. The power would then be passed in the other direction.
Improvements can be made to the kinetics code without involving the thermal-hydraulic code. These
modifications can then be implemented by changing the interface accordingly. The development of this
interface is the first step in the incorporation of 3D kinetics into a thermal-hydraulic code. NRC also plans to
couple PARCS to RELAPS (section 4.6) using this same coupling technique.

NRC is currently investigating wether or not the ability to model stability will require additional work, such
as higher order differencing of the momentum and energy equations (or other techniques to minimize
unphysical damping). Future work will also entail determining and developing the required capabilities to
model high burnup and MOX fuels.

45 TRAC-B

To consolidate the models of TRAC-B into TRAC-M, the following strategy has been planned.

¢ Each of the TRAC-B BWR components are based upon pipe and tee components. The BWR
components, such as CHAN (the core rod bundles and channel boxes) and the jet pump, will be built
from the TRAC-M components in the form of a module that is consistent with the TRAC-M Fortran
90 data structure.

Since the numerical scheme of TRAC-M differs from that of TRAC-B, this effort does not entail simply
cutting and pasting TRAC-B coding. Since the physical models of TRAC-M and TRAC-B are different, the
TRAC-M physical models may yield unsatisfactory results for the TRAC-B developmental assessment
matrix. The term common models will be used to refer to physical models used in the two, such as interfacial
heat transfer and drag in a pipe.

L To then ascertain the impact of the TRAC-M common models on the capability to simulate a BWR,
the TRAC-B SET matrix will be run with TRAC-M to determine the BWR simulation fidelity of the
modules in TRAC-M.

If TRAC-M common models are deficient in modeling the BWR components, then TRAC-B
common models will be coded into TRAC-M and used only for the BWR components. These

models are now referred to as BWR component specific models. The models will then be assessed
against the TRAC-B SET matrix.

Therefore, the BWR components will either use the models of TRAC-B or TRAC-M, but the remainder of
the system will use TRAC-M models. For example, if TRAC-B models are used for the BWR components,
then for a jet pump component, which is'.comprised of a generic tee component with an additional momentum




source term, the jet pump would use the TRAC-B wall drag correlation but all other generic tee components
(not part of jet pumps) would use the TRAC-M correlation.

The last two steps will assess the accuracy of the BWR components in the TRAC-M code against SET data,
which will determine the ability of the code to model a few phenomena but not the complete system.

¢ To determine the ability of the code to model the complete BWR system, the TRAC-B IET matrix
will be run with TRAC-M and the deficiencies noted.

This DA activity will determine if any TRAC-M common models used for the generic components are not
appropriate for BWR applications. It is likely that the common model selection for the generic components
will be done simultaneously with RELAPS DA, so that the common models will not improve the simulation
fidelity of one code application at the expense of the others. These models will be chosen at this stage based
not only on overall accuracy but also on parameter range and the degree of documentation that exists in
literature. Common model selection will involve running SET matrices with a driver code or pilot code, if a
two-fluid formulation is required, as well as coding them into TRAC-M and running the IET to determine
how TRAC-M numerics and other models affect their performance. For the purpose of clarity in this paper,
at the stage when the BWR components and 3D kinetics capabilities are incorporated, the code will be
referred to as TRAC+, and TRAC++ when the common model selection for generic components is
completed.

4.6 RELAPS
Once the common models are selected, then the RELAPS specific models can be incorporated, such as
thermal front tracking and the accumulator component. At this point, the code will embody all capabilities of

the suite of codes and is now referred to as ARC (Advanced Reactor Code).

Concurrent with the consolidation effort, RELAPS5 will be improved since its capabilities will not be
recovered until the later stages of the consolidation program. Improvements include:

¢ Development of a GUI
¢ Removing bit packing (a technique used to save memory) to enhance readability;
¢ Modularizing excessively large subroutines to enhance readability;

¢ Incorporating 3D kinetics;

¢ Improving the non-condensible numerics;

+ Improving mass conservation and robustness;

¢ Converting the code into F90 to provide dynamic memory allocation while enhancing readability and
maintainability.

219




5 TRANSITION

As part of the consolidation effort, a full DA of ARC will be run for all the code applications. Once the
consolidation is completed, NRC will support a transition period during which the code will be further tested
and NRC will provide training for use of the code. NRC will not discontinue support of any code until all
capabilities are recovered, their functionality well assessed and users are familiarized with the use of ARC.
Additionally, NRC will provide users with the capability of translating input decks from those of TRAC-B,
TRAC-P and RELAPS to the consolidated code, so that previously constructed input decks will not become
obsolete. Throughout the consolidation program, all development efforts will adhere to NRC Software
Quality Assurance.

6 SOFTWARE QUALITY ASSURANCE

NRC has developed a Software Quality Assurance (SQA) program for the code consolidation effort. SQA
will ensure that what is in the code has been developed in accordance with SQA procedures, has been
authorized by the NRC and the documentation associated with the modifications are sufficient so that future
code users and developers will understand the bases for the changes, and through assessment results, be
assured of the operability and accuracy of the modifications. Therefore, the SQA program will oversee areas
of documentation of code, assessment and configuration control.

7 CODE IMPROVEMENTS

Concurrent with the consolidation, NRC will work to improve the capabilities of the code. These

improvements may involve modifying the numerics, creating a parallelized version of the code, developing a
GUI, improving the constitutive packages, developing new components, such as a Lagrangian based
accumulator or CMT and in the longer term, incorporating links to a stand-alone code, such as a CFD code.
Programs currently underway to develop these improvements are discussed in the following sections.

7.1 Parallel Version

NRC plans to develop a coarse grain parallelized version of the consolidated code to increase both the speed
of the code and the memory available for each simulation. Essentially, the parallelized code will operate like
there is a version of the code on each processor (CPU) but the database specific to each CPU is only available
to that CPU. Information on each processor will act as boundary conditions to the other processors. The
matrix solver will function on another CPU and will feed information back to the other processors. The
option of implementing a data distribution algorithm that performs automatic data decomposition or process
mapping may be considered. Load balancing or dynamic data decomposition is also an option for long term.

7.2 Graphical User Interface

The Graphical User Interface (GUI), which has been named the Symbolic Nuclear Analysis Package (SNAP).
SNAP development is currently focusing on a RELAPS preprocessor interface. Future versions will provide

fuller RELAPS deck modification and preprocessing capabilities and will include expert systems (wizards) as
well as runtime and postprocessing enhancements. A concurrent effort will be undertaken to assist the user in
the translation of RELAPS to TRAC-P input decks. Once developed for RELAPS, the full capabilities of the




GUI will be available for the consolidated code.
7.3 Interfacial Area Transport

For predicting the thermal-hydraulic behavior of two-phase flow, the interfacial structure is one of the most
important parameters, since all the transfers of mass, momentum and energy occur at the interface.
Traditionally, the effects of interface structure have been analyzed using flow regimes and transition criteria
that do not dynamically represent the changes in interfacial structure. To better represent the effects of
interfacial structure and regime transition, the use of a first order equation to characterize interfacial area
transport has been recommended. The equation is in the form of a conservation equation of interfacial area
concentration with the right hand side that represents the sources and sinks due to the physical processes that
govern the creation and destruction of interfacial area. NRC is sponsoring research to determine the
constitutive relations for the source and sink terms over the range of conditions and flow geometries
prototypic of nuclear reactor designs.

7.4 Reflood

Reflood has been extensively studied. However, parameters such as local void fraction, droplet diameter,
phasic temperatures and velocities have not been measured in detail precluding the development of a model
that predicts detailed behavior, which is thought to be necessary for this phenomenon. Therefore, the
previous work has not yielded an accurate predictive capability. NRC is investigating methods to perform
more fundamental experiments with an aim of allowing more physical, accurate modeling of low pressure
boiling and heat transfer, axial void profile (particularly interfacial area and drag), and reflooding of rod
bundles (particularly precursory cooling above the quench front).

7.5 Phase Separation

Accurate modeling of phase separation is vital to reactor safety analysis. For either a postulated break, a
relief valve or an automatic depressurization system, the fluid quality of the effluent is a critical parameter--
the higher the quality the more rapid the depressurization, and the lower the quality, the greater the inventory
loss. If the phase separation model over-predicts the phase separation at the break or off-take, the plant
depressurization rate is enhanced while the liquid inventory in the core is maximized. Therefore, an inaccurate
phase separation model can result in non-conservative predictions of core liquid inventory, the key figure of
merit used in analyzing reactor safety. Therefore, NRC plans to develop a set of suitable correlations for
modeling phase separation at the break in SBLOCA conditions in the AP600 and conventional plants and for
the hot leg off-take geometry for all ADS stages in the AP600.

8 SUMMARY

NRC currently utilizes four separate thermal-hydraulic codes. In an effort to minimize the dilution of
resources and expertise associated with the maintenance, development and use of these codes, NRC plans to
consolidate all functionality embodied in the suite of codes into one code. Since each of the four codes serves
a particular function, the codes will be maintained for a period during the consolidation process, so that user
needs are accommodated. These versions will not be static, but will be aggressively maintained and improved
throughout the effort. Concurrently, NRC will work to develop innovative code numerics and physical
models that, when completed, will be merged with the consolidated code, either during the consolidation
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program or upon its conclusion. Once the consolidation 1s completed, NRC will support a transition period

during which the code will be further tested and NRC will provide training for use of the code. NRC will not
discontinue support of any code until all capabilities are recovered, their functionality well assessed and users
are familiarized with the use of ARC. Additionally, NRC will provide users with the capability of translating

input decks from those of TRAC-B, TRAC-P and RELAPS to the consolidated code, so that previously
constructed input decks will not become obsolete.




NRC Generic Graphical User Interface

Development for RELAPS
B. J. Gitnick S.G. Smith
Scientech, Inc. U.S. Nuclear Regulatory Commission

Introduction

The United States Nuclear Regulatory Commission (NRC) is sponsoring the development of a
generic tool to assist in the construction and evaluation of nuclear safety analysis models for
simulation codes such as RELAPS and TRAC-P. This code is referred to as SNAP, for
Symbolic Nuclear Analysis Program. SNAP is being developed to meet the special
requirements of the nuclear safety analyst, whose task is to evaluate complex system models
composed of many components (See Table 1).

Creating, modifying and verifying system models is difficult, yet these are tasks that the safety
analyst must perform frequently. Poor documentation and confusing input syntax makes these
codes difficult and inflexible to use. Typically, runs must be coaxed through several restarts to
reach the desired problem end time. Users must manipulate numerous large files to plot and
analyze the results.

SNAP will contain four modules designed to help users build, modify, submit, monitor,
inspect, and visualize analytical results:

1) A preprocessor to aid in developing and modifying input models.

2) A runtime processor for problem submission and initialization, reporting and plotting
of results for runs in progress and job status monitoring and control.

3) The post-processor includes those functions required to analyze the results of a
calculation, including plotting and animation tools for visual presentation of model
information and calculated resulits.

4) An interface to a database management system (DBMS) for organizing, searching and
storing project, plant, and model information. The database also will contain libraries
of models and model parameters, such as material properties and pipe schedules, to
assist users constructing simulation models.

SNAP will also provide expert assistants to assist users through complex modeling tasks such
as problem nodalization, initialization, as well as pump, valve, heat structure and break
component setup. The expert assistants (“Wizards”) are being developed (Table 2) based on
the knowledge base of experienced engineers, the user guidelines and the developmental
assessment results.

A preliminary version of the SNAP preprocessor is in Beta Test at the NRC. Currently, only
the RELAP5 computer code is supported in this initial implementation of the SNAP user
interface. The other modules are still in the design stage or early in the implementation stage
of the development process.

223




Intelligent and Intuitive User Interface Approach

The SNAP preprocessor provides a Graphical User Interface — a GUI — which allows the
user to assemble a complex facility model by manipulating symbols and icons. The SNAP
interface makes interrelationships (flow paths, heat transfer paths, reactivity feedbacks, and
controller loops) between components clear both at a logical and a physical level.

There have been several previous GUIs developed for safety analysis codes. Unlike these
earlier codes, SNAP does more than convert the existing card deck format into a series of
graphical dialogs. SNAP dialogs and diagrams typically provide descriptive text and a units
field for each variable. Generally, inputs appear on dialogs only if they needed. In some cases,
where these inputs are optional, unavailable inputs are made are uneditable (“grayed out”)
when an option is selected, and only made editable again when those inputs options are re-
activated by user input. More advanced features and options are on separate dialogs, which
users need not generally invoke. Brief help and full help messages will be available, as are
hypertext links to the RELAPS guidelines documents.

Systems analysis codes generally represent a hydraulic system by dividing it up into "cells”
which are joined together by "junctions”. Some of the cells may be specialized representations
of other components such as pumps, and some of the junctions may be specialized
representations such as valves, but the use of cells and junctions to model a hydraulic network
is fairly standard. The way the cells and junctions are interconnected defines a flowing system
as much as the physical characteristics of the individual components: piping, valves, pumps,
fills, breaks and tees, etc. The cell and junction representation has stood the test of time, and
the SNAP interface adopts it too.

The SNAP interface allows the user to build and edit input models by manipulating icons and
through user friendly interactive commands. SNAP icons have a recognizable shape and
scaleable proportion, so that they can represent reactor system and containment components
in the familiar nodalization diagram format. These icons behave like real components, e.g.,
users can connect these icons only if RELAPS allows these components to connect. Users
construct a flow network by connecting component icons with junctions. (See Figure 1).
Some icons represent single volumes, while other components, such as pipes and branches,
contain multiple volumes and junctions. SNAP also allows composite components, which
may contain other components, including composites (i.e., nesting is allowed). These
composites can be code specific (e.g., a RELAPS pipe), or selected from a library of
components (listed in Table 1) or user defined.

Editing functions are provided to allow users to easily access and change model inputs, add or
delete components, and define component groups. Component properties are input or
modified for individual components using tabbed dialogs (Figure 2), or globally using the
“component navigator” feature, which lists all components’ properties using a spreadsheet-
type interface (not yet implemented). In the future, these libraries of components
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(“Templates™) typically used in nuclear power plants to facilitate the modeling development
process, will be contained in the SNAP DBMS as discussed in the data storage section below.

SNAP can import previously developed models (i.e. existing plant decks) and display the
resulting input model. Whether creating or modifying an existing model, users may add,
delete, connect or disconnect junctions, and add or delete components using interactive
(mouse and/or keyboard) commands. Junctions and components can be copied, grouped,
pasted and renumbered. One of the expert assistants (“Wizards™) will assist in renodalization.
New components are selected from a palette. (Figure 3). Palettes are organized in a four-tier
hierarchy: hydrodynamic components, heat structures, heat sources, trips and controls. This
representation is flexible and applicable to all of the analysis codes under consideration, and
provides a convenient means to organize the physical data necessary to create the model
specific input files — with data provided either by the user or extracted from libraries of
component templates and previous designs stored on the database. SNAP provides
visualization and error checking tools help to locate and correct errors in models earlier in the
model building procession.

Generic Basis for Code-to-Code Model Translation

The SNAP design provides a foundation and framework to support other existing NRC safety
analysis codes, such as TRAC-P, MELCOR, CONTAIN, and new codes which may be
developed in the future. For example, RELAPS and TRAC-P are both systems transient
codes. Yet these codes are based on philosophical models which are sufficiently different that
highly experienced users have a hard job adapting a model from one code to the other.

A unique feature of the SNAP its capability to translate from one simulation code to another.
SNAP stores both generic and code specific model information. Generic information includes
geometric and performance data for physical pieces of equipment, such as pumps, pipes,
elbows, reducers, tees, valves, tanks, etc. Code specific information is used to supplement the
generic information for input data items specific to each code, such as model options and
flags. SNAP translates most input parameters, such as model components, geometric
information, etc., to a common reference “‘generic’” representation, ignoring only code-related
options and switches. SNAP translates the model from this “generic” formiat to a “code
specific” format at “export time”, as shown in Figure 4. In the future, users will be
encouraged to enter physical information, and let the SNAP translate this generic information
to code specific information as much as possible.

This design has numerous advantages. One advantage is that whenever a new code is added to
SNAP, only translators to and from the new code to the generic mode are needed. These
translators (actually C++ Classes) need to be developed to handle the unique features and
procedures for input and output processing for all of the specific codes to be supported.
These code specific functions translate to and from “code specific” input deck formats to
SNAP “generic” information on import and export of analytical models. Without the generic
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intermediate step, the addition of a new code would require the addition of translators to and
from each of the existing analysis codes.

Database Storage

SNAP will read and write all model information to/from a Structured Query Language (SQL)
Database Management System (DBMS), such as Sybase or Oracle. SNAP will use an ODBC
(Open Database Connectivity) driver to allow the code to connect to many SQL database
clients. An OBDC intermediary will allow greater flexibility by shielding the application from
the differences between Database Management Systems.

The SNAP DBMS will contain libraries of components (“Templates™) typically used in nuclear
power plants to facilitate the modeling development process. These libraries of component
templates and design parameters needed for the online expert systems will also be stored in
DBMS files. Information contained in the DBMS will be used to support both input
preparation and post-calculation analysis of results.

SNAP communicates with the DBMS through a separate access process which will run on the
DBMS server. The main SNAP modules which contain the iconic interface and the expert
guides (*“Wizards”) will run on each user’s workstation (the “clients”). It will be possible to
co-locate the client and server processes on the same workstation, however, best performance
will be available if multiple processors are available.

SNAP will be capable of keyword search and retrieval of component parameters, such as
pipes, pumps, valves, fuel designs, and steam generators from other reactor models previously
entered in the DBMS.

Component Navigator

In addition to the iconic interface the SNAP will allow the user to view and change properties
of the components through an alternate interface tool, referred to as the “component
navigator”. Upon initiation, the component navigator tool opens a separate window to
display the top level component categories contained in the model.

These component groups can be “expanded” when clicked on by the mouse. The expanded
view shows all the members of the component group. The expansion process continues until
the lowest level is reached, the user may view and/or change information for a single item or
groups of items. For example, the initial view may contain volumes and junctions. If volumes
are expanded, the new view will may contain single volumes and time dependent volumes.
Single volumes can be expanded to produce a list of all the single volumes and their
properties.
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Runtime and Postprocessor

The Runtime and Postprocessor modules of SNAP, which are currently in the design stage,
will provide methods to control job execution, monitor the status of jobs in progress, and view
and/or plot results of code calculations. Initially, information will be available as x-y plots for
the variables associated with each component. Plans for later versions of SNAP call for more
visualization aides, such as animation tools, instrumentation mimics, and three dimensional
plotting.

Programming Language and Operating System Requirements

The SNAP was designed as an object-oriented method and constructed in a modular fashion.
The preprocessor was developed in C++ for the UNIX/X/Motif environment since this system
is supported on all engineering workstations that run the NRC safety analysis codes of
interest. X/Motif system libraries include many of the programming tools needed for the
SNAP development. Other tools include the Standard Template Library (STL), a library
donated to the public domain by SGI and HP, and proposed for adoption in the draft ASNI
standard for C++, and wxWindows, a free, publicly available cross-platform GUI toolkit
developed by the Artificial Intelligence Institute of the University of Edinboro.
(http:iiwww.aiai.ed.ac.uk/). UNIX shell script, GNU configure and PERL will be used for
installation and linking scripts. HTML documents and web browsers may be included for the
help system. These tools are all system and platform independent. All machine dependencies
are identified and isolated in a specific group of functions.

Conclusions

SNAP preprocessor should greatly improve ease-of-use and reduce the potential for user error
and the "User Effect", e.g., the undesirable variation in the results of RELAPS and TRAC-P
input models constructed by different users. SNAP has tools to insure data integrity,
retrievability, and traceability. SNAP should significantly improve consistency in modeling
approach and assumptions. Over time, use of the SNAP will result in an improvement in the
quality of the developmental assessment database and more accurate simulations using
RELAPS and other codes.

SNAP gives the NRC safety analysis community (NRC staff, consultants and contractors,
university researchers, and staff from participating international organizations) a common
graphical/iconic user interface, capable of handling a wide variety of pre- and post-processing
tasks related to analysis of nuclear reactor and containment accident and transients.
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Table 1. Components To Be Included In SNAP Libraries

Basic Components

Single Volume

Time Dependent Volume

Single Junction

Time Dependent Junction

Pipe

Annulus
Branch
Separator

Jet Mixer*
Turbine*
ECC Mixer*
Valves
Pumps
Multiple Junction
Accumulators
Breaks

Heat Structures
Kinetics Data*
Trips and Controllers

Composite Components

PWR Core/15x15, 16x16, 17x17
PWR Reactor Vessel

PWR Pressurizer

PWR U-Tube Steam Generator

PWR Once Through Steam Generator*
AP600 Core Makeup Tanks*

AP600 IRWST*

BWR Core/7x7, 8x8, 9x9, 10x10*
BWR Separator/Dryer*

BWR Jet Pump*

BWR Jet Pump Reactor Vessel*
BWR Non-Jet Pump Reactor Vessel*
BWR Water Level Controller*

BWR Pressure Controller*

BWR Recirculation Pump Speed*
Heat Exchanger*

BWR MK I Containment*

BWR MK II Containment*

BWR MK III Containment*

Large Dry Containment*
AP600 Containment*®

* Future Items




Table 2. Expert Guides (“Wizards”)

Preprocessor

Centrifugal Pump
Control Systems*
Heat Conductor
Heat Exchanger*
Jet Pump*
Steam Generator*
Nodalization
Reactor Kinetics*
Separator*
Valve*

Runtime

Initialization*

* Future Items
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THREE-DIMENSIONAL SPATIAL KINETICS FOR COUPLED
THERMAL-HYDRAULIC/NEUTRONICS SYSTEMS ANALYSIS CODES

T.Downar D. Barber
School of Nuclear Engineering
Purdue University

D.Ebert V. Mousseau
Division of Systems Technology
Office of Regulatory Research
US NRC

Abstract

A three-dimensional spatial kinetics capability within a thermal-hydraulic sys-
tems code provides an analysis tool that more correctly describes the core physics
during reactor transients which experience significant variations in the neutron
flux distribution. This paper addresses some of the important issues related to the
development of a spatial kinetics capability in a coupled systems code. These
issues include the development of methods for coupling a systems thermal-
hydraulics and spatial kinetics code, the development of advanced spatial kinetics
methods for more accurately modeling a reactor core with advanced fuel types,
and a discussion of the issues related to the application of high performance com-
puting to the coupled code.

L. INTRODUCTION

A three-dimensional spatial kinetics capability within a thermal-hydraulic systems analysis code is
important for reactor transients which experience significant variations in the core power distribution.
In both the U.S. and abroad, there has been considerable progress in recent years in the development of
coupled thermal-hydraulics/spatial kinetics systems codes. This work has been motivated primarily by
the prospects of improved nuclear power economics and reactor safety.

Recent initiatives to reduce plant operating costs at U.S. nuclear utilities include further extensions
of the fuel cycle length and plans to increase the plant power rating. As an example, this past year GPU
nuclear analyzed the Main Steam Line Break transient in support of their uprate analysis of the Three
Mile Island plant using TRAC-PF1 coupled with a three-dimensional spatial kinetics code [Ivanov,
1996]. The analysis with point kinetics predicted a return to power during the transient, whereas there
was no return to power predicted when the same analysis was performed with three-dimensional spatial
kinetics.

This provides strong evidence that best estimate analysis of certain reactor safety events with a cou-
pled code can provide increased safety margin through reductions in the conservatisms incurred with
lower dimensional kinetics calculations [Diamond, 1996]. Furthmore, transients such as BWR flow sta-
bilities and PWR boron dilution events, can only be properly analyzed with multi-dimensional spatial
kinetics. This paper will address some of the important issues related to the development of a spatial
kinetics capability in a coupled systems code.
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II. METHODS FOR COUPLING THERMAL-HYDRAULICS AND NEUTRONICS CODES

One of the most basic issues regarding the implementation of spatial kinetics into a thermal-hydraulics
systems code is the integration method which determines whether the core simulator should have
thermal-hydraulics separate from the systems code. In an "external” integration the core simulator provides
its own TH and the systems and core simulator codes are coupled at the inlet and outlet plenums.
Conversely, in an "internal" integration the systems code solves the temperature and fluid fields for both
the core and ex-core. There have been implementations of spatial kinetics in systems codes using both
methods [Hagrman, 1997, Judd, 1996, Paulsen, 1996]. Perhaps the greatest disadvantage of the external
integration is that generally, the thermal-hydraulic models in systems codes are more complete and detailed
than those of core simulators. Some limitations on phenomena such as counter current flow or high void
content could possibly be encountered in the core simulator and not the systems code. For this and other
reasons, the work here was based on an internal integration approach.

The most general approach for coupling a thermal-hydraulics and a spatial kinetics code would be to
use a separate "interface” code for transferring data between calculational modules that is independent of
the specific structure of the thermal-hydraulics or spatial kinetics module. This would minimize the
modifications necessary when using different TH or neutronics modules. An interface code was designed
based on this concept and is described briefly in the following section.

ILA. General Design

The implementation of a thermal-hydraulic/neutronic interface for the reactor vessel is depicted in
Figure 1. The design is based on an internal integration approach in which the neutronics code solves for

 Thermal - Neutronics
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- Interface “Interface \; -
ot Chnput | COSOERERRRRY,
p . 'ff §(ro=> rn)?f
» % ‘ “Neut.
- Data
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Figure 1. Diagram of Interface Implementation
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the neutron behavior only, and the system code solves for both the system and the core thermal-hydraulics.
This concept utilizes independent input processing for the thermal-hydraulic and neutronic codes, which
insures that modifications to existing input decks will be minimal. In addition, the input for the interface
is processed separately by the code-specific mapping routines. This provides flexibility for inputting code-
specific mapping and calculational control information separately.

The basic design of the interface includes an immutable generalized interface unit which provides the
mapping of property data between thermal-hydraulic zones, neutronic nodes, and heat structure (HS)
components. Memory mapping between the interface module and the thermal-hydraulic and neutronic
modules is accomplished with customized mapping routines which are specific to the thermal-hydraulic and
neutronic codes used in the coupled code system.

II.B. Variable Transfer

The coupling of the spatial kinetics module to the thermal-hydraulics module is accomplished via the
incorporation of thermal-hydraulic feedback effects into the cross sections. For an explicit coupling
approach, the fuel and moderator temperature and moderator density from the end of the time step, along
with all reference temperatures and densities, are passed through the interface to the spatial kinetics module.
The coupling of the thermal-hydraulics module to the spatial kinetics module is achieved with the node-
averaged fission, decay, and gamma powers (Qf . Qs Qv), which are used in the heat transfer calculation.
For transient control in the coupled code, time-dependent information, such as the logic for control rod
movement and the time step data, are also passed through the interface.

In an effort to fully generalize the treatment of the fuel temperature feedback, the space- dependent
average fuel temperature (Tf) and radial fuel temperature profile in the pin (T,(r,-r,)) are transferred to
the interface, as shown in Figure 1. This provides flexibility for the spatial kinetics codes which vary in
the method of calculating doppler temperature for feedback into the cross sections. To describe the radial
profile, space will be allocated for ten fuel pin temperatures. The treatment of the moderator density
feedback is generalized to allow the use of mixture density and/or void density correlations. This is
accomplished by transferring the space-dependent liquid and vapor densities, along with the void fraction
(p; » Py » &), from the thermal-hydraulics module to the interface. Finally, the space-dependent moderator
temperature (T,), pressure (P), and Boron concentration (B) are also passed through the interface.

IL.C. Design of the Mapping Function

The mapping function between thermal-hydraulic zones and neutronic nodes used by the General
Interface is represented as a single permutation matrix, P, composed of variable-dependent submatrices of
either size n-by-m or size n-by-m’, where n is the number of neutronic nodes, m is the number of thermal-
hydraulic zones, and m” is the number of heat structure components. In practice, a different submatrix is
employed for each of the variables passed from the thermal-hydraulics code to allow for separate averaging
techniques. The submatrices for the fuel temperatures, which correspond to heat structure components,
have dimension n-by-m’, and the six submatrices for the moderator temperature and pressure, moderator
liquid and vapor densities, void fraction, and boron concentration have dimension n-by-m. In an effort to
ease the input requirements, the user should be given the option of assigning an input permutation
submatrix to multiple state variables. In addition, the mapping function between neutronic nodes and heat
structure components is represented as a single permutation matrix, P’, composed of three submatrices of
size m’-by-n for each power (i.e. fission, decay, and gamma), and a submatrix of size m-by-n, which will
be used to map a fraction of the node-wise gamma powers directly to the thermal-hydraulic zones.
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The use of the permutation matrix, P, in mapping zone-wise and component-wise thermal-hydraulic
variables to neutronic nodes is given by:

P xHS*DH _ yNew. . yHS-TH ¢ giim'sem  yNeut. ¢ Ri’n 1)

?

where the dimension of the vector, x#5-D#, is based on 11 component-wise variables (i.e., 1 average fuel
temperature and 10 fuel temperatures describing the radial pin profile) and the six zone-wise variables (6m).
Conversely, the use of the permutation matrix, P’, in mapping neutronic nodal powers to corresponding heat
structure components and thermal-hydraulic zones is given by:

P/ xNew. _ xHS#ﬂH; xHS+TH ¢ kSm’*m , xNewt. - pén (2)

where xHS-DH consists of fission, decay, and gamma powers for the heat structures (3m”) plus the fractional
gamma power for the thermal-hydraulic zones (m) to account for direct heating to the coolant.

The form of these permutation matrices is easily demonstrated with the simple thermal-hydraulic and
neutronic planar nodalizations shown in Figure 2.
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Figure 2. Cartesian Thermal-Hydraulic to Neutronic Mapping
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This example assumes that the boundaries of the thermal-hydraulic zones and neutronic nodes are
congruent, which is the case for most practical applications. However, when the boundaries are not
congruent, resulting in overlapping thermal-hydraulic and neutronic regions, the user is responsible for
incorporating appropriate weighting factors (e.g., volume fractions) into the permutation matrix. The
general form of the permutation matrix is now given as:

P, = “E Wh‘m €y » € € RY ; for i=1-n @
Def

where k(i) designates the thermal-hydraulic zone(s) belonging to neutronic node i, and e, is a row vector
with 1 in the k(i)-th position, and zeros everywhere else. The dimension represented by j corresponds to

either m or m’, depending on the variable-dependent submatrix. The weighting factor, Wlfw’ is a scalar

which represents the weighting of the k(i)-th thermal-hydraulic zone on the i-th neutronic node. The
restriction on the weighting factor, is given as

ki)em

It should be noted that for P, Eq. (5) represents the summation of elements in row i, and for P, Eq. (5)
represents the summation of elements in column i. An example which would require the use of weighting
factors is shown in Figure 3, where a planar mapping from cylindrical thermal-hydraulic coordinates to
cartesian neutronic coordinates is required.
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Figure 3. Cylindrical to Cartesian Mapping

By taking the weighting factors for this example to be simple area fractions, the permutation submatrix for
a single thermal-hydraulic variable would be of the form:
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IL.D. Calculational Control

The coupling of the thermal-hydraulic, neutronic, and interface modules can be accomplished with
either a single process for the entire coupled code, or independent processes for each module. The single
process option requires an additional driver routine which controls the flow into each module, as depicted
in Figure 4. This strategy also requires modification to both the thermal-hydraulic and neutronic codes to
set the entry points into each module.

For the single process approach shown in Figure 4, the driver controls the flow to the input processing
units of the individual modules. Once the permutation matrices have been processed in the code-specific
data mapping routines, these matrices are passed to the initialization unit of the General Interface routine
to be stored for future use. Following the input processing, the neutronics code calculates the steady-state
power distribution based on the initial thermal-hydraulic condition of the core. Using this power
distribution, either the steady-state initialization or the transient calculation can be performed.

The decision of whether to use point or spatial kinetics during the steady-state initialization is left to
the user. However, to avoid a non-initialized core condition, the kinetics used in the transient calculation
should be consistent with that employed for the steady-state initialization.

The flow through the interface routines is the same regardless of whether a steady-state or transient
calculation is being performed. As shown in Figure 4, this flow proceeds in two directions, dictated by
the integer flag imapdir. Specifically, when imapdir equals zero, the flow is coming from the thermal-
hydraulic module, and when imapdir equals one, the flow is coming from the neutronics module. This
implies that each of the three modules, the T/H Data Map, General Interface, and Neutronics Data Map,
contains two functional units corresponding to the mapping direction.

When imapdir equals zero in the code-specific T/H Data Map, the corresponding variables contained
in the T/H data structure, denoted by (A) in Figure 1, are mapped to the data structure used by the General
Interface, denoted by (AB). This requires that the T/H Data Map routine contain information on the
memory structure utilized by the thermal-hydraulic and General Interface modules. In addition, this routine
performs conversion of the data to the units utilized by the interface. Conversely, when imapdir equals
one, and the flow is proceeding from the General Interface to the thermal-hydraulic module, the component
powers for the heat structures are placed in the thermal-hydraulic array structure, and all necessary unit
conversion and normalization is performed.
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Figure 4. Single Process Flow Control for Coupled Code

The General Interface module performs all data mapping from both thermal-hydraulic zones and heat
structure components to neutronic nodes when imapdir equals zero. When imapdir equals one, all
neutronic powers are mapped from neutronic nodes to heat structure components and thermal-hydraulic
zones. As described in Section I1.C, this results in one matrix-vector multiply for each mapping direction.

When imapdir equals zero in the code-specific Neutronics Data Map routine, all thermal- hydraulic data
that is stored in the interface array is mapped to the data structure utilized by the neutronics module (B),
which implies that this routine contains the memory structure for both the general interface and the
neutronics code. This functional unit also performs all necessary unit conversion for consistency in the
neutronics routines. Finally, when imapdir equals one, the nodal powers are mapped to the interface data
structure, and any required normalization and unit conversion is performed.

For a multiple process coupling approach, the flow through the interface routines is roughly the same.
The difference is seen in the management of entry points in the interface routines, where the coupling of
the modules is now achieved by the use of either the Parallel Virtual Machine (PVM) or Message Passing
Interface (MPI) packages. Specifically, the entry points into and out of the interface would be controlled

241




with sends and receives, as shown in Figure 5. This coupling strategy appears to be more efficient than
the single process approach, however the user would be required to maintain an additional coding package
for either PVM or MPL

/ T/ Data / Neut, Data
Map Map
send — - > recv send—_ﬁf———*- Lo recy
recv <t ~send recv «-—--—-- send
send —{+--~-=» recv send-f=r-—-1{+ recv
recv - ++——+=4—-send recv ——t+1+~ send

Figure 5. Coupling with PVM or MPI

ILE. Time Step Control

Time step control for the coupled code is handled by the T/H Data Map routine and is based on the
control information passed through the interface from the thermal-hydraulics and neutronics modules.
Because of the difference in characteristic times between the thermal-hydraulics and neutronics during
severe transients (e.g. super-prompt critical events or events involving a phasic transition), the flexibility
exists to allow either module to subcycle the time step. However, following a time step subcycling, it is
necessary to re-synchronize the time steps, and this is controlled by the T/H Data Map routine. In addition,
if the time step size sent to the neutronics is such that the change in the core condition is too large, logic
control is provided for the neutronics code to reject the time step data, and request a new thermal-hydraulic
calculation at a finer time step size.

ILF. Interface Summary

The coupling of a thermal-hydraulics and neutronics code described here is accomplished with the use
of an immutable generalized interface unit. To accommodate this design, it is necessary to utilize code-
specific data mapping routines for both the thermal-hydraulics and neutronics codes. This allows the two
modules to be coupled with only minor programming modifications to each.

The interface design employs a basic internal coupling strategy, and the calculational control is explicit
in nature. However, the design is flexible enough to accommodate more sophisticated thermal-
hydraulic/neutronic coupling strategies (e.g. implicit, semi-implicit). In addition, this coupled code will
have the capability to accurately predict a wide range of transient scenarios, including BWR stability
problems.




III. ADVANCED SPATIAL KINETICS METHODS

Among the issues in the use of spatial kinetics in a systems code is the ability of existing neutronics
methods to model accurately the physics behavior of new fuel types. During the past few years there
has been some concern about limitations with existing methods [Taiwo, 1997], particularly for applica-
tions such as the use of mixed oxide (MOX) fuel with standard UQ, fuel at high burnups in LWRs.
Severe flux gradients which are difficult to model can occur between a fuel assembly with standard
uranium fuel and one with high concentrations of plutonium. Part of the solution to this modeling
problem was to develop a nodal coupling technique to replace the existing polynomial expansion
method. The following section discusses the development of the analytic nodal coupling technique
within the framework of the nonlinear nodal method. '

IOI.A Advanced Nodal Methods

Nonlinear nodal methods [Smith, 1984] in which higher order coupling is imposed at the level of a
"two-node" problem have been widely used to solve static and transient reactor physics problems. A
well known advantage of the nonlinear method is the reduction in computer storage that results from not
having to save the expansion coefficients. However, an equally important advantage is a reduction in
execution time because the solution vartables in the global CMFD portion of the algorithm are only the
node averaged fluxes for which efficient solution schemes have been developed. Furthermore, the two-
node portion of the algorithm lends itself naturally to parallel solution and when solved in conjunction
with a parallel CMFD method, significant execution time reductions can be achieved with the nonlinear
nodal method on multiprocessors [Joo, 1996].

One of principal issues in the implementation of the nonlinear nodal method is the interface current
technique used in the two node coupling relation. As discussed in the review by Lawrence [Lawrence,
1986], two principal classes of transverse integrated methods have been developed over the years, the
polynomial and the analytic methods. In the polynomial nodal expansion methods (NEM), the
transverse integrated equations are solved by approximating the transverse integrated flux with a trun-
cated polynomial expansion, whereas in the analytic nodal methods (ANM) an analytic solution is used
in some portion of the procedure to solve the transverse integrated equations.

During the 1980’s, most neutronics codes based on the nonlinear nodal method employed a two
node coupling based on NEM [Turinsky, 1994, Aviles, 1993, Smith, 1992]. This was largely because of
its superior computational efficiency compared to ANM. In recent years there has been interest in
"semi-analytic" two node kemels that employ a combination of NEM and ANM [Esser, 1993]. These
efforts have been motivated in part by concerns with NEM for applications such as the use of mixed
oxide (MOX) fuel in LWRs. In the following section some of the fundamental issues of accuracy and
computational efficiency regarding the use of NEM and ANM two node kernels are discussed.

HOLA.1 The Analytic Nodal Method

The distribution of the neutron flux in a reactor can be obtained by solving the multi-group neutron
diffusion equation. Since the primary focus of the work here is the Light Water Reactor the following
development will be simplified by using two energy groups. Using standard notations and the eigen-
value defined as A = 1%k, the discretized form of the multi-group diffusion equation can be written for
node "m" in terms of the node-average flux (¢3') and the surface average net currents (J,,):
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where the plus and minus superscripts of J represent the positive and negative side surfaces of the node
m in the w-direction and {7 is the surface area to volume ratio. In the nonlinear nodal method, the net
surface averaged current on the interface is represented by the following equation in terms of the node
average fluxes of the left and right nodes:

J, = DI (0% —¢L) + DY (@ + 0%, o)

where Df is the coupling coefficient determined by the finite difference approximation of the neutron
current and DQ’ is the correction term to the coupling coefficient, which is determined by the two-node
nodal solutions and is updated during the nonlinear iteration. The method used here to update the cou-
pling coefficient is described in section II1.A.2.

The derivation of nodal kernels for the nonlinear nodal method begins with the transverse-integrated
form of the neutron diffusion equation. The static transverse integrated one dimensional two group dif-
fusion equations can be written:

d2
-D, dx‘l’l + 00— ANVE 0 +VEnRd) = - Li(x) (8)
d* ¢,
=D, i Zo0:- Innd = - L)
where: L (1) = —— Uy () = T3 (] + - Up®) = Jp 0L
y 2

Similar equations are written for the y and z directions.

The objective of a two-node kernel for the nonlinear nodal method is to express the current at the
interface of two nodes in terms of the group constants, the node average fluxes, and the transverse leak-
ages. The NEM and ANM coupling relations differ primarily in the functions used to describe the one-
dimensional fluxes. The following secticns outline the development of the ANM and NEM coupling
kernels.

Henry and Smith [Smith, 1979] used analytic solutions of the transverse integrated equations as the
basis for the Analytic Nodal Method (ANM). The general development of the ANM for the core wide
implementation is somewhat complicated and is given in [Smith, 1979]. A simpler formulation based
on the work of Henry and Smith can be derived for the two node problem and is outlined below.

Homogeneous Solution

The analytic solution of the transverse integrated equations is constructed from separate homogene-
ous and particular solutions. The homogeneous solution begins by finding the eigenvalues of the homo-
geneous differential equations. Let:

2 = B2¢f )




which can be used in Eq.(8) to provide the homogeneous system:

D B%+%,;-AVvZ; -AVEf2 o¥ 0 10)
2 DB *+%,| |o¥] |0
For a nontrivial solution, the determinant of the coefficient matrix must be zero, or:
p z vZ X4 X
22 r2 rl _}\' fl B2 + 1 - Xk rl r2 = 0 11
B + D, D, Dx} = Dy D, (1)

szl + 212 VZfz
Zn Zn I

where: k., =

The roots of Eq.(11) depend on the sign of B? and can be written as:

;cz:—:b -1+ 1--5. |, and ﬁzsb -1 - 1--S (12)
\J b? \J b?

where the constant b is the coefficient of the ﬁrst order term divided by two and the constant c is the
zeroth order term in Eq.(11). The second root, u is always negative, but the first root, K can be either
positive or negative depending on whether the node k., is greater or less than the k4 (=1/1) of the
reactor.

By defining,

x=VIx], and p = Vip'|

the four roots of Eq.(11) can be obtained as:

X , Ake>1
Ke =<0 , Ak =1, and |, = Hip 13)
ix , Ak <1

The homogeneous solution can then be constructed by solving Eq.(9) with the four roots, or
equivalently using trigonometric and hyperbolic functions:

0¥ (x) _[r s] [0215”(‘0‘) + axcn(xx) (14)

oF )| |1 1]|azssn(ux) + azcn(ux)
where

sin(x), if Ak.>landj=0
sn (j,AKkew, X) = {x, if Ak,=1andj=0
sinh(x), otherwise

and a similar expression can we written for cn, with cn(j,A k., x) =1 when A k.. = 1. The fast to thermal
flux ratios r and s are given by:
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Particular Solution

For a given quadratic transverse leakage approximation:
Ly(x) = Ly + by, f1(8) + bga f2(E) (16)
where & = x/h,, the particular solution would have the form:

4
X)) = 3 Con £ (6) a7
=0

n

where the polynomial basis functions are given in [Turinsky, 1994].

The constants are determined by substituting Eq.(17) into Eq.(8) and equating coefficients of the
same order terms. The results are shown here only for the case with k7 # k.., for which the expansion
coefficients corresponding to the third and fourth order terms are zero: c,3 =c,4 =0 (These coefficients
are nonzero when kg =k. ). The other three expansion coefficients are given by the following equa-

tions:
):,1 —lVZfl —)\.VZfz Cip —blp
= , p=0,12 18
{ -Z12 Zr2 C2p P (18)

where b, and b,, are given by Eq.(16) and b, is a function of Zg and D,. Thus the particular solution
is determined solely by the transverse leakage and is not affected by the any other constraints.

Final Solution

For the case of k. # k.., the final solution becomes:

01| (o7 + 010 | [ s][azismex) + anen(xx)
Lbz(x)}_ oH(x) + 05(x) -L 1} [azasn(ux) + az4cn(ux)]
_{{Fm + 011f1(§)+012f2(§)}
cn + cufi€) +cnf®
Since the coefficients in the particular solution are determined by Eq.(18), there are now four
unknown coefficients in each node and the eight unknown coefficients in the two-node problem are

determined using constraints on the node average flux (4) and the continuity of flux (2) and current (2)
at the two-node interface. This results in two 2x2 and a 4x4 system for each interface which must be

solved in addition to the three 2x2 systems of Eq.(18).

(19)




IILLA.2 The NEM Coupling Kernel

In the Nodal Expansion Method (NEM), the one-dimensional fluxes in Eq.(8) are described by
fourth order polynomial expansion functions. The detailed derivation of the NEM equations are pro-
vided in several references and the exact form used in the work here is given in [Turinsky, 1994]. For
every interface, the NEM two node problem results in a system of 16 equations for the 2 energy group
problem. It is interesting to note that the size of the linear systems to be solved for the NEM two node
problem are larger than for the ANM two-node problem. However, as will be seen in the applications,
the computational time for the NEM two-node solution is smaller.

The implementation of the NEM or ANM two node kernels within the framework of the nonlinear
nodal method is straightforward and has been described in numerous references [Sutton, 1996]. The
corrective nodal coupling coefficient, DY, in Eq.(7) is updated during the course of the nonlinear itera-
tion using the interface current determined from the two node solutions and the relationship given in
Eq.(7). The nonlinear iteration is terminated when a user specified tolerance is achieved on the eigen-
value, fission source, and doppler temperature. Both an ANM and NEM coupling kernel were imple-
mented within the framework of the nonlinear nodal method using the PARCS code [Joo, 1997} and
tested using various benchmark problems. In the following section, results of these benchmarks are
presented and analyzed.

IOI.B ASSESSMENT OF NEM AND ANM KERNELS

The ANM and NEM Kkernels were applied to several NEACRP benchmark problems using the spa-
tial kinetics code PARCS [Joo, 1997]. Comparisons of ANM and NEM are first provided for one and
two dimensional NEACRP L336 MOX benchmark problems. A detailed analysis is then performed for
one of the configurations of the NEACRP PWR spatial kinetics benchmark.

HLB.1 Benchmark Problem Descriptions

The primary objective of NEACRP benchmark L336 [Lefebvre, 1991] is to compare different tech-
niques for the fine flux distribution assessment within assemblies. The core model of these problems is
two-dimensional and consists of both UO-2 and MOX fuel elements which poses a severe test for coarse
mesh nodal methods. Among the five core configurations the most challenging configuration is repro-
duced in Figure 6 and will be analyzed here. Each fuel assembly is 21.42 cm in width and various mesh
sizes are used in the analysis. A one-dimensional variation of the two-dimensional problem (also shown
in Figure 6) was also performed because it demonstrates some of the important issues regarding ANM,
NEM, and the transverse leakage approximation.

The second benchmark problem analyzed here is the 3-D NEACRP PWR spatial kinetics problem
[Finnemann, 1992] which has been widely analyzed by modern nodal codes. The results of the eigen-
value and transient problems for the first two core configurations will be analyzed here: a hot zero
power (HZP) case Al, and a hot full power (HFP) case A2. The boron concentrations used for the Al
and A2 problems are 561.3 and 1159.4 ppm, respectively. Several radial meshes were examined, keep-
ing the axial mesh nodalization constant as given in the specifications (18 planes). All benchmark prob-
lems here were executed on a single processor of the Sun UltraSparc II computer with double precision
arithmetic and the eigenvalue calculation is accelerated using the Weilandt shift method.
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HI1.B.2 One-Dimensional MOX Benchmark Analysis

The primary purpose of the one-dimensional benchmark problem was to analyze the performance of
ANM and NEM without introducing the transverse leakage approximation and the assembly discon-
tinuity factors (ADFs). The one dimensional thermal flux for this problem is shown in Figure 7 for
discretizations of 1 and 2 nodes per assembly. Because there is no transverse leakage in this problem,
the ANM solution is exact and as shown in Figure 7, the solutions for ANM are identical for the both
nodal discretizations. The plots in Figure 7 clearly demonstrate shortcomings in the NEM solution. The
quartic polynomial basis functions introduce a nonphysical curvature in the one-dimensional flux and
for the 1 node assembly NEM calculation, the 1-D flux becomes negative in the reflector region. The
maximum error in the intranodal flux for the 1 and 2 node(s)/assembly NEM cases is 27% and 12%,
respectively. This distortion of the 1-D flux also leads to a significant misprediction of the interface
currents and consequently the NEM solution underestimates the k-effective by 178, 36, and 2 pcm for
the 1, 2, and 4 node solutions, respectively.

IILB.3 Two-Dimensional MOX Benchmark Analysis

The MOX NEACRP L336 problem was then analyzed in two dimensions as specified in the original
problem statement and results are shown in Table 1. The ANM and NEM solutions were performed
with increasingly finer nodalizations (i.e. 1, 4, 16, and 64 mesh per fuel assembly). As indicated in
Table 1, both solutions converge to the same k.5, however, the ANM solution converges much sooner
with errors of only 6 pcm in the 4 and 0.1% in the relative power distribution (RPD) for the most com-
monly used 4 node/assembly mesh. The error in the NEM solution for the same nodalization are about
50 pcm and 0.7% for the k. and RPD respectively. For the 1 and 4 node(s)/assembly cases, the NEM
solution error is consistently an order of magnitude larger than the ANM error.

This problem also provides insight regarding the validity of the transverse leakage approximation,
since the errors in the ANM coarse mesh solutions are attributable directly to the quadratic transverse
leakage approximation. Some researchers have questioned the accuracy of the transverse leakage
approximation for problems with severe gradients such as experienced in MOX fueled cores. However,
as shown in Table 1, the error introduced in the ANM solution by the transverse leakage approximation
is only 6 and 24 pcm for the 4 and 1 node/assembly cases, respectively.

II1.B.4 Three-Dimensional NEACRP Benchmark Analysis

The final NEACRP benchmark problem used in this analysis is more practical since it is based on an
actual 3-D PWR core. The results of the eigenvalue calculation at HZP conditions is shown in Table 2
for three different spatial meshings. Similar to the results of NEACRP MOX problem, both ANM and
NEM provide essentially the same solution with a fine spatial mesh (i.e. 16 nodes/assembly), however
ANM provides a more accurate solution than NEM at the coarser mesh of 1 and 4 nodes/assembly
which are typically used in reactor analysis. The results of the radial power distribution comparison are
also shown in Table 2. The maximum RPD error of NEM is about 2% for 4 nodes/assembly and it
occurs at the periphery of the core. There is a global tilt in the NEM solution such that the flux in the
peripheral region is overpredicted and the flux in the central region is underpredicted. This is primarily
because NEM can potentially cause large errors at the fuel-reflector interface where steep flux gradients
are most likely to occur. Although errors in the NEM solution are not large, the misprediction of the
flux distribution can significantly impact the prediction of core transient behavior for events such as a
control rod ejection from hot, zero power conditions.
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Table 1. Comparison of the ANM and NEM Results for the NEACRP L-336 Case 5 Problem

k.4 Error Error in Relative Assembly Power, %
Nodes/FA pem Central UO, MOX Peripheral UQ,
NEM | ANM | NEM { ANM { NEM | ANM | NEM | ANM
1 -254 24 4.05 -0.03 | -1.81 0.12 -042 | -0.20
4 -49 6 0.71 -0.08 | -0.33 0.08 -0.04 | -0.08
16 -2 2 0.03 -0.02 | -0.01 0.03 -0.01 -0.02
64 -0 0 0.01 0.00 0.00 0.00 0.00 0.00
Reference® 0.93813 1.3569 1.0830 0.4770

* Based on homogenized assembly cross sections and discontinuity factors.

Table 2. Comparison of the NEM/ANM Eigenvalue Calculations for two NEACRP Cases

Case Al (561.3 ppm) A2 (1259.4 ppm)

Nodes/FA 1 4 16 1 4 16
Method NEM | ANM | NEM | ANM | NEM | NEM | ANM | NEM | ANM| NEM

k. Error’, pcm 83 43 14 3 1 140 | 57 37 4 6
Pos. RPD Err., % |-3.88 |-2.02 -0.72 |-0.16 {-0.07 [-3.39 |-1.32 |-0.92 |-0.10 |-0.16
Neg. RPD Err, %|9.07 | 425 {196 | 040 0.23 {598 |1.63 }1.85 {0.13 | 0.33
CPU Time, sec NEM ANM Ratio NEM ANM Ratio
Nodal Calc. Only 1.73 2.09 1.21 1.97 2.39 1.21
Total 441 478 1.08 4.77 5.18 1.09

respectively.
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Results are also shown in Table 2 for the eigenvalue calculation of problem A2 which is at hot, full
power conditions. As indicated, the discrepancies in the ANM and NEM prediction of the k.5 and the
relative power distribution are larger than Al for both the 1 and 4 node/assembly calculations. This is
because the the power in the peripheral assemblies is higher in A2 which accentuates limitations in
NEM in predicting the flux at the core/reflector interface. The execution times for the ANM and NEM
solutions to the eigenvalue problems are also compared are in Table 2. As indicated, the ANM two-
node portion of the nonlinear nodal calculation for the eigenvalue problem exceeds the NEM time by
20% because the evaluation of the transcendental functions is more computationally expensive than
polynomials. However, because the “two-node" calculation is not a large fraction of the overall solution
time, the total execution time for the nonlinear nodal calculation with ANM exceeds the total time with
NEM by only about 10%.

Finally, the results of the transient solution of problem Al are shown in Figure 8. As indicated the
transient solution with the ANM coupling kemel more closely matches the reference solution than the
solution with the NEM coupling kernel. The nodal expansion method overpredicts the flux at the
core/reflector interface which leads to an underprediction of the power in the core interior. This leads to
an underestimatation of the central rod worth and therefore as shown in Figure 8, the NEM solution
underpredicts the core power response for problem Al by about 8% and mispredicts the peak time by
about 20ms. Conversely, the ANM predictions closely match the reference solution and reinforce the
decision to replace NEM with the ANM two node kernel.

IV. HIGH PERFORMANCE COMPUTING

The computational burden can be large for a coupled spatial kinetics and thermal-hydraulics calcula-
tion. While the numerical methods described in the previous section are highly efficient, it is important
to take advantage of recent advances in high performance computing to minimize the execution times
for the coupled field calculations.

The concept of gaining performance improvement through utilization of multiprocessors is very
alluring since it appears to be a simple and cost effective manner of achieving additional performance.
However, the incorporation of parallelization in a production computer code can impact many aspects of
the code, such as data structures and numerical solution algorithms. Furthermore, the parallel computer
architecture can influence the type of parallelization used in a code [Liebrock, 1996]. Parallel comput-
ing on a distributed memory machine or on a network of workstations requires explicit message passing
between processors and therefore high efficiencies are achievable only with coarse grain parallelism.
Conversely, parallel processing on a Shared Address Space (SAS) does not require message passing
since processors can share common memory address space. High efficiencies on an SAS can be
achieved with finer granularity than distributed memory implementations.

Generally, the constructs necessary to achieve the best multiprocessing performance are different for
shared and distributed memory machines. Standard implementations of message passing libraries such
as MPI and PVM are generally less efficient on shared memory machines since communication between
processors must proceed through the TCP/IP protocol. However, good parallel performance with mes-
sage passing on shared address space machines was demonstrated with the CATHARE code and its
implementation on the SGI multiprocessor workstation [Bestion, 1996, Brun, 1996]. Generally, the best
parallel performance on shared address space machines is achieved with threads programming in which
some local variables may be defined, but the majority of memory address space remains global. This is
an area for continuing research which will impact the choice of parallel methods used in the coupled
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code.

Spatial reactor kinetics has much in common with TH computations with respect to parallel comput-
ing. Similar to solving the state equations for a control volume in a thermal hydraulics code, a substan-
tial fraction of the grind time in a spatial kinetics code is associated with evaluating cross-sections at
local node conditions. This implies a substantial fraction of the code is naturally parallel. It is more
problematic to introduce parallelization into the sparse matrix iterative solver. Fortunately, the applied
mathematics community has done substantial work in this area. Preconditioned Krylov iterative solvers
lend themselves easily to domain decomposition techniques which have been shown to be efficient for
the neutron diffusion problem and such a method- has been incorporated into the PARCS spatial kinetics
code [Joo, 1996]. While some results have been reported with the parallelization of spatial kinetics
codes [Joo, 1996], current efforts are underway to perform consistent demonstrations of both threaded
and message passing versions of the PARCS code on both shared and distributed memory machines.

V. CODE VALIDATION

The choice of benchmarks is important for code validation and verification. Numerous computa-
tional and experimental benchmarks are available to provide sufficient breadth and depth to the assess-
ment of both the spatial kinetics methods and the coupled reactor systems / spatial kinetics capability.
One of the important benchmarks for assessment of the coupled code is the recently proposed
OECD/NEA Steam Line Break benchmark developed by Penn State University [Ivanov, 1996]. This
problem will include three-dimensional core modeling for both neutronics and thermal-hydraulics and is
particularly timely because best estimate analysis of the main steam line break event can play an impor-
tant role in future utility initiatives such as cycle length extension and plant uprate. Similar benchmark
problems for the Boiling Water Reactor are currently being assessed and include the OECD BWR Sta-
bility benchmark which employs measured data from the Ringhals 1 reactor [Lefvert, 1996].

VI. SUMMARY AND CONCLUSIONS

There are strong economic and safety incentives for pursuing the integration of full physics, three-
dimensional spatial kinetics in reactor systems codes. While the coupled field calculation is currently
computationally feasible, important issues remain concerning the method of integrating separate
thermal-hydraulics and spatial kinetics codes, as well as the adequacy of current spatial kinetics
methods in light of the recent use of mixed: oxide and high burnup fuels.

This paper described the development of a general interface method for coupling a systems
thermal-hydraulics and spatial kinetics code and the development of advanced spatial kinetics methods
for more accurately modeling a reactor core with advanced fuel types. Also, some of the issues con-
cerning the application of high performance computing to the coupled code were briefly addressed.

In general, the technology appears to be available today for the nuclear industry to realize the
economic and safety benefits from reactor analysis with coupled spatial kinetics and thermal-hydraulic
field calculations.
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Abstract

The importance of the interfacial area in two-phase flow formulation is
explained. The use of the interfacial area transport equation to model the dynamic
structure changes in two-phase flow is proposed. This transport equation requires
several constitutive relations to model the fluid particle coalescence and disintegration.
The local interfacial area and interfacial velocity measurements are reviewed. The use
of these measurements for the development of the interfacial constitutive relations is
discussed.

I.  Introduction

Two-phase flow is characterized by the existence of the interface between phases and
discontinuities of properties associated with them. The internal structures of two-phase flow are
identified by two-phase flow regimes. Various transfer mechanisms between the mixture and wall as
well as between phases strongly depend on these two-phase flow regimes. This leads to the use of flow
regime dependent correlations and closure equations together with appropriate flow regime transition
criteria. The basic structure of flow can be characterized by two fundamental geometrical parameters.
These are the void fraction and interfacial area concentration. The void fraction expresses the phase
distribution whereas the interfacial area describes available area for the interfacial transfer of mass,
momentum and energy. Therefore, an accurate knowledge of these parameters is necessary for any two-
phase flow analysis. This fact can be further substantiated with respect to two-phase flow formulation.

In order to analyze the thermal-hydraulic behavior of two-phase flow, various formulations such
as the homogeneous flow model, drift-flux mode (Ishii, 1975; Zuber and Findley, 1965; Wallis, 1969;
Ishii, 1977; and Chawla and Ishii, 1980), and two-fluid model (Ishii, 1975; Vemier and Delhaye, 1968;
Kocamustafaogullari, 1971; Boure, 1978; Ishii and Mishima, 1980; Chawla and Ishii, 1978; Delhaye and
Achard, 1977; Sha et al., 1983) have been proposed. As suggested by Ishii and Kocamustafaogullari
(1982), among these models the two-fluid formulation can be considered the most accurate model
because of its detailed treatment of the two-phase interactions at the interface.

The two-fluid model is formulated by considering each phase separately in terms of two sets of
conservation equations which govern the balance of mass, momentum and energy of each phase. These
balance equations represent the macroscopic fields of each phase and are obtained from proper averaging
methods. Since the macroscopic fields of each phase are not independent of the other phase, the phase
interaction terms which couple the transport of mass, momentum and energy of each phase appear in the
field equations. It is expected that the two-fluid model can predict mechanical and thermal
nonequilibrium between phases accurately. However, it is noted that the interfacial transfer terms should
be modeled accurately for the two-fluid model to be useful. In the present state of the arts, the closure
relations for these interfacial terms are the weakest link in the two-fluid model. The difficulties arise due
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to the complicated transfer mechanisms at the interfaces coupled with the motion and geometry of the
interfaces. Furthermore, the closure relations should be modeled by macroscopic variables based on
proper averaging.

In general, the interfacial transfer terms are given in terms of the interfacial area concentration a,
and driving force (Ishii, 1975; Ishii and Mishima, 1980) as

(Interfacial Transfer Term) ~ a, x (Driving Force)

The area concentration defined as the interfacial area per unit volume of the mixture characterizes the first
order geometrical effects; therefore, it must be related to the internal flow-pattern of the two-phase flow
field. On the other hand, the driving forces for the interfacial transport characterize the local transport
mechanisms such as the turbulence, molecular transport properties and driving potentials. In two-phase
flow systems, the void fraction and interfacial area concentration are two of the most important
geometrical parameters. The interfacial area concentration should be specified by a closure relations, or
by a transport equation. The above formulation indicates that the knowledge of the interfacial area
concentration and the interfacial structure classified as the flow regimes are indispensable in the two-fluid
model.

Various transfer mechanisms between phases depend on the two-phase flow interfacial structures.
The geometrical effects of interfacial structure can be modeled in a macroscopic field by the interfacial
area and void fraction. In order to take into account the effect of entrance, developing flow, coalescence
and disintegration, and wall nucleation source, an introduction of the interfacial area transport equation is
recommended (Ishii, 1975; Kocamustafaogullari and Ishii, 1995).

The development of the source and sink terms in the transport equation heavily depends on
understanding the mechanisms of particle coalescence and disintegration as well as accurate experimental
data for the changes in the interfacial area in two-phase flow. The paper discusses the local measurement
methods of interfacial area and the development of the area transport equation.

II. Importance of Modelling Interfacial Area Transport

In nuclear reactor systems, numerous practical thermal hydraulic phenomena are dominated by
the interfacial transport. In Table 1, a brief summary of the LOCA PIRT is presented for different types
of nuclear reactors in the United States, with the emphasis on some SBLOCA cases relevant to interfacial
transport processes. Lack of proper mechanistic models for the interfacial transfer processes, these
identified phenomena are not well understood, and thus become the major concern in the current two-
phase flow modeling practice. Generally, the interfacial transfer rates can be considered as the product of
the interfacial flux and the available interfacial area. The difficulty arises in the treatment of the
interfacial area concentration because of the complicated interfacial structure, especially when subjected
to two-phase flow regime transitions. In the present system codes like RELAPS and TRAC, the
interfacial area concentration is given by empirical correlations that are based on two-phase flow regimes
and regime transition criteria (Kelly, 1997; Mortensen, 1995).

(1) The flow regime transition criteria are algebraic relations for steady-state, fully developed
flows. They do not fully reflect the true dynamic nature of changes in the interfacial structure.
Hence the effects of the entrance and developing flow cannot be taken into account correctly,
nor the gradual transition between regimes.
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(2) The method based on the flow regime transition criteria is a two-step method which requires
the regime dependent closure relations for the interfacial area effects. The compound errors
from the transition criteria and area correlations can be very significant.

(3) The existing flow regime dependent correlations and criteria are valid in limited parameter
ranges for certain specific operational conditions. Most of them are obtained from simple
experiments and phenomenological models. Often the scale effects of geometry and fluid
properties are not taken into account correctly. When applied to high pressure steam-water
transients, these models may cause significant discrepancies, artificial discontinuities and
numerical instability.

These shortcomings have also been noticed by some European researchers (Grand, 1997; Stadtke, 1997)
in developing their next generation codes for reactor safety analysis. Their representative proposals
related to the study of interfacial area transport phenomena are listed in Table 2.

In reality, flow regime transition in two-phase flow is a gradual evolutional process, rather than
sudden switching of flow characteristics, except for certain transitions such as CHF. For instance, the
transition from bubbly flow to slug flow occurs mainly due to agglomeration and coalescence of smaller
bubbles into cap bubbles. Once a cap bubble is formed, further coalescences follow in the wake region of
a cap bubble. These observations indicate that for good mechanistic modelling, it is necessary to study
bubble coalescence and breakup criteria. The latter will give information on the maximum bubble size
and bubble size distribution. These are important in the formation of a link between the flow-pattern
transition and the characteristics of the interfacial structure, such as interfacial area concentration and
void fraction distributions. In terms of heat transfer, the nucleation phenomena are important.

Since the flow regime dependent models have the inherent shortcomings, for complicated transient
reactor thermal hydraulics analysis, it is recommended to use an appropriate model which can
characterize changes in the interfacial structure. Based on the cumrent development in multi-phase
studies, most researchers agree that interfacial area transport equation is a rational choice for such a
purpose. This model, the interfacial area transport equation in principle, closely models the two-phase
flow evolution across flow regime transition boundaries, and thus prevent artificial discontinuities. The
elimination of artificial bifurcation in a mathematical formulation of the of the two-phase model is highly
desirable in terms of computational efficiency and numerical stability. It is expected that the interfacial
area transport equation can expand the current capability of the two-fluid model from both scientific and
practical point of view. The effective use of a similar approach has been demonstrated for the analysis of
a choked flow by Riznic and Ishii (1989). They used the bubble number transport equation, wall
nucleation source based on the nucleation site density model and bubble expansion model which has a
memory of where bubbles are generated.

With the interfacial area transport equation, the two-fluid model is formulated based on seven
balance equations. In this model, the change in the interfacial area is dynamically predicted by the
transport equation. This equation, which has a built-in mechanism to predict the development of the
interfacial structure, can properly propagate the boundary condition downstream in terms of the available
surface area. Therefore, the artificial bifurcation related to the flow regime transition in the conventional
model can be eliminated. However, in order to develop a proper transport equation, the closure relation
for the source and sink terms should also be established. To address the feasibility of the approach, the
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Table 1. LOCA PIRT relevant to interfacial area transport process for different types of reactors

High Ranked Phenomena from AP600 SBLOCA PIRT (NUREG/CR-6541)
COMPONENTS PHENOMENA TRANSIENT PHASE
Reactor Core Flashing Short term
Subcooling Margin Short term
Two-phase Mixture Level Short term and long term
Cold Leg PBL to Cold Leg Tee Phase Short Term
Separation
HotLeg Phase Separation in Tees Short Term
Upper Head/UP Two-phase Level in Upper Plenum Long Term
High Ranked Phenomena from B&W SBLOCA PIRT (NUREG/CR-5818)
COMPONENTS PHENOMENA TRANSIENT PHASE
Vessel Natural Circulation Bliowdown, Natural Circulation and
Loss of Natural Circulation
Steam Generator Natural Circulation Natural Circulation
U-Bend Phase Separation in U-Bend | Natural Circulation
High Ranked Phenomena from BWR-5 ATWS PIRT (NUREG/CR-6200)
PHENOMENA TRANSIENT PHASE
Two-phase Flow Dynamics Power Oscillation Growth and Suppression Pool Heat-up
Phase Change Process Power Oscillation Growth and Suppression Pool Heat-up
Pressure Drop Power Oscillation Growth and Suppression Pool Heat-up
Energy Transfer Power Oscillation Growth and Suppression Pool Heat-up
High Ranked Phenomena from SBWR LBLOCA PIRT (BNL)™
COMPONENTS PHENOMENA
Core (Vertical Channel and Rods) Low Pressure Boiling
Flashing and Void Fraction Distribution
Chimney (Vertical Channel) Flashing, Level, and Void Fraction Distribution
Downcomer (Annulus) Flashing, Level, and Void Fraction Distribution
Lower Plenum (Vessel) Flashing, Level, and Void Fraction Distribution
Suppression Pool Direct Contact Condensation with NC gases
ICS (Vertical Downflow Tube Submerged in | Direct Contact Condensation with NC gases
Pool)
PCCS (Vertical Downflow Tube Submerged | Direct Contact Condensation with NC gases
in Pool)
Near Break Pipe (Horizontal and Vertical) Liquid Entrainment from Separator or Downcomer
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Table 2. Studies relevant to interfacial area transport process proposed by Grand and Stiddtke

Thermal Hydraulic Modeling Requirements (D. Grand, DRN/DTP, CEA-Grenoble, France)™
PROPOSED TOPICS PHENOMENA MODEL NEEDS
e CHF in Core ¢ Nucleate Boiling. ¢ Multifield models.
¢ 2® Heat Transfer in e 2® natural circulation ¢ Interfacial area transport.
SG e Particle deposition ¢ Interface velocity.
¢ Erosionin Condenser | e Droplet induced erosion ¢ Source/sink terms for
e LBLOCA Oscillatory | e Inverted annular flow interfacial area transpott.
Reflooding ¢ Droplet formation during quenching |  Interfacial area evolution in
e Droplet Entrainment and re- tee pipe conjunction.
entrainment
Future Perspective of Thermal Hydraulic Codes for LWR Safety Analysis(H. Stidtke, CEUJRC, Italy)™
POTENTIAL IMPROVEMENTS PHENOMENA
Multifield Model for Specific Flow Regimes ¢ Two-phase Annular-mist Flow
o Two-phase Intermittent Flow
Interfacial Area Transport Equation * Interfacial Transfer Phenomena
o Flow Regime Transition

following proposed theoretical and experimental studies outline the overall strategy of the development
of the interfacial area transport equation. Eventually, the research will include not only the development
of the interfacial area transport equation but also a pilot code which can demonstrate these advantages
mentioned above.

II. Two-fluid Model and Interfacial Transfer

A three-dimensional two-fluid model has been obtained by using temporal or statistical
averaging, Ishii (1975). For most practical applications, the model developed by Ishii can be simplified
to the following forms:

Continuity Equation
ao -
_5tp"'k +V- (ak Pr Vk) =T, &

Momentum Equation
90 P, V,

at

+Vo, p, 9,7, )=-, Vp, + V-0, (1, +17])

+akpk§+i’.ﬁrk+ﬂik_vak'7i )
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Enthal ner; ation

da, p H -
_kap:_'L+V‘(akpkavk)=_V’akx
3)

‘ D '
(qk+qk)+ak E;'Pk + Hkir‘k+z’i+q)k

5

Here I',, M, T,, g5, , are the mass generation rate, generalized interfacial drag, interfacial shear

stress, interfacial heat flux, and dissipation, respectively. The subscript k denotes k phase, and ( stands
for the value at the interface. &, p, v, p, and H, denote the void fraction, density, velocity, pressure and
enthalpy of k phase, whereas 7, 7, g, g, and g stand for average viscous stress, turbulent stress, mean
conduction heat flux, turbulent heat flux and acceleration due to gravity. H,, is the enthalpy of kth phase
at the interface, thus it may be assumed to be the saturation enthalpy for most cases. L denotes the
length scale at the interface, and /L has the physical meaning of the interfacial area per unit volume a.
Thus,

1 _ Interfacial Area
Mixture Volume

“@

The above field equations indicate that several interfacial transfer terms appear on the right-hand
sides of the equations. Since these interfacial transfer terms also should obey the balance laws at the
interface, interfacial transfer conditions could be obtained from an average of the local jump conditions
(Ishii, 1975). They are given by

IT, =0 )
z M, =0 (6)
§(rk H,+qp/L)=0 (7

Therefore, closure relations, for M,, ¢” /L, and ¢”/L, are necessary for the interfacial transfer terms. The
enthalpy interfacial transfer condition indicates that specifying the heat flux at the interface for both
phases is equivalent to the closure relation for I, if the mechanical-energy transfer terms can be neglected
(Ishii, 1975). This aspect greatly simplifies the development of the closure relations for interfacial
transfer terms.

By introducing the mean mass transfer per unit area, m,, defined by

I.=a;,m, ®

the interfacial energy transfer term in Eq. (3) can be rewritten as
G ”
I, Hy ’f':ai (mk Hki+qki) ®)

s
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The heat flux at the interface should be modeled using the driving force or the potential for an energy
transfer. Thus,

v =h,(T,-T,) (10)

where T, and 7, are the interfacial and bulk temperatures based on the mean enthalpy and A, is the
interfacial heat transfer coefficient. A similar treatment of the interfacial momentum transfer term is also
possible (Ishii and Mishima, 1980). In view of the above, the importance of the interfacial area
concentration, a, in developing closure relation for this term is evident. The interfacial transfer terms are
now expressed as a product of the interfacial area and the driving force. It is essential to make a
conceptual distinction between the effects of these two parameters. The interfacial transfer of mass,
momentum and energy increases with an interfacial-area concentration toward the mechanical and
thermal equilibrium.

IV. Local Measurement of Interfacial Area

A theoretical study carried out at Argonne National Laboratory (Kataoka et al., 1984) gives a
method of using electrical resistance probe technique to measure the local interfacial area concentration.
Using this theoretically supported method Kataoka et al. (1984, 1986, 1984), Wang and
Kocamustafaogullari (1990) and Revankar and Ishii (1992) studied the local interfacial area concentration
in air-water bubbly flow using a two-sensor resistivity probe. When using the two-sensor probe to
measure the local interfacial area, it is necessary to make certain statistical assumption on bubble
parameters. The ANL study (Kataoka et al., 1984) also proposed a four-sensor probe to measure the
local interfacial area concentration. This method using a four-sensor probe does not require any
statistical assumptions. Multi-sensor probes have been used by Burgess and Calderbank (1975, 1975a,
1975b), and Buchholz et al. (1983) to measure the bubble size and velocity in bubble columns of interest
to chemical engineering. These authors used the average void fraction and the mean Sauter diameter
measured from these multisensor resistivity probe to find the average interfacial area concentration in
bubbly flow. Recently Kataoka and Serizawa (1990) have proposed a correlation method for the four-
sensor probe to measure the interfacial area and presented some preliminary measurements on air-water
bubbly flow using this method. In this method, the interfacial area is obtained from the measured
correlation function of the characteristic functions at two different positions by probe sensors.

The four-sensor probe method for measuring the actual vectorial interfacial velocity to obtain the
area has been applied by Ishii and Revankar (1993) and Revankar and Ishii (1993) to cap bubbly and slug
flow regimes. It was possible to measure the local void fraction, interfacial area and interfacial velocity
from a single probe. Furthermore, the contributions of large bubbles and smaller follow-up bubbles can
be measured separately. Such a detailed measurement method for the local structures of the two-phase
flow has never been developed previously. The probe also can give some statistical information such as
the Sauter-mean diameter, bubble cord length probability density, number of particles and velocity
fluctuation of the interface. The reliability of the data is confirmed by comparing them to direct
photographic data as well as to the global data from the pressure transducers through the void fraction.

The axial development of the transverse void fraction and interfacial area concentration have
been measured (Leung et al., 1995). This type of data can easily be used to determine the rate of
coalescence or disintegration of fluid particles.
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V. Interfacial Area Transport Equation

The geometrical relations developed for the interfacial area concentration (Ishii and Mishima,
1980) show the importance of the existence and size of small fluid particles for all flow regimes. This
implies that the number density of small bubbles is important in bubbly, slug, and churn flows, whereas
in annular-mist, dispersed droplet, or inverted annular film boiling flows, the droplet size distribution
(Kataoka et al., 1983; Ishii and DeJarlais , 1987) and amount of entrainment (Ishii and Grolmes, 1975;
Ishii and Mishima, 1982; Kataoka and Ishii 1982) are important in determining the interfacial area. The
entrainment data at higher pressure or for viscous fluids are not sufficient to develop a reliable correlation
for these cases. The droplet size distributions and interfacial characteristics in inverted annular film
boiling (Ishii and DeJarlais, 1987; Obot and Ishii, 1988) are the key parameters for determining the heat
transfer and the relative velocity between phases.

For bubbly, slug and churn flow, the maximum stable bubble size, mechanisms of bubble
coalescence, disintegration and nucleation are important. In order to accurately predict the interfacial
area concentration for these flow regimes, it may be necessary to introduce a transport equation for the
interfacial area (Ishii, 1975). For example, for a boiling flow, a bubble number transport equation can be
written in terms of the bulk liquid bubble nucleation rate, the bubble number density sink rate due to
coalescence and collapse and generation rate due to bubble disintegration (Kocamustafaogullari and Ishii,
1983). This equation is equivalent to the interfacial area transport equation. The bubble number
transport equation and bubble growth model have been applied to predict flashing flow (Jones and Shin,
1984; Riznic et al., 1987).

Since the interfacial area concentration changes with the variation of the particle number density
due to coalescence and breakage, analogous to Boltzman’s transport equation, a Population Balance
Approach (PBA) was recently proposed by Reyes (1989) to develop a particle number density transport
equation for chemically non-reacting, dispersed spherical fluid particles. A similar method was
employed in combustion theory, known as the spray-equation (Williams, 1965). For the purpose of
interfacial area transport, Kocamustafaogullari and Ishii (1995) generalized Reyes’ model, then taking a
moment of number density with interfacial area, they obtained the interfacial area transport equation
based on statistical mechanics. Itis given by

=L4V.a,5,=-) ¢, + 0, ay
dt ;

where g, is the local interfacial area concentration in the macroscopic field. ¢, denotes the various source
or sink terms due to particle coalescence and disintegration. The last term ¢, is the source due to
nucleation, phase change at the interface and compressibility of fluid particle. The development of these
source and sink terms are the most important problems.

The parameters involved in the break-up components of the source term are the maximum fluid
particle volume, the average daughter particle size distribution at the break-up, and the frequency of the
break-up. For the coalescence sink term, the major parameters are the collision frequency and the
coalescence probability.

IV. Major Break-up and Coalescence Mechanisms

In any two-phase flow field, the initial bubble or drop size is determined in terms of the
mechanism of fluid particle generation such as the formation of bubbles at an orifice or bubble
entrainment mechanisms and generation of droplets by shearing off of roll waves in separated two-phase
flow patterns such as annular and stratified-wavy flows. However, in forced convective pipe flow or




mechanically agitated systems, the initial fluid particle size may be too large or too small to be stable. In
these cases, the fluid particle size is further determined by a break-up and/or coalescence mechanism. In
boiling systems, in addition to the break-up and coalescence mechanisms, the growth rate should also be
considered.

When a fluid particle exceeds a critical value, the particle interface becomes unstable and break-
up is likely to occur. Similarly, when fluid particles are smaller than some critical dimension, the
coalescence is likely to occur on a series of collision events. Therefore, the particle break-up can be
related to the maximum attainable size of the particle; whereas particle coalescence can be related to the
minimum size. The literature contains several models for determining the maximum and minimum sizes
of fluid particles. These models have been developed from first principles and have been used to develop
break-up and coalescence criteria. These criteria, however, do not treat a distribution of fluid particles.
Rather, they describe the particle size limits of break-up and coalescence.

The fluid particles can break-up due to collisions with turbulent eddies, shearing force in viscous
layer or interfacial instabilities such as the Raleigh-Taylor and Kelvin-Helmholtz instabilities.

In the case of turbulent flow, particle break-up is caused by fluctuating eddies resulting in the
pressure variation along the particle surface. In laminar flow, viscous shear in the continuous phase wiil
elongate the particle and cause break-up. However, even in the absence of net flow of continuous phase
such as rising bubbles in a liquid and rising and falling drops in a continuous gas or immiscible liquid,
the fluid particle break-up is caused by interfacial instabilities due to the Raleigh-Taylor and Kelvin-
Helmholtz instabilities.

Aside from the break-up mechanism caused by interfacial instabilities, basically there are two
external forces that are involved in the breaking-up of fluid particles, namely turbulence induced inertial
forces. In most applications, the Reynolds numbers that are characteristic of the flow field are so large
that viscous effects are negligible. In other cases, however, inertial effects play a minor role and may be
neglected. Existing experimental and theoretical information can, therefore, be classified into two
categories, namely, in which surface tension and viscous forces interact, and another in which surface
forces and turbulence induced dynamic pressure forces are dominant.

Kocamustafaogullari and Ishii (1995) reviewed the existing criteria and mechamsms in detail.

The coalescence of fluid particles is dominated by the two major mechanisms. These are the
random collision induced by local turbulence and entrainment of fluid particles in a wake of other
particles. By combining various effects into three major effects, the interfacial area transport equation
can be expressed as

_a—;_ + V 4 V ¢dis —¢co +¢ph (12)

The various local mechanisms affecting the break-up and coalescence terms have been discussed above.
Here we study the general functional dependence of these two terms. The fluid particle disintegration
occurs mainly due to the turbulent fluctuation and interfacial stability. Therefore, locally it should

depend on the particle size, r,, turbulent intensity, v’%. , and local relative velocity, v. Hence:

Opis = Py @’rd’we) (13)

where the Weber number is given by
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which scales the interfacial instability.

The coalescence process depends on the random collisions and the systematic wake entrainment.
The collision is a strong function of the inter-particle distance and the amplitude of the fluctuating
particle velocity. The latter depends on the continuous phase turbulent fluctuations. The wake flow
structure depends on the particle Reynolds number, Re,, and the particle size. The coalescence
probability after a collision depends on the particle sizes and fluctuating velocity components. Thus:

¢ =9, (ad’rd’vclz’Red)' 15)

The turbulence intensity in dispersed flow may be related to the continuous phase Reynolds number, Re,,
and a distance from a wall.

The simplest form of the interfacial area transport equation can be obtained by applying the
cross-sectional area averaging and reducing it to a one-dimensional form. This form of the interfacial
area transport equation may have the most useful and practical applications in the existing one-
dimensional two-fluid model. It can replace the traditional flow regime maps and regime transition
criteria. The changes in the two-phase flow structure are predicted mechanistically by introducing the
interfacial area transport equation. The effects of the boundary conditions and flow development are
efficiently modeled by this transport equation. Such a capability does not exist in the current state-of-
the-art. Thus a successful development of the interfacial area transport equation can make a quantum
improvement in the two-fluid model formulation.

By applying the cross-sectional area averaging, the one-dimensional area transport eguation
becomes:

éngi)“’”aiz(“i)Biz =<¢di5>+<¢co>+ <¢ph> <¢w) (16)

where (¢ ) is the wall nucleation source. By using the local interfacial area measurement methods, the
following parameters can be measured simultaneously:

a,=a,(r,z) an

v, =0, (r,2) (18)
Under the adiabatic and steady conditions, there are no effects of phase changes; thus:

= (a9)=(0a) - (0.) a9)

which shows the way to measure the right-hand side source and sink terms. First, two limiting cases are
studied to isolate the break-up source term and the coalescence sink term. It is considered that there is a
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critical Reynolds number, Re_’, for a break-up process. Below this value, the break-up of fluid particles
becomes insignificant. Hence, for Re, << Re_, the coalescence process dominates.
Thus by performing experiments at relatively low Reynolds number and at high Reynolds

number, and measuring the changes of the interfacial area along a channel, the data for the source (%;;)

and sink (d)co) can be measured separately. The Thermal-hydraulics and Reactor Safety Laboratory at

Purdue University is performing a large number of such experiments and developing the constitutive
relation for these terms (Wu et al., 1997).

Conclusion

The importance of the interfacial area concentration in two-phase flow formulation is discussed
in detail. The void fraction and the interfacial area concentration characterizes the macroscopic effects
of the interfacial geometry. In the two-fluid model formulation, the interfacial area should be specified
either by a constitutive relation or a transport equation which describes its evolution. Both approaches
are discussed in detail. The local interfacial area measurement methods are reviewed. The special
highlight is given to the very recent development of the multi-sensor local probe technique and its
theoretical background. Both the double sensor and four-sensor methods appear very promising.

The interfacial area transport equation is obtained and its significance is explained. The
constitutive relation development for the transport equation is reviewed in terms of the physical
mechanisms and then the major parameters characterizing them are identified. The relation to the local
measurements of the interfacial area and interfacial velocity and the data base for the constitutive
relations for the transport equation is explained.
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Aspects of Reflood Heat Transfer Modeling

L.E. Hochreiter
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Introduction/Background

With the approval of the Appendix K rule revisions, vendors are starting to utilize "Best-
Estimate"” safety analysis thermal-hydraulic methods to perform large-break LOCA analysis to
evaluate the allowable core thermal limits. Even with the application of best-estimate methods,
the large-break LOCA still is the most limiting transient and results in establishing the maximum
allowable fuel rod linear power level (kw/ft). Typically what has occurred is that as Best-
Estimate analysis methods have identified peak linear heat rate margin; this margin has been
used by the utility or the vendor for power up- ratings, longer fuel cycles, low leakage core
loadings and advanced fuel designs to improve the economics of the nuclear power plant. All of
these economic improvements result in the need for higher operating kw/ft values (1). This is
true for both BWR and PWR designs. When the best-estimate methods are applied with the
higher linear heat rates, the resulting calculated peak cladding temperatures are nearly the same
as those previously calculated using the original Appendix K requirements as seen in Figure 1.
However, the difference is that the allowable linear heat rate, (kw/ft) is now higher.

The best-estimate calculations indicate that for nearly all PWR designs the peak cladding
temperatures are reached during the reflood portion of the transient at low pressures, typically
one to three bars. A similar situation also occurs in the hot channel for the more modern BWR
designs (BWRS and 6), as well. The flow pattern in the BWR hot channel is co-current upflow
during reflood similar to a PWR (2).

In either case and for all designs, the thermal-hydraulic heat transfer phenomena which
dominates the reflood transient is dispersed flow film boiling. When the rod surface reaches
T.in» the quench rate on the fuel rods progresses and causes, liquid entrainment at the quench
front which determines the convecture and radiation heat transfer above the quench front. All
these different heat mechanisms have been lumped together and called “Reflood Heat Transfer”
The heat transfer rates during this period are very low , and several different mechanisms are
responsible for the total wall heat flux. No single mechanism dominates the reflood heat transfer
process such that several different mechanisms must be predicted by the best-estimate
calculational tool with roughly equal precession. Those mechanisms include:

. Convection to superheated vapor,

. Surface radiation to vapor and droplets,

. Interfacial heat transfer between droplets and superheated vapor,
. Direct contact heat transfer between the wall and entrained liquid,
. Convective enhancement of the vapor by the entrained droplets
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. Impact of structures (grids) in the rod bundle causing flow acceleration and

droplet break-up,
. Rewetting and development of quench fronts at the top and bottoms of the rods,
. Liquid entrainment at the quench front due to the heat release.
PCT 1 0 0 PEAK CLADDING TEMP.
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Figure 1. Best Estimate Calculate Peak Clad Temperature at 15.4 kw/ft
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Also, since the different mechanism are of comparable magnitude, improving one particular
model is difficult since very little data is available to isolate its particular contribution to the total
wall heat flux. Therefore, compensating errors can result as the code's predictive capabilities are
improved.

Figure 2 shows the different heat transfer mechanisms which are present in the high
temperature potions of the rod bundle where the peak cladding temperatures are calculated. This
figure is taken from the work of Andreani and Yadigaroglu (3) who have published several
excellent review papers and reports on dispersed flow film boiling. The heat transfer process is a
combination of a “two-step and three-step “ dispersed flow film boiling process. A “two-step”
dispersed flow film boiling process consists of heat transfer from the wall to the vapor flow by
convection as well as by radiation. There is also wall-to-wall radiation heat transfer and wall to
entrained droplet heat transfer. The vapor is the heat sink and quickly reaches superheated
conditions as it receives energy from the wall. The second step of the “two-step” process is the
heat transfer between the superheated vapor and the entrained droplets. The interfacial heat
transfer between the drops and the vapor result in a lower vapor temperature which is the fluid
heat sink for the wall heat transfer. The “two-step” film boiling process becomes a “three-step”
process as the wall temperature decreases such that there can be intermittent direct ( or near
direct) droplet-wall contact heat transfer. It is believed that the direct wall contact heat transfer
component occurs within and just above the transition region which results in improved heat
transfer. The improved heat transfer in this region can be seen from the FLECHT-SEASET test
data.(4)

Dispersed flow film boiling also dominates the downflow period of the PWR blowdown
transient as well as the reflood transient. Similar heat transfer mechanisms are present for the
blowdown downflow period as well as the reflood period. The primary difference is that the
vapor convection term is more dominate for the blowdown situation as compared to the reflood
phase, and the vapor has less super heat.

The single largest uncertainty in predicting the dispersed flow film boiling heat transfer in
reflooding rod bundles is the liquid entrainment at the top of the transition region just above the
quench front. Figure 3 shows the quench front data from a low flooding rate FLECHT-SEASET
test with the transition region location indicated. Figure 4 indicate is a schematic of the flow
regime just above the quench front within the transition region. In this region, the steam
generation from the quenching of the fuel rods results in a very large vapor velocities which
entrain and shear liquid filaments into droplets which are then swept into the upper regions of the
rod bundle. The entrained droplets provide cooling by several different mechanisms in the upper
regions of the rod bundle where the resulting peak clad temperatures are calculated.
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Figure 2. Heat and Mass Transfer Phenomena For Dispersed Flow Film Boiling.
(From Reference 4)
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Previous Studies, Reflood Data Base

The dispersed flow film boiling reflood period has long been the most limiting heat
transfer period for the large break LOCA. Several experimental programs have been performed
over the years to provide the data needed to develop models for this portion of the LOCA
transient. For PWRs, the most significant program was the Nuclear Regulatory Commission and
Westinghouse sponsored Full Length Emergency Core Heat Transfer (FLECHT) Program which
was completed in 1973 (5 ,6). This initial program provided experimental data for the industry
such that empirical correlations could be developed to predict heat transfer and entrainment using
simple thermal-hydraulic models which would conform to the Appendix K rules as given in
1974.

More recently, the Nuclear Regulatory commission, Westinghouse and Electrical Power
research Institute sponsored the FLECHT-Separate Effects and Systems Effects Tests FLECHT-
SEASET program which was completed in 1985 (3, 7, 8, 9, 10). There were a total of 16 reports
written as part of the FLECHT-SEASET program. The objectives of this program were to
quantify the conservatism in the Appendix K rule for the reflood portion of the transient and to
provide experimental data which could be used to validate a PWR Best-Estimate thermal-
hydraulic computer code. The FLECHT and FLECHT-SEASET programs provided a portion of
the data base which was used by the NRC to revise the Appendix K rule (11).

One of the more interesting rod bundle reflood experiments was the FEBA (12, 13)
experiments performed at the Karlsruhe Research Center. These experiments examined the
effects of spacer grids on dispersed flow film boiling by performing tests with and without a
spacer grid located at the center of the bundle. These tests clearly showed the beneficial effects
of spacer grids in promoting improved heat transfer downstream of the spacer by shattering
entrained droplets, enhanced convective heat transfer, and the quenching effects of the grid.
Similar heat transfer effects have been observed in the ERSEC (14), PERICLES, and the
Westinghouse G-2 experiments. The spacer grids effects were also seen in the FLECHT-
SEASET experiments. The ERSEC, PERICLES and G-2 experiments used mixing vane spacer
grids more typical of current vendor fuel assembly designs. Mixing vane grids have a higher rod
bundle subchannel flow area blockage and result in even greater heat transfer improvement
downstream of the spacer grid.

There were also comparable Nuclear Regulatory Commission and General Electric
sponsored spray cooling and reflood experimental programs (15, 16) for the BWR design which
also provided data for, first empirical heat transfer correlation development and later as part of
the BWR refill and reflood program (17) using the Two Loop test Apparatus (TLTA), data to
validate a Best-Estimate BWR thermal-hydraulics computer code

275




In addition to these programs, the Nuclear Regulatory Commission has sponsored higher
pressure rod bundle film boiling, steam cooling, and level swell experiments at the Oak Ridge
National Laboratory on a full length 8 x 8 rod bundle (18) (19). These tests also examined
dispersed flow film boiling conditions, however, the pressure was much higher, more
characteristic of a PWR or BWR blowdown situation. These experiments also confirmed the
beneficial heat transfer effects of spacer grids for higher pressure blowdown situations as well as
for reflood heat transfer.

There were also intermediate to low (0.28 to 7.1 Mpa) pressure, single tube experiments
performed at Idaho Nuclear Engineering Laboratory to evaluate the post CHF heat transfer
models in the TRAC code (20, 21). These single tube experiments were performed over a range
of pressures, flows, wall superheats, and qualities which would be expected for a PWR or BWR
higher pressure film boiling situation.

There were also 3 by 3 rod bundle experiments performed at Lehigh University which
examined dispersed flow film boiling up to pressures of approximately 100 psia. These
experiments used directly heated fuel rod simulators at the experimenters attempted to “freeze”
the quench front to study the flow in a near quasi-steady state manner (22) (23).

There have also been a number of smaller scale, single tube experiments using water as
the working fluid as well as refrigerants to shed light on the different mechanisms of dispersed
flow film boiling (24, 25, 26,27, 28, 29). The models which have been developed from these

experiments have also been used in the best estimate computer codes and later validated against
larger rod bundle data using water as the working fluid ( see the TRAC- PF1/Mod1 Models and
Correlations Document, Reference (30)).

All the experiments discussed above measured the temperature transient of a fuel rod
simulator tube wall, and for most of the tests, the total wall heat transfer could be calculated from
the data. The INEL single tube experiments performed some limited measurements of vapor
superheat but the probe caused a significant blockage in the bundle which was reflected in the
down stream wall temperature measurements. The Lehigh experiments also measured selected
vapor superheat, but the vapor probe was also large relative to the bundle size. The FEBA
experiments measured vapor superheat using bare thermocouples mounted on the spacer grids.

Only the FLECHT-SEASET experiments attempted to measure the details of the heat
transfer and non-equilibrium flow such that a best-estimate computer code could be assessed
against the test data. In the FLECHT-SEASET experiments, vapor superheat was measured at
several axial locations, wall temperatures were measured for the housing, and guide tube
thimbles and the heater rods. Limited data of droplet diameters and velocities were obtained for
a few selected tests using high speed photography. The heater rod total heat flux was calculated
using an inverse conduction technique using the heater rod thermo couples and measured power.
With these measurements, the heat transfer due to radiation could be calculated and separated
from the total wall heat transfer as shown in Reference 4. The convective portion of the heat




transfer, droplet evaporation, and droplet enhancement of the convection heat transfer were also
calculated. Figure 5 shows the measured wall temperatures and vapor temperature for a
reflooding test with a flooding rate of one-inch/second ( a typical PWR value). Figure 6 shows
the radiation network used to solve for the radiation heat transfer within the test bundle. Figure 7
shows the percentage of the total wall heat flux which is due to radiation and convection as a
function of time at two elevations in the bundle. As the figure indicates there is significant non-
equilibrium in the flow, although the flow quality is approximately 50 percent. With the
instrumentation, mass and energy balances could be calculated for the test bundle such that the
axial behavior of the flow quality could be calculated. Also the void fraction was measured
along the bundle with the most accurate measurements at or near the quench front. The
calculated radiation heat transfer was subtracted from the total measured heat flux to obtain the
convective portion, the heat transfer. Figures 8 and 9 indicate that the convective heat transfer is
enhanced by the entrained droplets as compared to fully developed convectives.

Dispersed Flow Film Boiling Phenomena to be Modeled

With the revision to the Appendix K rule, there have been four computer codes which
have been developed within the United States as “Best-Estimate” thermal-hydraulic codes for
LOCA analysis. They are the TRAC-P, TRAC-B codes which are used for three-dimensional
analysis of PWRs and BWRs respectively. The RELAP-5 code, which was initially developed as
a best-estimate small-break code, has been improved and can be utilized as a one-dimensional
large-break code. The COBRA/TRAC code was developed for detailed LOCA analysis of
reactor systems. Different versions of each of these codes exist, with differing levels of detail for
the film boiling models and the treatment of the dispersed flow film boiling region for rod
bundles. All the codes use correlations which have been developed from simple geometries for
the different heat transfer regimes during the film boiling process and use the void fraction to
transition from one flow regime into another. The void fraction weighting is a method of
indicating the amount of liquid in the flow as well as the amount of liquid-to-vapor interfacial
area available for interfacial heat, momentum and mass transfer. The greatest uncertainty in this
approach is the characterization of the flow and heat transfer for the different regimes. There are
specific void fraction limits which can lead to abrupt heat transfer regime changes in the heat
removal capabilities of the fluid. As a result, the calculated temperature response of the fuel rods
can display heat-up and cooldown periods which are discontinuous and are not observed in the
data. Specific ranges are imposed on the codes to minimize these effects.

As mentioned above, dispersed flow film boiling process is a two-step process above the
quench front alone the heat transfer rates are low; and a three-step process near the quench front
or transition region alone the heat transfer rates are higher. The phenomena which must be
calculated for the dispersed flow film boiling period include:
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The transition region flow and heat transfer characteristics which includes

. flow regime characteristics, with estimates of the interfacial area

. quench front velocity and transition region liquid and vapor velocities

. entrained drop size, number density, and velocity at the top of the transition
region

. vapor temperature

. void fraction

. flow quality

. convective enhancement of spacer grids

. wall temperature

. wall heat flux

. droplet shattering effects caused by spacer grids

In the dispersed flow film boiling region above the transition region which includes:

. vapor temperature and velocity

. droplet shattering effects of spacer grids

. drop size, velocity, and number density

. spacer grid convective enhancement

. void fraction

. spacer grid rewetting

. flow quality

. wall temperature

. temperature of structures for surface-to-surface radiation heat transfer
. wall heat flux

One of the important aspects in modeling rod bundles during the reflood (and
blowdown) transient is modeling the thermal-hydraulic behavior of the spacer grids used to
support the fuel rods. Spacer grids are designed by the vendors to enhance the mixing within the
rod bundle such that higher allowable critical Heat Flux (DNB) margins can be obtained. The
improved critical heat flux limits, are directly used in the evaluation of the Class II Plant
Transient Analysis in which departure from nucleate boiling is the evaluation criteria. If spacer
grids improve the heat transfer in bubbly flow, it is expected that would also improve the heat
transfer in dispersed flow film boiling. There are three main heat transfer improvements caused

by the spacer grids:

1) Enhanced convective heat transfer immediately downstream of the grid due to the
flow acceleration through the grid and the reestablishment of the velocity and
temperature boundary layers.

2) Rewetting of the unheated spacer grid which then acts to de-superheat the steam
flow through the grid. A spacer grid has a large surface area, which is at rest
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relative to the flow, such that the resulting interfacial heat transfer is large and the
continuous vapor field is de-superheated.

Entrained droplet breakup due to contact with the spacer grids which
mechanically reduces the droplet size and increases the liquid surface area for
interfacial heat and mass transfer.

The spacer grids are generally all at the same elevations within the reactor core such that
there is no significant assembly-wide flow redistribution. If however, the grids become located
at different elevations or off-set, there can be additional flow redistribution from the fuel
assembly with the higher grid pressure drop to the assembly with the lower grid pressure drop.
The cross-flow will compound the difficulty in modeling the effects of the spacer grids and can
lead to a heat transfer decrease in the affected assembly if the crossflow is significant. If the
assembly with the higher pressure drop grids is the “hot assembly™ there can be an additional
heat transfer penalty.

In a similar fashion, for the limiting large-break LOCAs, the highest powered fuel rods
are calculated to swell and burst even with a best-estimate model. The effects of the swelled and
burst fuel rods within the rod bundle on the heat transfer in the coolant channels is similar to the
effects of the spacer grids. The fuel rod blockage causes local flow acceleration through the
restricted channels which acts to locally improve the convective heat transfer portion of the
dispersed flow film boiling. Also, droplets which are entrained in the vapor flow can impact and
shatter on the blocked rods particularly if they have burst and the cladding penetrates into the
subchannels. Both of these mechanisms will act to improve the heat transfer in blocked bundle
arrays relative to unblocked bundles. There is also one potential heat transfer penalty associated
with flow blockage within the reactor core. The higher power rods are calculated to balloon and
burst while the lower powered rods may just swell a little or not at all. Therefore, there is higher
hydraulic resistance in the blocked portions of the core and flow by-pass will occur such that
there is less fluid which passes through the blockage region such that the temperature rise of this
fluid is more severe resulting in poorer heat transfer downstream of the blockage.

There have been rod bundle flow blockage experiments performed as part of the
FLECHT-SEASET program (9) which indicated that for the flow rates of interest for PWR
reflooding; the local heat transfer improvement with convection enhancement and droplet
shattering, off-set the loss of flow through the blocked region such that the net heat transfer
increased.

Current Computer Code Capabilities for Modeling Reflood Heat Transfer

Most of the current generation of best estimate safety analysis computer codes use a two
field (liquid and vapor), separated flow model for the two-phase flow. They can have an
additional field if the effects of non-condensible gases are explicitly modeled. A specific flow
regime map and logic is used to specify the interfacial constitutive relationships between the




phases which determine the heat, mass and momentum transfer at the phase interface. There are
also constitutive packages of models and correlations which are used for predicting the wall
pressure drop and the wall heat transfer. These codes also include specific models for reactor
system components such as the reactor coolant pumps, steam generators, jet pumps, steam
separators, and the reactor control systems, core and vessel. The codes which fit this brief
description are the TRAC series of codes, RELAP -5, CATHARE and ATHLET. These codes
all have problems in predicting accurately the dispersed flow film boiling heat transfer typical of
reflood conditions for a limiting large break LOCA in which the peak cladding temperature is
near the acceptance limit. When these codes are validated against the test data, only the six-foot
peak power location, for symmetrical cosine power shapes, is examined in detail and for this
location some of the comparisons are good. However, a reactor can have many power shapes
which have the possibility of being limiting such that the evaluation model must be able to
predict the different elevations in a fuel rod from two-foot to the ten-foot equally well. In fact,
usually the most limiting power shapes have a peak at eight-foot. One of the difficulties for these
series of computer codes for modeling reflood is that there is no natural evolvement of the
dispersed liquid phase into the continuous vapor phase. As a result the interfacial area, which
changes in the dispersed flow film boiling portion of the transient, is only approximately
modeled.

One code which was developed at the same time as the TRAC series of computer codes
which accounts explicitly for the dispersed phase is the COBRA-TF code and its system
counterpart, COBRA/TRAC(31, 32, 33). In addition to being used as part of a system code,
COBRA-TF can also be used as a subchannel code such that individual subchannels within a rod
bundle can be modeled. COBRA-TF has a vapor field, similar to TRAC, but includes two liquid
fields; continuous liquid, to better model film flows and bubbly flow, and entrained droplet flow
to better model liquid entrainment in the continuous gas phase. COBRA-TF also has specific
flow regimes for ‘cold walls”, where the wall temperature is below the CHF point, and “hot
walls” when the wall is in film boiling. The additional flow regime flexibility allows for
accurate modeling of both situations. COBRA-TF also includes an interfacial area transport
equation to track the interfacial area between the phases in a dispersed flow. Items such as
droplet break-up are specifically modeled in the interfacial area equation as sources while
deposition and evaporation are sinks of interfacial area. The more accurate field formulation
allows the user additional flexibility in modeling the dispersed flow film boiling heat transfer
regime and the effects of spacer grids and flow blockages.

COBRA-TF was extensively tested and used as part of the FLECHT-SEASET rod bundle
flow blockage heat transfer program. Models which captured the phenomena given earlier, for
the dispersed flow film boiling phase of the transient, and the effects of spacer grids and fuel rod
blockages, were incorporated into COBRA-TF. Several comparisons were made with bottom
reflood data, with and without simulated flow blockage (9); and for top down spray cooling
situations typical of a BWR(34, 35). Comparisons of COBRA-TF predictions and experimental
data for both reflood and top down spray cooling are shown in Figures 10 to 19. As these
comparisons indicate, COBRA-TF does a creditable job of predicting the rod temperatures as
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well as the measured vapor superheat temperatures. It was also found that COBRA-TF also
would predict approximately the mean droplet diameter of the measured droplet distribution
which was measured in the experiments.

Desired Code Features for Best Estimate Modeling of Dispersed Flow Film Boiling

Many of the desired code features for modeling the dispersed flow film boiling
phenomena all ready exist in the existing computer codes, such as multiple fields, modeling of
non-equilibrium in the flows and the models for the reactor system components. However, in
order to improve the modeling of the dispersed flow film boiling heat transfer regime , it is
recommended that at least three fields be used; vapor, continuous liquid, and entrained liquid. It
would be preferable if four fields could be used with two different entrained liquid droplet fields
such that the shattering effects of spacer grids and blockages, which generate a population of
smaller droplets, could be modeled explicitly rather than combining their heat transfer effects
with the larger unshattered drops.

Along with the features of additional fields for the entrained flow; an interfacial area
transport equation is needed to track the changes of the interfacial area along the rod bundle, due
to evaporation and or condensation, as well as in other components. Using this approach,
phenomena such as droplet shattering, deposition, evaporation, and generation (at orifice plates
or other reactor hardware) can be more explicitly modeled.

Reflood is more of a lagrangian process, with different “fronts” moving through the core
as the fuel rods cool and quench. Currently, most computer codes use a coarse mesh for the
eulerian hydraulic cell representation of the core or a rod bundle. There is an extremely sharp
gradient in the void fraction at the quench front in the transition region where the flow transitions
from a liquid inlet flow to a dispersed droplet flow regime. Usually this region is contained in a
single hydraulic cell in the code. As aresult, the prediction of the void change and the resulting
liquid entrainment, and the vapor superheat in this region, is something less than perfect. Itis
believed that the use of finer hydraulic noding (three-inch cells or less) for the entire transition
region would help resolve the void gradients in the flow as well to more accurately model the
entrainment. The entrainment which is generated at the quench front and the transition region is
the source of entrained liquid for the dispersed flow film boiling region downstream of the
quench front where the peak cladding temperature is calculated. The entrainment at the top of
the transition region as well as the vapor superheat are boundary conditions for the dispersed
flow heat transfer region. The use of smaller cells would result in sufficient cells in which an
individual void fraction can be calculated as the void changes from nearly zero at the quench
front to nearly 100%

It is this authors opinion that it is very desirable to have a bést-estimate code which can
represent both lumped fuel assemblies as well as having the ability to model rod bundles on a
subchannel basis. This combination provides the user with greater flexibility for modeling and
he can better isolate the hot assembly and if necessary, the hot rod. One can also model more
precisely the effects of other fuel assembly structures such as the guide tube thimbles, which are
a radiation heat sink during the reflood process.
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Abstract

The potential reactivity insertion caused by the transport of a boron-dilute water
volume to the core region has been an active area of research in the past years.
The University of Maryland at College Park (UMCP) 2x4 Loop has been involved
in a three year study of boron-dilution related reactivity transients. This program
investigated the means of formation of a boron-dilute slug in the steam generator,
the transport of the slug through the system and the predominant mixing
mechanisms that will affect the boron-dilution of this slug as it enters the core
region.

The concomitant review of literature on the subject revealed limitations of current
computer codes in simulating phenomena associated with boron-dilute volume
reactivity transients. This paper describes a series of tests that will assess code
performance in such transients. The tests are devised in the context of the current
UMCP boron mixing experimental program. The tests employ the integral test
facility configuration of the Loop, but are proposed with more controlled initial
conditions than would be expected in a prototype. This compromise preserves the
test realism, while providing an assessment problem that can be more clearly
evaluated.

Introduction

The reactivity insertion caused by the transport of a boron-dilute water volume to the core region
has been shown to depend on the location where the volume forms, and the means by which it
forms and is transported to the core. As expected, specific plant design features that enhance or
limit the mixing of the boron-dilute volume as it travels to the core affect the reactivity insertion.
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A boron-dilute slug can accumulate in either the vessel lower plenum or the steam generator.
The formation in both these places can be due to unborated water ingress from an interfacing
system. In the stearmn generator, a boron dilute volume can also form as a result of operation in
boiling/condensing mode (BCM). The inadvertent actuation of primary coolant pumps can
transport the boron-dilute slug to the core. When the slug is formed during BCM operation,
refilling the primary system can lead to the resumption of natural circulation which also
transports the slug to the core region.

The University of Maryland Loop experimental program was devised to investigate the
formation of the slug during BCM operation and its transport to the core through pump actuation
or resumption of natural circulation.

The University of Maryland 2x4 Thermal-hydraulic Facility

The 2x4 Loop is a scaled integral model of a Babcock and Wilcox (B&W) lowered-loop PWR
system; it is a reduced-pressure and reduced-height facility. B&W pressurized water reactors
(PWRs) are unique in using once-through steam generators (OTSGs); the other PWR vendors
use U-tube steam generators (UTSGs). In B&W lowered-loop configuration plants, the elevation
of the horizontal portion of the hot legs is at about the mid-plane elevation of the steam
generators (SGs).

The UMCP 2x4 loop facility has two OTSGs connected to the reactor pressure vessel (RPV) via

two hot legs and four cold legs. Figure 1 is a top-view schematic. There are four reactor coolant
pumps (RCPs) at the top of the four cold leg risers. The vessel internals of the downcomer
region and the upper plenum are also representative of the prototypical configuration.

pressurizer

\

= steam generator A

steam generator B

-

O_

reactor coolant pump

reactor vessel

Figure 1. Schematic of the UMCP 2x4 loop facility




Auxiliary systems such as high-pressure safety injection, auxiliary feedwater, etc. are all
represented in the facility and can be readily modified to accommodate the desired experimental
boundary conditions. The facility is rated for a maximum core power of about 200 kW. In the
present configuration the power input is limited to 110 kW. The facility design pressure is 2
MPa at saturated steam conditions. The proposed program will be executed at low temperature
and low pressure that are well within these design boundaries.

The Loop thermal-hydraulic facility is well suited for boron-mixing investigations because the
lowered-loop OTSG configuration makes possible the accumulation of a large boron-dilute
volume.

Fundamental Concepts in the Design of the Tests

Table 1 summarizes mechanisms and phenomena relevant to the amount of reactivity that
follows the entrance of a boron-dilute volume into the core region. The bolded items will be the
focus of code assessment runs described in this paper. The regular font items have been part of
our current test efforts and are already documented in the literature. [Gavelli et al., 1997;
Almenas et al., 1997]

Table 1. Mechanisms Relevant to Boron-mixing Investigations

Stage Mechanisms Comment
generating the boron-dilute flow from an unborated new UMCEP test
volume interfacing system

boiling-condensation mode
coolant accumulation in the
steam generator (SG)

transport of the boron-dilute | actuation of primary coolant

volume circuit pumps
resumption of natural
convection (BCM only)

mixing of the boron-dilute molecular diffusion insignificant

volume along its way to the

core
axial turbulent diffusion not a principal player
entrainment
geometric-discontinuity including pump impeliers
induced

The next series of tests does not only allow rigorous code assessment, but it also expands
experimental investigations into boron-mixing for an interface ingress type transient. The
primary system is assumed full at the beginning of the transient. The pressure in an interfacing
system (e.g., the secondary) is higher than that of the primary system and a leak develops.
Unborated water enters the steam generator and accumulates at the bottom. Five Nuclear Power
Experience precursor events have been recorded between 1976 and 1982. [Jacobsen, 1989]
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Blayais (France) had a significant ingress of secondary coolant into the SG in March 1990.
[INPO, 1990]

The fact that the tests simulate a plausible transient contributes to their value as benchmarking
exercises. However, to provide good initial and boundary conditions for code input, one must
optimize the realism built into the transient with the control of test parameters.

Boron-mixing Tests

In experimental investigations, the boron-dilute volume is represented by a volume of water of a
different temperature than the coolant in the primary system. The tracking of the slug along its
path and the mixing of the slug with primary coolant are both monitored by temperature
readings. Care has to be exercised to minimize heat losses, because in the interpretation of data
they are equivalent to overestimating the mixing between the slug and the coolant. Previous
experience has shown that the largest heat losses occur between the fluid in the downcomer and
that in the core region. Effectively, a countercurrent flow heat exchange path forms through the
core barrel. To minimize this heat exchange, the core barrel will be insulated with epoxy resins.

The maximum possible amount of unborated coolant will be allowed to accumulate. The slug
will fill the lower part of the steam generator and the vertical sections of the two adjacent cold
legs up to the level of the horizontal section of the cold legs. Figure 2 illustrates the status of the
system at the beginning of the transient.

Will not be used in
/ the proposed tests

] Hot, borated primary coolant
- Cold, Boron-dilute slug

Figure 2. Schematic of initial test conditions for boron-mixing investigations of interfacing
system ingress
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Two essential characteristics of boron-mixing transients in the Loop require special attention.
The first is consistent with prototype behavior: over the duration of the transient, the flow is
developing. The second is that the flow field and mixing up to the entrance into the lower
plenum is sufficient to result in a nearly uniform azimuthal concentration at the downcomer
outlet. Furthermore, the largest fraction of the mixing occurs in the downcomer region.'

Unlike a pressurized thermal shock investigation in which buoyancy plays a major role, the
boron-mixing transient is far less sensitive on Fr number scaling. This conclusion was verified
experimentally in a series of tests in which the slug ranged from negatively buoyant, to neutral
and then positively buoyant. A Fr number,

Fr=m/A ./ ngS]ugAp,

of 0.333 (with the slug at 0 °C and the primary at 95 °C) can be reached for the downcomer.
This value is larger than that postulated for the prototype B&W PWR during resumption of
natural circulation transients.

The dominant dimensionless number is the Re number, which can be simulated sufficiently well
in the Loop. At full pump speed, the Re number in the cold leg is approximately 150,000 and in
the downcomer 18,000.

The fact that the transient occurs during the flow development period poses extra challenges to
code simulations; a flow-field is difficult to identify. However, the second factor can be used to
simplify the posed problem. The fact that most of the mixing occurs in the downcomer suggests
that modeling efforts should be focused on this region. The test series will have boundary
conditions and data will be collected to permit the separate modeling of the downcomer and/or
lower plenum.

Code Features Tested—Required Data

Reactivity insertion caused by the transport of a boron-dilute volume to the core depends on the
spatial and temporal boron-concentration distribution of the volume at the core inlet. The
transient has characteristics that make it suitable for both system and CFD code simulations.
Specifically, the complexity of the primary system does not lend itself to CFD computations,
thus a system code must be employed to evaluate the transport of the slug to the downcomer
entrance. The required details of spatial and temporal boron-concentration distribution are best
obtained from CFD code simulations. This detail is essential in a system where uneven mixing
is expected to occur in the downcomer and lower plenum, which may lead to portions of the slug
reaching the core unmixed. CFD codes can also aid in devising/evaluating features that enhance
the mixing of the slug along its path.

! Geometric discontinuities prior to the downcomer inlet—including pump impeller motion—have however a role in
that the turbulent structures they create are transported into the downcomer.
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Table 2 lists code features challenged by boron-mixing transient simulations; the challenges are
listed separately for system and CFD codes. Note that it is assumed that system codes will
model the entire active part of the primary system, while CFD codes will only focus on the
downcomer and lower plenum regions.

Table 2. Code Features Challenged by Boron-mixing Transient Simulations

System codes CFD codes

transport of the slug through the cold leg—pump | flow field development
effects

mixing through the cold leg geometric discontinuity induced mixing

cold leg bypass* lower plenum curvature effects

distribution along the downcomer nonparticipation of fluid

entrainment/nonparticipation of lower plenum fluid

* The cold leg bypass is flow that will enter neighboring cold legs instead of traveling through the
downcomer.

The Specific Code-assessment Test Series

Three tests are proposed: one open test and two closed (blind) tests. To narrow the focus, a
single-SG configuration (one hot leg, one or two cold legs) will be used for the blind tests.

To assure the proper modeling of Loop-specific parameters, a simple open test will be made
available for input deck preparation. The open test will only provide cold leg inlet and
downcomer information during gravity-driven injection. The system is solid, and the simulated
boron-dilute slug is injected from an external tank. The slug will be injected from a fixed-liquid-
level tank; this maintains a constant flow rate. Figure 3 shows the schematic of the Loop setup
for the open test.

~

Figure 3. Experimental setup for the open test




Several factors differentiate the open test from the blind tests:

e only the cold leg inlet and the vessel participate,

e the slug injection rate is lower than in blind tests,

e the injection is gravity-driven, and

¢ only quasi-steady state data will be provided to analysts.

The open test will thus allow the proper setup of an input deck regarding inlet and downcomer
geometry information.

The description of the value of this test, as described above, is limited. However, this test will
also be used by Loop experimentalists for a final examination of the suitability of the
instrumentation for the closed tests. Also, because of the larger slug volume that can be
accommodated in an external tank (vs. that which can accumulate in the steam generator) the test
will provide further information about the system response.

The single loop is well suited for blind tests because it is relatively easy to instrument and the
boundary conditions can be well defined. Using two cold legs increases the realism of the test by
opening a path for potential downcomer flow bypass.

The first blind test is an approximation of the steam generator in-leakage (Swedish) scenario:

e Reactor shut down,

¢ (RHR cooling is on, but it will not be included in the test of added complexity,)

e Secondary water enters the primary system and collects in the lower part of the SG and cold
leg; the boron-dilution remains undetected because it is remote from the sampling site, and

e RCPs are actuated.

For the test, the system is filled and conditioned (heated and mixed) prior to test initiation. The
slug is inserted from an external supply into the bottom of the steam generator. A single pump is
used to initiate slug motion. Figure 4 shows the schematic initial conditions for the first blind
test.

The following will be provided for code input preparation:

e primary system temperature (and approximate distribution if appropriate),
e the slug temperature and level (volume),

e the flow velocity in the cold legs as a function of time, and

e the temperature in both cold legs at the downcomer inlet

The required code predictions are the average temperature at select levels in the downcomer, and
the core inlet spatial and temporal temperature distribution (see instrumentation section).

The second blind test is a pseudo-BCM boron dilution scenario:
Reactor in BCM mode,

Primary coolant inventory is just under the cold leg,

(SI on will be ignored because of added complexity, and)
RCP inadvertently actuated.
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. Hot, borated primary coolant
i Cold, Boron-dilute slug

Figure 4. Experimental setup for the first blind test—the Swedish scenario

During the test, the slug is injected into a partially voided system, as in a LOCA recovery
scenario. The primary system is initially filled to approximately cold leg elevation level. The
boron-dilute slug is injected from the steam generator by the pump. Figure 5 shows the initial
test configuration. The input data is the same as for the first blind test, but the vessel and steam
generator liquid levels are monitored by differential-pressure (DP) cells. The mass flow rate of

the slug will be calculated from the SG liquid-level drop. The second blind test requires minimal
effort not just from an experimentation point of view but also for code modeling because it is
very similar to the first blind test. It does, however, extend the challenge to codes into the multi-
fluid area.

Il Hot primary coolant
I Coldslug
Figure 5. Experimental setup for the second closed test—the pseudo-BCM scenario




Three additional factors will be considered in the facility modification and running of these tests.
The most important is minimizing heat losses through the core barrel, which is accomplished by
coating it with epoxy resins. The coating will also serve to fasten the thermocouples that will
protrude from the core region through the core barrel into the downcomer.

The second factor is streamlining the flow into the downcomer. Because the eddies introduced
as the slug travels through the system prior to entering the downcomer (especially those created
by pump impellers) cannot be quantified in an integral test facility they will be reduced to
negligible levels through a honeycomb structure and several screens.

And finally, the tests will each be repeated several times. While the flow is developing for the
entire relevant part of the transient and a flow field is hard to identify, a series of repetitions will
assure the completeness and proper functioning of instruments.

Instrumentation

To characterize the slug behavior in the Loop, the following instrumentation will be used:.
e for transport—flow measurement in the cold legs,
e for mixing—temperature measurement in cold legs and downcomer,
e for slug volume—DP or temperature measurements, and
e for heat losses—temperature measurement in the core and downcomer.
A schematic of the instrumentation is shown on figure 6.

The location and number of instruments is selected so that the boundary and initial conditions are
provided as accurately as possible. Furthermore, the test data acquired has to be sufficient to
establish that code predictions are correct for the right reasons. In the alternative, the data has to
be sufficiently detailed to point towards code models that need improvement.

Initial conditions data have to include the temperatures in the steam generator and the vertical
section of the cold legs—figure 7, and in the rest of the primary circuit; the transition between
the slug and the primary coolant has to be evident. For CFD simulations the temperature as a
function of time at the downcomer inlet is needed as a boundary condition. The slug velocity
through the cold leg must also be prescribed.

Code predictions will be compared to temperature traces obtained along the path of the slug.
Past experience suggests that most mixing measurements have to be focused on the downcomer.
Specifically, the loci of greatest mixing are at the cold leg inlet into the downcomer and the
downcomer expansion (which is effectively a backwards-facing step). [Gavelli et al., 1997] The
instrumentation will be placed at levels that will evidence the relative impact of these large
contributors to mixing. Figure 8 shows the levels at which thermocouples will be placed in the
downcomer and lower plenum; figure 9 shows the horizontal placement of thermocouples at the
levels depicted on figure 8. Two factors make it possible to enhance the downcomer
instrumentation relative to that used in the current program. First, the thermocouples will be
inserted into the downcomer through the core barrel wall. The leads will thus occupy core-
region space rather than downcomer space. This is essential for CFD calculations; where the
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obstruction posed by thermocouple leads would lead to large uncertainties. And second, the
disabled hot leg will be adapted into an instrumentation port, which will eliminate the current
limitation due to insufficient vessel penetrations.

TN :
v velocit
O y

(T) temperature

@ level

slug path
mixing

| CL bypass !

Initial condition
slug

heat losses

Figure 6. Instrumentation schematic for blind tests

Mixing in the lower plenum has also been shown to be significant. The presence of
instrumentation ports challenges computer simulations beyond just the representation of a
hemispherical surface. The possibility of removing the tubes that now simulate instrumentation
ports in the loop will be evaluated. The proposed thermocouple arrangement for the lower
plenum is depicted on figure 10.

The current data acquisition system—figure 11—will be optimized to accommodate the number
of readings necessary to obtain a good mapping of the slug path. Hewlett Packard estimates that
the 3852 unit can acquire 168 channels in 0.28 s. Because the 3497 unit is used as a controller in
our current test series, we are yet unable to verify the maximum speed attainable. Routing
through all channels in about a third of a second is our goal for these tests, because the thermal
inertia of the thermocouples is of the same order.
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Flow Visualization

In order to supplement the data provided by the integral tests, a transparent replica of the Loop
reactor vessel downcomer will be constructed to provide a detailed flow visualization of the
diluted slug insertion.. Using dye tracer studies and laser Doppler velocimetry, such an
experimental set-up will be able to provide a spatially resolved temporal evolution of the slug
concentration as it moved through the downcomer, local mean flow measurements of the axial
and circumferential velocities, and some indications of the turbulence intensities within the
downcomer. These detailed measurements will provide a clear physical picture of the dominant
phenomena which determine the mixing within the downcomer.
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* levels 4, 8, 9, 10 center
* levels 10 vhigﬁ and low

100 TCs in the downcomer
Figure 9. Horizontal arrangement of thermocouples at various levels in the reactor vessel
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Figure 10. Horizontal arrangernerit of thermocouples at various levels in the lower plenum
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Figure 11. Loop data acquisition system

The flow visualization facility will consist of a cold-leg entrance pipe connected to a transparent
annular replica of the reactor downcomer (see figure 12). The relevant entrance and bypass
pipes will be retained to allow for the reproduction of the actual flow conditions of the integral
loop facility. The time dependent, spatial concentration measurements will be performed
through the use of laser induced fluorescence (LIF). In this technique, the slug is seeded with a
fluorescent dye, and is subsequently illuminated by a thin, directional laser sheet [Nash et al.,
1995]. The laser induces the dye to fluoresce with an intensity proportional to its concentration.
A radially averaged concentration profile will be produced by scanning the downcomer with
radially oriented light sheet projected from a rotating table within the center of the vessel (see
figure 1), which would allow for temporal reconstruction with a minimum of optical distortion.

In addition to the concentration measurements, velocity information can be obtained through the
use of laser Doppler velocimetry (LDV). This non-intrusive measurement technique will
provide a temporal point measurement of the fluid velocity components in the axial and
azimuthal directions. The point measurements can be averaged to provide mean velocity
components, and also turbulence quantities such as r.m.s. disturbance levels stresses.
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Figure 12. Conceptual sketch of annular downcomer visualization facility and scanning LIF
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Conclusions

The new tests that will be performed at the University of Maryland will provide insight into
boron-transients initiated by the ingress of unborated water from an interfacing system. The tests
are designed specifically for code assessment. In addition to the experience brought by the
University of Maryland team involved in the current program, consultations with Swedish and
French experimentalists led to further improvements in the design of the tests and associated
instrumentation. Most significant among these is the simplification of the domain that results
from employing a single steam generator loop. The focused placement of instrumentation based
on previous data that show that most mixing occurs in the downcomer is another such
improvement.




A series of three basic tests will be carried out; each of the tests will be repeated several times to
gain knowledge about expected experimental uncertainties. The first test, while most removed
from a realistic simulation of a boron-transient, will provide a set of ideal data for simulations.
The open test has the cleanest boundary and initial conditions, and will be performed over a
duration that exceeds a typical boron-mixing transient. This test will permit the specification of
geometric code input parameters that affect mixing.

The two blind tests, one devised to approximate the Swedish in-leakage scenario and the other a
pseudo-BCM test, will provide data for both system and CFD code analysis. Information
regarding flow field characteristics and turbulent parameters will be augmented by visualization
studies. The challenges posed to models by the tests described in this paper qualify the data for
the highest and most complex level of code verification.
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Abstract

A high pressure test of a mixed-scaled model (1:10 in geometry and 1:4 in shell thickness)
of a steel containment vessel (SCV), representing an improved boiling water reactor
(BWR) Mark II containment, was conducted on December 11-12, 1996 at Sandia National
Laboratories. This paper describes the preliminary results of the high pressure test. In
addition, the preliminary post-test measurement data and the preliminary comparison of test
data with pretest analysis predictions are also presented.'

1. Introduction

The Nuclear Power Engineering Corporation (NUPEC) of Japan and the U.S. Nuclear
Regulatory Commission (NRC) have been co-sponsoring and jointly funding a
Cooperative Containment Research Program at Sandia National Laboratories. The purpose
of the program is to investigate the response of representative models of nuclear
containment structures to pressure loading beyond the design basis accident and to compare
analytical predictions with measured behavior. This is accomplished by conducting static,
pneumatic overpressurization tests of scale models at ambient temperature. One of the tests
was a test of a mixed scaled model with 1:10 in geometry and 1:4 in shell thickness of a
steel containment vessel (SCV), representing an improved boiling water reactor (BWR)
Mark II containment.

This paper describes the preliminary results of the high pressure test of the SCV model.
The preliminary post-test measurement data for the gap between the SCV model and the
contact structure and the preliminary comparison of test data with pretest analysis
predictions are also included. The pretest preparations and the summary of the conduct of
the tests are described in Reference 1.

! This work is jointly sponsored by the Nuclear Power Engineering Corporation and the U.S. Nuclear
Regulatory Commission. The work of the Nuclear Power Engineering Corporation is performed under the
auspices of the Ministry of International Trade and Industry, Japan. Sandia National Laboratories is
operated for the U.S. Department of Energy under Contract Number DE-AC04-94AL85000.
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2. Test Objectives
The SCV model test was intended to accomplish the following specific test objectives:

1) to provide experimental data for checking the predictive capabilities of analytical
methods to represent some aspects of the static internal pressure response of a steel
containment,

a) beyond the elastic range, without consideration of contact with a surrounding
shield structure or thermal effects, and

b) after contact with a surrounding shield structure,
2) to investigate the failure mode of the SCV model, and
3) to provide experimental data useful for the evaluation of actual steel containments.

To meet these objectives, the high pressure test was conducted using a monotonic pressure
rise and the cycle of unloading and reloading was not desirable.

3. High Pressure Test

The high pressure test of the SCV model was conducted on December 11-12, 1996 at
Sandia National Laboratories. The actual conduct of the test was described in detail in
Reference 1. Briefly, after approximately sixteen and a half hours of continuous
monotonic increase in pressure by pumping nitrogen gas into the SCV model, the test was
terminated when the pressure in the model dropped very rapidly, even with the
pressurization system operating at its maximum flow rate of 1300 scfm (standard cubic feet
per minute). The cause of failure of the SCV model was a tear resulting in leakage; the
failure mode was not catastrophic. The maximum internal pressure achieved during the test
was 4.66 MPa, which is 5.97 times the design pressure.

4. Preliminary Instrumentation Data

Post-test inspection of the SCV model revealed a large tear, approximately 230 mm long,
along the weld seam at the edge of the equipment hatch reinforcement plate. The tear was
found on the left side of the equipment hatch (from an interior view, as shown in Fig. 1a)
and preliminary inspections suggest that the tear may have initiated at a point roughly 30
mm below the material change interface and propagated in both directions before it stopped.
In addition, a small meridional tear, approximately 55 mm long, was found next to a semi-
circular hole (situated at about 200°) in the stiffening ring above the equipment hatch. The
cause of this tear has not been determined.

More than 97 % of the instruments on the SCV model survived the high pressure test and
recorded information on deformation behavior of the model during the test. This paper
provides a summary of the preliminary raw data from the test. These data have not been
compensated for temperature variations. In addition, the strain data have not been adjusted
for cross-axis compensation, and the displacement data for interior transducers have not
been adjusted due to the movement of the central support column that was installed inside
the model to anchor the displacement transducers.




4.1 Strain gage data around equipment hatch reinforcement plate

A network of strip, rosette, and single strain gages was installed around the equipment
hatch. Some of these gages recorded very high strain readings. Figure la shows the
locations of a few critical strain gages around the equipment hatch. The strip gage (STG-I-
EQH-16) installed adjacent to the upper end of the large tear registered 4.35 % strain and a
rosette gage (RSG-I-EQH-12) slightly above it had a reading of 3.7 %. However, the
highest strain reading of 8.7 % was recorded on the right side (an interior view), the non-
torn side, by a strip gage (STG-I-EQH-37) above the material change interface. A strain
reading of 1.53 % was recorded at the top of the equipment haich (STG-I-EQH-2) and a
very low strain reading of 0.10 % was found at its bottom (STG-I-EQH-28). Figure 1b
shows the strain data recorded by these gages around the equipment hatch.

4.2 Free field strain gage data

Free field hoop strain data ranging from 1.8 to 2.1 % were recorded by the exterior strain
gages at the upper conical shell section above the equipment hatch. The narrow range of
strain variations around this section suggests that the SCV model experienced axisymmetric
expansion there.

4.3 Horizontal and vertical displacement data

The interior displacement transducers in the middle conical shell section at the elevation
directly above the material change interface recorded the highest horizontal displacements,
ranging from 19 to 27 mm. A plot of these horizontal displacement data is shown in Fig.
2. The transducer at the top head region recorded a vertical displacement of 17.3 mm and
that at the center of the equipment hatch had a vertical displacement reading-of -2.8 mm at
the end of the test.

4.4 Round Robin analysis output location data

A set of pretest analytical predictions, euphemistically referred to as a Round Robin
analysis, was conducted by analysts from eight organizations in Germany, India, Italy,
Japan and the U.S. The Round Robin analysis participants were requested to provide
pretest analysis predictions at 43 strategically chosen standard output locations throughout
the SCV model. Data were recorded at every one of these locations. The Round Robin
pretest analysis predictions will be compared with the test data at a later date.

4.5 Acoustic emission data

There were twenty-four acoustic emission sensors installed on the model: eighteen interior
and six exterior. The preliminary analysis of data collected by these sensors indicated two
regions with high acoustic emissions during the test. One region was located just below
the equipment hatch. It had most of the emission occurring at 4.25 MPa. The close
proximity of this region to the equipment hatch suggests that the large tear might have
initiated at this pressure. Another region had a significant increase of emission at 3.75
MPa. However, this region is not very close to the small tear, therefore it is not clear
whether the initiation of the small tear is related to this pressure.

5. Post-Test Measurement Data

A steel contact structure was installed over the SCV model prior to the pressure tests to
represent some features of the reactor shield building in the actual plant. There are 70 holes
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drilled on the contact structure in four arrays, 90° apart. The locations of these holes are
shown in Fig. 3. The purposes of these holes were 1) to facilitate the positioning of the
contact structure with respect to the SCV model during its installation, and 2) to provide
access for installing the contact detection devices to monitor gap closing during the high

pressure test.

The gap size at every hole location was measured before and after the high pressure test.
Table 1 shows these measurements. The equipment hatch is situated at 90°. As shown in
Fig. 3, hole # 2 is located close to the bottom of the contact structure and hole # 19 is at its
top. Holes # 7 and 8 are at the elevation of the equipment hatch. As seen from Table 1, the
top of the contact structure came in contact with the SCV model, and the gap around the
equipment hatch and the region above it closed during the test. In addition, pretest
measurement data of the fabricated SCV model indicated that the local areas around the
equipment hatch reinforcement plate were pulled inward during welding of this section onto
the model. The extent of this out-of-roundness of the SCV model seemed to be decreased
when the model underwent outward expansion under internal pressurization.

6. Comparison of Test Data with Pretest Analysis Predictions

There was a locally thinned section, very close to the large tear at the equipment hatch
reinforcement plate, where reduced shell thickness was detected and measured before the
pressure tests. Pretest analysis results [2] predicted that the SCV model would fail around
this section at a pressure of 4.50 MPa. Test data indicate that the model failed at a pressure
of 4.66 MPa during the high pressure test. Therefore, the pretest analysis gave a good
prediction of the failure pressure, but was based on a different response mode.

Post-test inspection of the equipment hatch and the strain gage data around this area indicate
that the model might have had a very steep strain gradient near the weld seam on the edge
of the equipment hatch reinforcement plate where the large tear was detected. The pretest
analysis results predicted much lower strains and strain gradients around the equipment
hatch, and a higher strain at the locally thinned section, very close to the large tear, where
thinner shell thickness was used in the analysis to simulate local shell thickness variations.

As mentioned in Section 4.2, the highest free field hoop strain data were recorded at the
upper conical shell section, ranging from 1.8 to 2.1 %. The pretest analysis predictions on
free field hoop strain data at this section are approximately 25 % below the test data. Close
comparison between the two sets of plots indicate a reasonably good agreement at low
pressure range, up to approximately 3.5 P,, but the pretest analysis results on.strains did
not increase as fast as the test data at higher pressure ranges.

7. Conclusion

The high pressure test of the SCV model was conducted at Sandia National Laboratories on
December 11-12, 1996. The cause of failure of the SCV model during the high pressure
test was a tear in the model wall resulting in leakage; the failure mode was not catastrophic.
The maximum internal pressure achieved during the test was 4.66 MPa which is 5.97 times
the design pressure. Most of the instruments on the SCV model survived the test and
recorded data that will be extensively analyzed to examine the deformation behavior of the
model during the test.

A preliminary comparison of the test data with the pretest analysis predictions was

performed. A detailed evaluation will be conducted to provide guidance for the post-test
failure analysis and inspection. Metallurgical evaluation of the two tears is also planned.
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Table 1 Gap size measurements between SCV model and contact structure before and after

the high pressure test
Measurement 0° 90° 180° 270°
Hole # A(mm) | B(mm) | A{(mm) | B(mm) } A(mm) | B(mm) | A {(mm) |B(mm)
2 13071 | 13020 | 12438 | 123.75 | 136.88 | 136.73 | 140.13 |140.06
3 99.29 | 9868 | 9426 | 9299 | 10491 | 10429 | 10831 [105.16
4 6962 | 6939 | 66.15 | 6505 | 7445 | 7366 | 7747 | 7650
5 19.05 | 1745 | 1336 9.65 2200 | 2103 | 2461 | 2306
6 1838 | 1560 | 2037 7.47 2055 | 1834 | 2299 |20.19
7 1880 | 1.28 777X/ 77/ 2111 1331 | 2273 | 13.49
8 2098 | 262 Y2777 2281 3.51 2377 | 4.01
9 19.81 2.08 29.39 3.43 21.64 150 | 2243 | 3.33
10 2017 | 432 24.71 5.89 23.27 538 | 2380 | 6.30
11 2235 | 259 23.47 3.15 22.96 292 | 2354 | 457
12 2248 | 307 20.65 3.02 24.33 348 | 2225 | 3.30
13 2128 | 668 19.38 7.21 24.00 792 2278 | 7.11
14 2542 | 2009 | 18.24 14.15 2418 | 1839 | 2362 | 1798
15 2263 | 2319 | 1963 19.20 2223 | 2240 | 2131 [2121
16 2014 | 2050 | 18.23 17.81 1976 | 1999 | 1849 | 1834
17 1969 | 2019 | 1712 1697 18.01 1844 | 1710 1715
18 1966 | 1237 | 1578 10.06 16.03 | 1173 | 1539 | 1046
19 2477 | 128 27.18 1.66 27.69 191 2400 | 1.81
Note: A = pretest gap size measurement B = post-test gap size measurement
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TECHNICAL BASIS FOR ANCHORAGE TO CONCRETE IN NUCLEAR
FACILITIES IN THE UNITED STATES OF AMERICA

Herman L. Graves, III' and Richard E. Klingner®

Abstract

In this paper, the background of the technical basis for anchorage to concrete in nuclear
facilities in the USA is reviewed. The technical basis is currently being developed in the light of recent
historical developments in the field of anchoring technology. To help provide data for that revision, the
United States Nuclear Regulatory Commission (USNRC) has sponsored a testing program involving
the behavior of anchors in cracked and uncracked concrete, under dynamic and static loads. Results of
that testing program are summarized, and their significance is noted. The USNRC is now sponsoring
the development of a resource document intended to transfer the results of testing (sponsored by the
USNRC and others) in the form of recommendations for the design and evaluation of anchorage to
concrete. Those recommendations are intended to form the technical basis for anchorage to concrete in
nuclear facilities in the US.

BACKGROUND

Historical Development of Technical Basis in the USA

In December 1980, the US Nuclear Regulatory Commission (USNRC) designated "Seismic
Qualification of Equipment in Operating Plants" as Unresolved Safety Issue (USI) A-46. The
objective of USI A-46 is to develop alternative seismic qualification methods and acceptance criteria
that can be used to assess the capability of mechanical and electrical equipment in operating nuclear
power plants to perform their intended safety functions. Since equipment is usually anchored to
concrete through anchor bolts, it is therefore necessary to ensure that the bolts are capable of resisting
seismic loads.

In March 1988, it was reported, in accordance with the provisions of Title 10, Code of Federal
Regulations, Part 21, that test of some expansive-type bolts had disclosed that the previously
recommended minimum edge distance from an unsupported edge of five times the bolt diameter might
be insufficient to develop 100 percent of the recommended anchor capacity. Since the disclosure of the
edge distance problem to the NRC, the staff has embarked on an intensive program of collecting
information pertinent to the issue at hand and assessment of the current situation with regard to the
installation practices of expansion anchors. The issue of minimum edge distance was incorporated into
the resolution of USI A-46.

The Seismic Qualification Utility Group (SQUG), a utility group, has developed a Generic
Implementation Plan (GIP) including criteria and walkdown procedures that will be used to resolve the
concerns of USI A-46. Following NRC approval of the GIP, each utility will conduct a walkdown of
its nuclear facilities using the GIP criteria and procedures.

! United States Nuclear Regulatory Commission, Washington, DC, USA
? Phil M. Ferguson Professor in Civil Engineering, The University of Texas, Austin, Texas 78712, USA
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The criteria and procedures specified for anchorage walkdown in the GIP contain specific
information relating to bolt strength under dynamic conditions. The GIP, including criteria and
walkdown procedures, has been reviewed and accepted by the NRC.

Motivation for Development of a New Technical Basis in the USA

Although the Generic Implementation Plan proposed by SQUG has been reviewed and
accepted by the NRC, very little test data were available regarding the behavior and strength of anchor
bolts under dynamic conditions (cyclic loads) to validate the criteria in the GIP. It was usually
assumed that behavior and strength of anchor bolts under static loads did not differ much from that of
earthquake conditions. The adequacy of this assumption had not been adequately verified.

To address that lack of information, in March 1991 the USNRC issued a nationwide RFP
(Solicitation No. RS-NRR-91-029, “Anchor Bolt Behavior and Strength During Earthquakes™). The
objective of this RFP was to obtain specialized technical assistance to verify, by testing, the adequacy
of the assumption used in the U.S. nuclear power plant designs that the behavior and strength of anchor
bolts (cast-in-place, expansion and bearing-type (undercut) and their supporting concrete under seismic
loads do not differ significantly from those for static conditions.

DEVELOPMENT OF NRC-SPONSORED RESEARCH TO PROVIDE BACKGROUND
INFORMATION ON ANCHOR BEHAVIOR

Testing Program (Objectives and Scope)

The experimental work described above was awarded to The University of Texas at Austin,
under a contract entitled “Anchor Bolt Behavior and Strength during Earthquakes.” Work began in the
second half of 1993, and the results have been published in the form of theses, reports, and
dissertations (Rodriguez 1994a, 1994b, 1995a, 1995b, Hallowell 1996, Lotze 1997, Zhang 1997,
Graves 1997). The final report is being submitted to the NRC at this time, and refereed journal articles
will then be written and submitted for review and possible publication. Material in this paper is taken
from those references.

This research program addressed the behavior of cast-in-place and post-installed anchors in
cracked and uncracked concrete, subjected to static and dynamic loading. The anchors tested were
cast-in-place headed bolts (CIP), a conventional undercut anchor with large bearing area (UC1),
another undercut anchor (UC2), a heavy-duty sleeve anchor with follow-up expansion capability
(Sleeve), and two clip-type expansion anchors (EA and EAIl). To systematically investigate and
understand the effects of these various factors, the overall research program consisted of four tasks:

Task 1: Tensile behavior of single anchors under static and dynamic loading in uncracked and
cracked concrete;
Task 2: Behavior of two-anchor connections under dynamic tensile loading and static eccentric

shear, and behavior of single anchors under loading at various angles;




Task 3: Shear behavior of near-edge, single and double-anchor connections under static and
dynamic loading in cracked and uncracked concrete, and the effects of hairpins on
these near-edge connections; and

Task 4: Behavior of four-anchor connections under simulated seismic loads (eccentric shear
loading) applied dynamically in repeated reversed cycles.

Resource Document

In July 1997, the USNRC announced its intention to sign a contract with The University of
Texas at Austin, to obtain a comprehensive resource document that can be used to establish regulatory
positions regarding anchorage to concrete. Existing information, including data from comprehensive
testing conducted at The University of Texas at Austin, would be evaluated. Current and proposed
approaches for the design, analysis and testing of anchorages to concrete would be reviewed. That
work is now being conducted under the NRC research program, “Revision to Anchorage Criteria.” Its
progress is described briefly in a later section of this paper.

BASIC RESULTS FROM NRC-SPONSORED TESTING PROGRAM

Description of Single-Anchor Tension Tests in Uncracked and Cracked
Concrete

Using the test setup shown in Figure 1,
single-anchor tension tests were
conducted in uncracked and cracked
concrete. Most tests were conducted in
concrete having a target compressive
strength of 4700 psi (32.4 MPa),
similar to that found in many operating
nuclear power plants. To examine the
effects of differences in concrete
compressive strength, some tests were
conducted in concrete with a target
compressive strength of 3000 psi (20.7

MPa). Most concrete tested had river- Concrete Block  §

gravel aggregate. To examine the .

effects of different aggregate types, Figure | Setup used for tension tests in uncracked
some tests were conducted in concrete and cracked concrete

with a relatively soft limestone

aggregate, and other tests in concrete with a relatively hard granite aggregate.

Cast-in-place headed bolts were tested, and also several types of post-installed anchors: a
conventional undercut anchor, designated UC1; a different type of undercut anchor, based on a
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different operating principle, and designated UC2; a heavy-duty sleeve anchor with follow-up
expansion capability, designated Sleeve; a clip-type, torque-controlled expansion anchor, designated
EA; and a later version of that same anchor, designated EAII. These anchors were selected because
they are commonly found in nuclear power plants. For these tests, embedment depths were selected so
that tensile failure would occur in some mode other than steel failure (that is, usually by concrete
breakout, but sometimes by pullout or pull-through). Most anchors had a diameter of about 3/4 inches
(19 mm), common for equipment-mounting applications in nuclear power plants. Some tests were
conducted on anchors with a diameter of 3/8 inches (9.5 mm).

In the cracked-concrete tests, cracks were opened with wedges to an initial width of 0.3 mm,
and their widths were monitored but not controlled during testing. This method of cracked-concrete
testing is relatively simple and inexpensive to carry out, and is recommended for preliminary
investigations of the behavior of different types of anchors in cracks.

The emphasis of these tests was to establish the tensile breakout behavior of anchors in
uncracked and  cracked

concrete, under static and Dynamic Loading for Task 1 and 2
dynamic loads. For the latter

case, a single ramp loading to § !
failure was used, as shown in g 08T Anchor Capacity < Maximum Load
Figure 2. This ramp loading 5 06 + "
involved a loading rate (rise £ o4 COR IETTET R Pulse Load
time) of 0.1 seconds, similar < : —Ramp Load
to that experienced by E‘ 02 1 . .
mounted equipment 0 p— Attt
responding to  seismic 0 01 02 03 04 05 06 07 08 09 1
excitation. ,
Time, sec

Figure 2 Ramp-type loading used for dynamic tests of single
Conclusions from anchors
Single-Anchor

Tension Tests in Cracked Concrete

The results of the single-anchor tension tests in cracked concrete were evaluated in terms of
various expressions that have been proposed to predict anchor capacity. One of the most prevalent of
these is the so-called “CC-Method” (Fuchs 1995), summarized in Appendix A of this paper.

The conclusions are all based on the averages of five replicate tests, all of which were designed
to fail in concrete breakout. The capacity was presented in terms of mean normalization factors for the
CC Method. In the dynamic tests, the connections were intended to fail in 0.1 second under monotonic,

ramp-type dynamic loading.
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2)

Based on all the test results obtained from this testing program, which are presented and
discussed in Sections 5.2 and 6.2 of Zhang (1997), and on the data from the tests of
Rodriguez (1995) and Hallowell (1996), Table 1 summarizes the mean normalization
coefficients obtained here for the CC Method (Fuchs 1995) for single anchors, using US
customary units. Tensile breakout capacities are well described by the CC Method.

Table 1 Mean normalization coefficients for tensile anchors in various
conditions, obtained here for CC Method
Load Type and Concrete Condition
Anchor Type Static Dynamic Static Dynamic
Uncracked Uncracked Cracked Cracked
Cast-In-Place 41.6 53.9 36.2 523
Grouted 412 57.0 24.5 15.5
UCI1, 3/8 in. (10 mm) 372 44 4 35.6 41.1
UC1, 3/4 in. (19 mm) 394 49.0 41.7 46.2
UC2, 3/4 in. (19 mm) 43.7 53.6 28.5 452
Sleeve, 10 mm 374 38.7 299 29.7
Sleeve, 20 mm 443 55.1 353 39.5
EATl 36.7 37.8 29.7 28.0

Table 2 shows ratios of static tensile breakout capacity (cracked concrete), dynamic capacity
(uncracked concrete), and dynamic capacity (cracked concrete), all divided by static capacity
in uncracked concrete. For the CIP and UC1 anchors, these ratios all exceed unity. For the
UC2, Sleeve, and EAII anchors, the ratios are less than unity. For the grouted anchors, they
are considerably less than unity. The tests of Rodriguez (1995) and Lotze (1997) show that
the effects of anchor spacing and edge distance are essentially the same for dynamic as for
static loading. The implications of Table 2 are clear. Anchors with capacity ratios (dynamic
cracked / static uncracked) greater than 1.0, and designed for ductile behavior in uncracked
concrete under static loading, will probably still behave in a ductile manner in cracked
concrete under dynamic loading.
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Table 2 Ratios of tensile breakout capacities (static, cracked; dynamic, uncracked; and
dynamic, cracked) to static tensile breakout capacities in uncracked concrete

Load Type and Concrete Condition
Anchor Type Static Cracked / Dynamic Dynamic
Static Uncracked / Static | Cracked / Static
Uncracked Uncracked Uncracked
Cast-In-Place 0.87 1.30 1.26
Grouted 0.59 138 0.38
UC1, 3/8 in. (10 mm) 0.96 1.19 1.10
UC1, 3/4 in. (19 mm) 1.06 1.24 1.17
UC2, 3/4 in. (19 mm) 0.65 1.23 1.03
Sleeve, 10 mm 0.80 1.03 0.79
Sleeve, 20 mm 0.80 1.23 0.89
EAIl 0.81 1.03 0.76
3) Based on all the test results obtained from this testing program, which are presented and

discussed in Sections 5.2 and 6.2 of Zhang (1997), and on the data from the tests of
Rodriguez (1995) and Hallowell (1996), Table 3 summarizes the average displacements at
maximum load of the tested single anchors.

Table 3 Average displacements at maximum load of single tensile anchors in
various conditions

Load Type and Concrete Condition

Anchor Type Static Dynamic Static Dynamic
Uncracked Uncracked Cracked Cracked
in. mm in. mm in. mm in. mm
Cast-In-Place 0.047 1.19 (0.069 175 | 0.051 1.30 | 0.105 2.67
Grouted 0.043 1.09 | 0.074 1.88 |{0.032 .081 {0.124 3.15

UC1,3/8in. (10 mm) ] 0.099 2.51 [0.136 3.45 | 0.093 2.36 |0.137 3.48
UC1,3/4in.(19mm) | 0.112 284 | 0.195 495 |0.125 3.18 | 0.171 4.34
UC2,3/4in. (19 mm) | 0.067 1.70 | 0.096 244 |0.039 099 | 0.061 1.55
Sleeve, 10 mm 0.112 284 {008 226 |0.111 2.79 | 0.138 3.51
Sleeve, 20 mm 0.151 3.84 | 0.147 3.73 | 0.146 3.71 | 0.062 1.57
EA T 0218 554 10245 6.22 | 0.158 4.01 | 0467 11.9

This table clearly shows that the clip-type expansion anchor tested here performs poorly in
cracked concrete under dynamic loads. Its average displacement at maximum load is much
greater in cracked than in uncracked concrete, indicating an increased tendency toward
pullout and pull-through failure under those conditions.
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5)

6)

7)

As discussed in Sections 6.2.1 and 6.2.2 of Zhang (1997), under dynamic loading in cracked
concrete, expansion anchors (Expansion Anchors II and Sleeve Anchors of 10 mm) have a
greater tendency to pull out, due to the smaller dynamic friction coefficient. As a result,
combined with the effect of concrete cracking, their dynamic capacity in cracked concrete
decreased more than their static capacity in cracked concrete, but with a larger displacement,
compared to their corresponding capacities in uncracked concrete. Their dynamic capacity
in cracked concrete was also smaller than their static capacity in cracked concrete.

As discussed in Section 6.2.2 of Zhang (1997), in cracked concrete, the capacity of the 20-
mm Sleeve Anchor decreased under both static and dynamic loading, compared to the
corresponding tests in uncracked concrete. The increase in capacity due to dynamic loading
is much higher in uncracked concrete than in cracked concrete. The step inside the
expansion sleeve of this anchor, designed to limit its expansion force on surrounding
concrete, affects its load-displacement behavior. When the cone touches the step, after being
pulled farther into the expansion sleeve under tension, the friction between the expansion
sleeve and the surrounding concrete determines the anchor behavior. Because of a smaller
maximum clamping force between the cone and surrounding concrete due to a large gap
caused by crack opening, and of a smaller dynamic friction coefficient, the friction between
the expansion sleeve and surrounding concrete is smaller in cracked concrete than in
uncracked concrete, resulting in more tests with pullout failure under dynamic loading than
under static loading.

As discussed in Section 6.2.4 of Zhang (1997), compared to the corresponding tests in
uncracked concrete, the capacity in cracked concrete of 3/8-inch (10-mm) Undercut Anchor
1 decreased slightly (less than 7%) under both static loading and dynamic loading. Its
dynamic capacity in cracked concrete increased compared to its static capacity in cracked
concrete, like its dynamic capacity in uncracked concrete.

As discussed in Section 6.2.4 of Zhang (1997), the effect of cracks on 3/4-inch (10-mm)
Undercut Anchor 1 was also very small. However, the capacity of 3/4-inch (10-mm)
Undercut Anchors 1 in cracked concrete increased under static loading, and decreased under
dynamic loading, compared to its corresponding tests in uncracked concrete. In cracked
concrete, the dynamic capacity exceeds the static capacity. The increase in static load
capacity in cracked concrete was not expected. Nonetheless, considering the relatively small
increase and the small scatter in the other capacities of this type of anchor, the test results are
considered valid.
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As discussed in Section 6.2.5 of Zhang (1997), compared to the corresponding tests in
uncracked concrete, the capacity of Undercut Anchor 2 decreased in cracked concrete under
both static and dynamic loading. Comparing the tests of UC2 in cracked concrete only, the
dynamic capacity exceeds the static one. This increase is much higher than for the UC1
anchors. The installation procedure (fully pre-load of the anchor) eliminates the concrete
plastic deformation under tension, and reduces the anchor displacement. As a result, the
dynamic loading rate was increased at the ultimate load range, which increased the apparent
dynamic capacity of UC2 more than that of UC1 anchors.

As discussed in Section 6.2.3 of Zhang (1997), the capacity of Grouted Anchors in cracked
concrete decreased the most in all tested anchors under both static and dynamic loading.
Their dynamic capacity in cracked concrete dropped dramatically, compared to their
dynamic capacity in uncracked concrete, because of the loss of friction at the interface
between the grout and the base concrete due to cracking.

As discussed in Section 6.2.6 of Zhang (1997), the additional crack openings measured in
tests increased more rapidly than the applied load, due to the more rapid increase in the
transverse deflection on the concrete surface of the breakout cones. The additional crack
opening is a valid indicator of the expansion force exerted by an anchor head, especially in
the low-load range.

In terms of the CC Method, and using the US customary units, the normalization coefficients
listed in Table 4 are appropriate for estimating the capacity of single tensile anchors in

various conditions.

Table 4 Appropriate normalization coefficients (CC Method) for single tensile

anchors in various conditions

Load Type and Concrete Condition

Static

Anchor Type

Uncracked

Dynamic
Uncracked

Static,
Cracked

Dynamic,
Cracked

Cast-In-Place

41

50

35

50

Grouted

41

50

N/A

N/A

UC1, 3/8 in. (10 mm)

39

45

35

40

UC1, 3/4 in. (19 mm)

39

45

39

40

UC2, 3/4 in. (19 mm)

41

50

28

40

Sleeve, 10 mm

35

35

30

30

Sleeve, 20 mm

41

50

33

39

EA Tl

35

35

28

28




Description of Shear Tests on Two-Anchor Connections

Using the test setup shown in Figures 3 and 4, shear tests were conducted in uncracked and
cracked concrete on two-anchor connections. The types of concrete used, and the types of anchors
tested, were the same as discussed previously. The purpose of this loading arrangement was to permit
measurement of the axial load in the baseplate, thereby permitting experimental observation of the
amount of shear resisted by each anchor. Some of the near-edge shear anchors had supplementary
“hairpins” reinforcement anchoring their shear breakout cones to the rest of the concrete.

Extemal Load <&

. Strain frauges / o |

A

=

O _

Plan view of base plate

Elevation
Figure 3 Specially-machined baseplate for tests on two-anchor connections under
shear
Load DCDT Hydraulic
tuato;
Loading Cell ‘Ac r X
Attachment
Clamping Beams
Concrete Restraint Tubes
Specimen
Roll ==——1
X ] © o [ )
: : : : : : Reaction Frame
Q——A
Tie-Down Rods
Additional --- Lab Floor — On Floor
W12 Beams

Figure 4 Setup for Tests on Two-Anchor Connections under Eccentric Shear
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Conclusions from Shear Tests on Two-Anchor Connections

These conclusions are based on the discussions of Sections 6.3.2 and 6.3.3 of Zhang (1997),
which were based on the averages of 5 replicates. The tested two-anchor connections failed by
concrete breakout under shear at the front anchor and steel fracture of the back anchors. In the
dynamic tests, the connections were intended to fail in about 0.1 second under the same ramp-type
dynamic loading discussed previously.

The concrete breakout capacities of the anchors were compared with the predictions of the CC
Method (Fuchs 1995), summarized in Appendix B.

1) The overall behavior of double-anchor shear connections is a combination of the behavior of
the front (near-edge) anchor and the back anchor. The load-displacement curve is usually two-
peaked, with the first peak corresponding to edge breakout of the front anchor, and the second
peak corresponding to fracture of the back anchor. The maximum capacity is usually the
fracture capacity of the back anchor, plus the residual capacity of the front anchor at the same
displacement.

The maximum capacities of near-edge, two-anchor connections under ramp-type dynamic
loading were higher than the corresponding static capacities. This increase is mainly attributed
to the increased remaining shear force in the front anchors. The dynamic capacities at the
concrete edge breakout were also higher than the corresponding static capacities, because of
the increase in the concrete edge breakout capacity under dynamic loading. Reasons for these
individual effects are discussed below. Their overall implication is that multiple-anchor shear
connections, designed for ductile behavior in uncracked concrete under static loading, will
probably still behave in a ductile manner in cracked concrete under dynamic loading.

The capacity of double-anchor shear connections was dominated by the behavior of the back
anchor. This was essentially unaffected by concrete cracking, and was increased by about
25% to 30% by ramp-type dynamic loading.

The edge breakout capacity of the front anchor was about 20% less than predicted by the CC
Method. Concrete cracking reduced this capacity by about 20%. Ramp-type dynamic loading
increased this capacity by at least about 10%. Close hairpins increased this capacity by about
30%. The front-anchor shear necessary to produce concrete edge breakout was probably
reduced by the simultancous presence of baseplate shear and compression, on the concrete
breakout body. This probably account for the over-prediction from the CC Method.

The most significant effect of close hairpins was to increase the sustained capacity of the front
anchor after concrete edge breakout, and to permit the front anchor to form a flexural
mechanism. Thereby, hairpins increased the capacity and ductility of near-edge shear
connections.

The gap between the baseplate and anchors, and between anchors and the concrete, had little
effect on the load capacities of two-anchor connections tested in this study.




Description of Seismic Tests of Multiple-Anchor Connections

Using the test setup shown in Figure 5, multiple-anchor connections were subjected to the
displacement history shown in Figure 6. In some cases, the specimens were uncracked; in others, they
were cracked. The purpose of these tests was to evaluate the seismic performance of multiple-anchor
connections to concrete, and to see if this behavior was consistent with the behavior previously
observed for single anchors.

Conclusions from Seismic Tests of Multiple-Anchor Connections

_O Load DCDT  Hydrautic

Loading Cell Actuator 1l
Attachment | O -
Clamping Beams
Concrete Specimen
[ X 3 o ® 0
° : : : : : Reaction Frame
hd B8
Tie-Down Rods
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Figure 5 Test setup for seismic tests of multiple-anchor connections

Sample results from a seismic test on a multiple-anchor connection are shown in Figure 7.
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Figure 6 Time history of estimated attachment displacement used for
seismic testing of nmultiple-anchor connections
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Figure 7 Typical load-displacement curves of connection

under seismic loading

Based on the results of those tests, the following conclusions were drawn:

1)

2)

3)

Multiple-anchor connections in uncracked or cracked concrete, with or without edge effect, and
with or without hairpins, loaded dynamically under reversed cyclic loading histories
representative of seismic response, behaved consistently with the results of previous single- and
double-anchor tests of this study. - Previous observations regarding the load-displacement
behavior, and failure mechanisms of single and double anchors, were applicable in predicting
the behavior of complex, multiple-anchor connections under simulated seismic loading. The
implications of this are clear. Multiple-anchor connections designed for ductile behavior in
uncracked concrete under static loading, will probably still behave in a ductile manner in
cracked concrete under dynamic loading.

Anchors that show relatively good performance when tested individually in cracked concrete
(CIP headed anchors, UCI1, and 20-mm diameter Sleeve) would also be expected to show
relatively good performance when used in multiple-anchor connections subjected to seismic
loading. Anchors that show relatively poor performance when tested individually in cracked
concrete (Grouted Anchor, EAIL, and 10-mm diameter Sleeve) would also be expected to show
relatively poor performance when used in muitiple-anchor connections subjected to seismic

loading.

Cyclic load-displacement behavior of multiple-anchor connections is accurately bounded by the
corresponding static load-displacement envelope, and also by the static load-displacement
envelope predicted by the BDAS program. In other words, dynamic cycling does not
significantly influence the fundamental load-displacement behavior of a multiple-anchor
connections.
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4)

5)

6)

7

8)

9)

Under dynamic reversed cyclic loading in both uncracked and cracked concrete, the load-
displacement curves of multiple-anchor connections with the UC1 Anchor basically follow the
static ones in uncracked concrete over most displacements, differing only near the ultimate
load. Dynamic reversed loading did not significantly affect the maximum dynamic capacity.
In uncracked concrete, the connection had larger displacements under reversed dynamic than
under static loading. Under dynamic reversed loading, connections in cracked concrete had
slightly larger displacements than those in uncracked concrete.

Under dynamic reversed cyclic loading, multiple-anchor connections with Expansion Anchor I
had very large displacements. In both uncracked and cracked concrete, the connections loaded
at 12-inch (305-mm) eccentricity failed by steel fracture. The test in cracked concrete had a
larger displacement and smaller capacity than that in uncracked concrete. The connection
loaded at an 18-inch (457-mm) eccentricity experienced pullout failure.

Little effect of the baseplate flexibility was observed on the load-displacement behavior of
multiple-anchor connections, even though the moment applied to the baseplate at the edge of
the attached member (by the compression reaction of the concrete) exceeds the tested yield
moment of the baseplate by about 25%.

The concrete edge breakout capacity remained almost constant for near-edge, multiple-anchor
connections of UC1 Anchors with both eccentricities, under static loading without or with
hairpins, and under dynamic reversed cyclic loading with hairpins. Due to gaps between the
anchor shanks and the hairpins, the effect of hairpins on the concrete edge breakout capacity
for undercut anchors is not as great as for cast-in-place anchors. Because of the smaller
transient loading rate, the concrete edge breakout capacity did not increase as much under
dynamic reversed loading as had been previously observed under dynamic ramp loading to
failure.

As with the double-anchor shear connections, hairpins increased the ultimate capacity toward
the edge, of near-edge, multiple-anchor connections. This capacity can be accurately predicted
by assuming a flexural mechanism in the near-edge anchors. Hairpins also reduced the
concrete edge breakout volume, and increased the lateral blowout capacity of near-edge
anchors, and thereby increased the maximum capacity, for loading away from the edge, of
those same connections.

As with the double-anchor shear connections, the forces induced by the baseplate on the edge
breakout volume of near-edge, multiple-anchor connections significantly reduced the concrete
edge breakout capacity.
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Description of Finite Element Analysis

Behavior of single anchors in concrete was compared with the results of a nonlinear finite

element analysis. The analytical approach used smeared cracks, with a fixed crack orientation, and is
described further in Zhang (1997). Typical results are shown in Figure 8.
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Figure 8 Comparison of finite-element predictions with observed
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test results

Conclusions Regarding Finite Element Analysis

1)

2)

3)

4

The fixed smeared cracking approach used in Zhang (1997) can accurately predict the tensile
capacity of anchors. The predicted crack path was close to the measured cone shapes.
However, displacement behavior was not successfully modeled, due to the fact that concrete
plastic deformation at the anchor head was ignored.

The maximum shear stress that can be transferred across a concrete crack has no significant
effect on the load-displacement behavior of anchors in concrete, nor on the predicted crack
path. Maximum predicted anchor breakout capacity increases with increasing cracked
concrete shear capacity. However, the post-peak load-displacement behavior is affected by
that maximum shear stress.

Change in the finite element mesh had no significant effect on the calculated capacity, nor on
the predicted crack path. The equivalent crack width concept is therefore objective for this
problem.

Computational time was dramatically reduced and computational stability dramatically
increased, by permitting cracking only in element on or near the projected crack path, and
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using a reduced number of integration points for those elements. However, this finite element
approach would still be too complicated and time-consuming for use on multiple-anchor

connections.

Description of BDAS Program

The BDAS program (Li 1994) is a macro-analysis package that uses experimentally obtained
load-deformation behavior of individual anchors to predict the load displacement behavior of multiple-
anchor connections. Results from the program were compared with the results of static tests, and also

with the results of seismic tests. A typical comparison is shown in Figure 9.

Conclusions Regarding BDAS Program
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Figure 9 Comparison of calculated results from BDAS program with

static and seismic test results of multiple-anchor connection with
UC1 anchors, loaded in eccentric shear at 12 inches (305 mm)

The BDAS program is fast, and its predictions correlate reasonably well with experimental
results. However, it relies heavily on the input data file of the load-displacement behavior of single
anchors. To obtain this input file, many tests must be conducted. Since load-displacement behavior
varies with anchor configuration (diameter and embedment), an enormous amount of work would be
required to obtain a complete set of input files for different anchor configurations.
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CURRENT STATUS OF RESOURCE DOCUMENT

At the present time, work on the resource document is addressing the following steps:

o Review the existing data base of tensile anchor test results. Correct internal inconsistencies in
that data base. Check all formulas in the data base, and insert formulas where they are now
missing. Include data from The University of Texas and elsewhere on behavior of anchors in
cracked concrete, and behavior under dynamic loading.

o Use the augmented tensile data base to assess the consistency and reliability of different
proposed design rules for tensile anchors in concrete. Evaluate probabilities of failure
associated with different proposed design rules.

o Prepare a data base of shear anchor test results. Include data from The University of Texas

and elsewhere on behavior of anchors in cracked concrete, and behavior under dynamic
loading.

o Use the shear data base to assess the consistency and reliability of different proposed design
rules for shear anchors in concrete. Evaluate probabilities of failure associated with different

proposed design rules.

0 Using the shear and tensile results, plus the behavioral conclusions from the previous
University of Texas study, propose design procedures for single and multiple-anchor
attachments to concrete.

The resource document is scheduled for completion in midyear 1998, and will be used to
supplement the basis for future NRC licensing activities regarding anchorage to concrete.

SUMMARY

This paper has presented a summary of current research on anchorage to concrete in nuclear
facilities in the US, and has reviewed current USNRC efforts to update the technical basis for design of
such anchorage.
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APPENDIX A

SUMMARY OF THE CC METHOD FOR PREDICTING THE BREAKOUT CAPACITY OF
TENSILE ANCHORS

According to the CC Method (Fuchs 1995), the concrete breakout capacity of a single tensile

anchor far from edges is:

T, =kfihy (A-1)
where: T, = tension cone breakout capacity;
k = constant; for anchors in uncracked concrete the mean values originally

proposed based on previous tests are: 35 for expansion and undercut
anchors, 40 for headed anchors, in US units; or 15.5 for expansion and
undercut anchors, 17 for headed anchors, in SI units;

f. = specified concrete compressive strength (6 x 12 cylinder) (inch in US

units, MPa in SI units.);

her

effective embedment depth (inch in US unit, MPa in SI unit).

In design codes, different values for k, based on a 5% fractile, may be used.

In the CC Method, the breakout body is idealized as a pyramid with an inclination of about

35 degrees between the failure surface and the
concrete member surface (Figure 10). As a
result, the base of the pyramid measures 3h,¢
by 3hef-

If the failure pyramid is affected by
edges or by other concrete pyramids, the
concrete capacity is calculated according the
following equation:

4
=22 T (A-2)
No

Figure 10 Tensile concrete breakout cone
Jor single anchor as idealized in
CC Method (Fuchs 1995)

where: Ay, = projected area of a single anchor at the concrete surface without edge
influences or adjacent-anchor effects, idealizing the failure cone as a
pyramid with a base length of s, = 3hs (A, =9 hefz);

Ay = actual projected area at the concrete surface;




y, = tuning factor to consider disturbance of the radially symmetric stress
distribution caused by an edge,
= 1,ifc; 2 1.5h

= 07+03—1
L5k,

,if¢; £ 1.5h.s;

¢; = edge distance to the nearest edge.
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APPENDIX B

SUMMARY OF THE CC METHOD FOR PREDICTING THE BREAKOUT CAPACITY OF
SHEAR ANCHORS

According to Fuchs (1995), the shear breakout capacity of a single anchor, loaded toward a
free edge, is given by:

v, =13(d, £)°(yd,)*c* 1 (8-1)
where: d, = the outside diameter of the anchor (inch in US units, mm in ST units);
A0S 2
V,=(d,f) (d,) > N B-2)
! = activated load-bearing length of fasteners, < 84,;
= e, for fasteners with a constant overall stiffness;
= 2d, for torque-controlled expansion anchors with spacing sleeve separated
from the expansion slecve;
J? = compressive strength of concrete; and

c; = edge distance in the direction of load.

This formula is valid for a member with a thickness of at least 1.4 ps. For anchors in a thin
structural member or affected by the width
of the member, by adjacent anchors, or
both, a reduction must be made based on
the idealized model of a half-pyramid
measuring 1.5¢; by 3c¢;., as shown in
Figures 11 and 12.

FromTest Results Simplified Model

Figure 11 Idealized design model for single
shear anchor, CC Method

AV = 3.001’1
if h<15¢,
Figure 12 Projected areas for shear anchors in thin members

according to CC Method
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Taking into account the influence of adjacent anchors or thin members, the shear capacity is:

Va

where: 4, =

Ay =

¥s

where

4,

Vo

Vs Vno (B'3)

actual projected area at the side of concrete member;

projected area of one fastener in thick member without influence of
spacing and member width, idealizing the shape of the projected fracture
cone as a half-pyramid with side length of 1.5¢; and 3¢;;

reduction factor considering the disturbance of symmetric stress
distribution caused by a corner;
= 1,ifc;215¢
= 0.7+0.3—62—,ifcas 1.5¢;
1.501
¢ = edge distance in loading direction,
=  max (Coma/1.5, /1.5) for anchors in a thin and narrow member
with Copmax < 1.5¢; and h < 1.5¢;;
where: h = thickness of concrete member;
c; = edge distance perpendicular to loading direction.
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