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Parallel Implicit Monte Carlo in C++

Todd J. Urbatsch* and Thomas M. Evans**

Los Alamos National Laboratory, Los Alamos, NM 87544, USA

Abstract. We are developing a parallel C++ Implicit Monte Carlo code
in the Draco framework. As a background and motivation for our par-
allelization strategy, we first present three basic parallelization schemes.
We use three hypothetical examples, mimicking the memory constraints
of the real world, to examine characteristics of the basic schemes. Next,
we present a two-step scheme proposed by Lawrence Livermore National
Laboratory (LLNL). The two-step parallelization scheme we develop is
based upon LLNL’s two-step scheme. Our two-step scheme appears to
have greater potential compared to the basic schemes and LLNL’s two-
step scheme. Lastly, we explain the code design and describe how the -
functionality of C++ and the Draco framework assist our development of
a parallel code.

1 Introduction

Our group at Los Alamos National Laboratory has a policy that all computer
codes be born parallel. Therefore, the decision to rewrite our Implicit Monte
Carlo (IMC) code in C++ required us to develop a parallelization strategy before
writing any code.

Our code solves time-dependent, non-linear radiative thermal transfer prob-
lems using Monte Carlo. The Monte Carlo particles represent bundles of photons
that interact with material. Material absorbs radiation, heats up, and gives off
more radiation. The physical system is highly non-linear because the charac-
teristics of the material, namely absorption and emission, are highly dependent
upon temperature. Implicit Monte Carlo, or IMC, refers to a time-implicit, lin-
earized method developed by Fleck and Cummings [1] in which, most notably,
the absorption and re-emission of radiation is represented by an effective scatter.
As with deterministic methods, an implicit time discretizion produces a more
stable algorithm.

We present three basic parallelization schemes: full replication, full domain
decomposition, and general domain decomposition/replication. Next, we present
a scheme proposed by Lawrence Livermore National Laboratory (LLNL), which
is a two-step scheme derived from the basic schemes. We then present our two-
step scheme, which is based upon LLNL’s two-step scheme, but appears to have
potential for larger speedups.

* tmonster@lanl.gov
** tme@lanl.gov




Our code is written within the Draco framework [2], making use of several
tools, such as smart pointers and communication classes. Both C++ and Draco
have facilitated our development of a parallel IMC code.

2 Parallelization Strategies

Parallel speedup is the ratio of serial run time to multiple-processor run time
for a given calculation. A calculation using 10 processors should run 10 times
faster than a calculation using one processor. Theoretically, this “linear speedup”
(linear with unity slope) is the best we can do. Unfortunately, overhead costs
make it impossible to reach full linear speedup. Our goal — the goal of any
parallelization - is to get as close to linear speedup as possible.

In our calculations, as shown in Figure 1, a host code begins the time step
and then spawns the IMC calculation, which is performed on many processors.
When the IMC is finished, it sends data back to the host code. We only consider
the host code on one processor, but it too may be on multiple processors. The
distribution of data before the IMC step and the collection of data after the
IMC step constitute pre-cycle and post-cycle overhead. These communications
are inherently serial and detract from the potential speedup.
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Fig. 1. Overview of a time step in a parallel IMC calculation.

To parallelize IMC, we must determine which discretized variables we want
to parallelize. Whereas deterministic calculations can be parallelized in space
(cells), angle (discrete ordinates), energy or frequency (groups), or some combi-
nation of those independent variables, Monte Carlo calculations may be paral-
lelized in space (cells), particles, possibly energy or frequency (groups), or some
combination of these. The best choice of variable to parallelize is one whose indi-
vidual elements are independent of each other so processors need not talk to each
other during the IMC step. Combine processor independence with good load bal-
ancing (where processors have the same amount of work to do), and speedups in
the IMC step, apart from pre- and post-cycle communication, will be good. We




will see that the two-step schemes allow for parallelizing in processor communi-
cation, too. Whichever variables we parallelize, we want a parallelization scheme
that scales well with both particles and processors.

3 Basic Parallelization Strategies

We consider three basic schemes: full replication (parallelization strictly in par-
ticles), full domain decomposition (parallelization strictly in space), and general
domain decomposition/replication (parallelization in both particles and space).

3.1 Full Replication

The traditional way to make a Monte Carlo code parallel is to repeat the mesh
on multiple processors, as shown in Figure 2. We refer to this scheme as full
replication. After the mesh is copied to each processor (or each processor has
access to the entire mesh) the particles are split up between the processors and
run with processor-dependent random number streams. Since particles are in-
dependent of each other, the processors need not communicate with each other
during particle tracking. After all the particles on all the processors have fin-
ished tracking, tallies and other results are accumulated from all processors. Full
replication is a simple and tremendously efficient parallelization scheme and is
why Monte Carlo is sometimes called “embarrassingly parallel.”

-

Fig. 2. Full replication, where the whole mesh is copied to each of the four processors.
Full replication is a strict parallelization in particles.

3.2 Full Domain Decomposition

Unfortunately, the resolution and size of some problems produce a mesh too
big to fit one processor. For these problems, we are constrained to parallelize
in space (cells), where a given processor will only hold a portion of the mesh.
Since cells are not typically independent of each other, in-cycle communication
between processors occurs during particle tracking.

As shown in Figure 3, full domain decomposition refers to parallelizing strictly
in space, where each processor holds a unique and exclusive portion of the mesh.
None of the cells in the problem are replicated on multiple processors. During
tracking, when a particle wants to enter a cell that is not on the processor it
is on, the particle has to be sent to the processor that contains the cell. For a
_ given mesh, the cost of this in-cycle communication between processors generally
increases with both the number of particles and the number of domains.
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Fig.3. Full domain decomposition, where the mesh is broken up between all four
processors. Full domain decomposition is a strict parallelization in space, or cells.

3.3 General Domain Decomposition/Replication v

The general domain decomposition/replication scheme replicates the mesh within
the constraint of insufficient processor memory. With this general scheme, we at-
tempt to put as much of the mesh on each processor and to replicate cells as
much as possible or necessary, as shown in Figure 4. During transport, a particle
would not leave its processor until necessary. The general domain decomposi-
tion/replication scheme limits to full domain decomposition as processor capac-
ity decreases, and it limits to full replication as processor capacity increases.

-
{

Fig.4. The General Domain Decomposition/Replication scheme replicates the mesh
as much as possible and necessary.

Time-explicit load balancing in the general scheme calls for replicating a cell
based on the number of source particles it contains. A more sophisticated and
time-implicit load balancing scheme takes into account how optically close a cell
is to the source particles.

3.4 One-Dimensional Hypothetical Examples

To compare the different parallelization schemes, let us consider three different
one-dimensional problems,

— Marshak Wave, where the wave has propagated just shy of 2 cm into the
slab

— cosine temperature distribution,

— flat temperature distribution,

where the slab is divided into 8 cells, each 1 cm thick. The Marshak and cosine
problems are shown in Figure 5.

For each problem, we assume that we have four processors at our disposal,
but, unfortunately, each processor can hold no more than 4 cells. Thus, full repli-
cation is not an option. Overall speedup comes from raw parallie] speedup minus
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Fig.5. Left: A Marshak Wave that has propagated almost 2 cm into an 8 cm slab.
Right: A Cosine distribution of temperature.

pre-cycle, in-cycle, and post-cycle communication costs. The raw speedup in the
full domain decomposition scheme comes from its space-parallél approach. The
raw speedup in the general domain decomposition/replication comes from par-
allelization in both space and particles. The full domain decomposition topology
(distribution of cells among the processors) is the same for all three problems
and is shown in Fig. 6. The shaded cells are those that the processor actually
contains. The general domain decomposition/replication scheme produces the
topologies shown in Fig. 7.

Full Domain Decomposition Topology

]
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Fig. 6. The topology for the full domain decomposition is the same for all three prob-
lems.

The first problem, a Marshak Wave [3], has a steady-state, isotropic source
of photons impinging upon a slab of cold material. The photons are distributed
according to a Planckian at temperature Tp. The incoming photons propagate
through the slab and heat the material, which, in turn, gives off more photons.
Full domain decomposition will achieve serial results at best. Apart from pre-
and post-cycle communication, the general strategy will achieve a raw speedup
of four. Both methods require pre-cycle overhead to decompose the domain, but
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Fig. 7. The topologies for the general domain decomposition/replication scheme for
the Marshak, Cosine, and Flat hypothetical problems.

the general scheme will incur larger pre-cycle overhead costs because calculating
the unique domain and boundary for each processor is more expensive.

Consider the second problem, where, instead of a Marshak Wave, our one-
dimensional slab has an external source in the middle with a subsequent cosine
distribution of temperature. Particle activity is higher in the middle of the slab
and lower near the edges. The amount of in-cycle communication will be higher
if domain boundaries are placed where particle activity is high. Compared to
the full domain decomposition scheme, which has no replication, the general
scheme replicates the interior cells more than the outer colder cells. The price
of this replication is increased communication, since each processor can talk to
all the other processors. For instance, if a particle on processor 1 needs to go
from the third cell to the fourth cell, it could go to processor 2, 3, or 4. Notice,
though, that some of the domain boundaries in the general scheme are located
where particle activity is lower. Conceivably, redundant communication could
be limited to reduce the number of communication channels.

Let us now consider the third problem, where the temperature and, hence,
particle activity are constant throughout the eight-celled slab. Here, the full
domain decomposition scheme produces the same topology as before, while the
general scheme produces alternating halves of the mesh. Full domain decomposi-
tion, due solely to parallelization in space, achieves a raw speedup of 4 since each
cell has the same amount of work to do. The general scheme, due to paralleliza-
tion in both space and particles, also obtains the full raw speedup of 4, since each
processor has half the work to do and the mesh on each processor is replicated
twice. For the full domain decomposition scheme, in-cycle communication must
occur between neighboring processors, giving a total of 6§ communication chan-
nels (back and forth across a domain counts as two communication channels).




For the general scheme, processor 1 can talk to processors 2 and 4, processor 2 to
1 and 3, and so on, for a total of 8§ communication channels. If the problem had a
large number of cells, the number of communication channels in the full domain
decomposition scheme scales with the number of processors, P, as (2P — 2) for
this one-dimensional problem. The number of communication channels in the
general scheme scales as P?/2, which means the general scheme’s in-cycle com-
munication does not scale well at all with the number of processors. (Note that,
in the general scheme, processors 1 and- 2 could be forced to talk only to each
other, and likewise processors 3 and 4, for 2 send-channels replicated twice.)

So, for the basic schemes, full replication is the best scheme if the entire
mesh will fit on a single processor or each processor can get access to the entire
mesh. Otherwise, for problems with unevenly distributed particle activity, i.e.
hot spots, the general domain decomposition/replication scheme provides more
replication than the full domain decomposition-scheme at the price of increased
in-cycle communication. Relative payoffs from the two schemes will depend on
the ratio of work required in the cells to the cost of communication across domain
boundaries.

4 Two-Step Parallelization Strategies

An advanced type of parallelization strategy is a two-step scheme where the
entire mesh is represented on a small set of processors, and then the small set is
replicated to the rest of the processors. So each processor subset is one replicate
of the mesh. Lawrence Livermore National Laboratory (LLNL) proposed a two-
step scheme, which is what our two-step scheme is based upon.

Lawrence Livermore National Laboratory proposed a two-step scheme [4]
for P processors, as shown in Figure 8. First, the entire mesh is fully domain
decomposed on a subset of P,,; processors. Second, the subset is replicated on
the remaining § — 1 subsets of processors, where S = P/P,.: is the number
of processor subsets. In-cycle communication between processors is limited to
within a processor subset. On each subset, LLNL’s two-step scheme has the same
qualities as full domain decomposition. However, all the work end communication
occurring on a subset is replicated a total of S times. In other words, for the price
of one subset of processors (plus pre- and post-cycle overhead), they get the work
of S subsets. Jim Rathkopf, of LLNL, apparently had suggested a modification
to include a small overlap of domains to handle those particles that jump back
and forth across the domain boundaries [5].

Our two-step scheme, shown in Figure 9, is based on LLNL’s step scheme.
However, our first step consists of a general domain decomposition/replication
of the entire mesh on a subset of P, processors. This subset is replicated S —1
more times. Again, communication is limited to within a processor subset. The
advantage of our two-step scheme is that “hot” cells may potentially be replicated
on all P processors. Furthermore, the poorly scaling high cost of full processor
cross-talk is limited to Ps,; processors.




Fig. 8. LLNL’s two-step parallelization scheme, where one subset of two processors
simulates a single processor in the Full Replication scheme. Each processor subset uses
Full Domain Decomposition to represent the whole mesh. ’

Fig. 9. Our two-step parallelization scheme, where one subset of prbcessors simulates
a single processor in the Full Replication scheme. Each processor subset uses General
Domain Decomposition/Replication to represent the whole mesh.

5 Conclusion

We have presented a scheme for parallelizing IMC or any other Monte Carlo cal-
culation. Full replication is the easiest way to parallelize IMC, but the meshes of
the some problems are so large they will not fit on each processor. Qur scheme
is to use General Domain Decomposition/Replication on a subset of processors,
where as much of the mesh as possible and necessary is put on each processor in
the subset. The topology of the subset is then replicated on other subsets of pro-
cessors. Our scheme is based upon a scheme proposed by the Lawrence Livermore
National Laboratory. For both IMC alone and coupled hydrodynamics-IMC, our
scheme incurs more pre-cycle communication, but it has the advantage of allow-
ing hotter cells to be replicated on all the processors. Whether the localized full
replication overcomes the extra pre-cycle communication is problem-dependent.
For instance, if cells are optically thick, they require more work than the com-
munication across domain boundaries require, and our scheme may be faster
overall.
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