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Dissipative ground state preparation in ab
initio electronic structure theory

Check for updates

Hao-En Li 1,2, Yongtao Zhan 3 & Lin Lin 2,4

Dissipative engineering is a powerful tool for quantum state preparation, and has drawn significant
attention in quantum algorithms and quantum many-body physics in recent years. In this work, we
introduce a novel approach using the Lindblad dynamics to efficiently prepare the ground state for
general ab initio electronic structure problemsonquantumcomputers,without variational parameters.
These problems often involve Hamiltonians that lack geometric locality or sparsity structures, which
we address by proposing two generic types of jump operators for the Lindblad dynamics. Type-I jump
operators break the particle number symmetry and should be simulated in the Fock space. Type-II
jump operators preserves the particle number symmetry and can be simulated more efficiently in the
full configuration interaction space. For both types of jump operators, we prove that in a simplified
Hartree-Fock framework, the spectral gapof our Lindbladian is lower boundedby auniversal constant.
For physical observables such as energy and reduced density matrices, the convergence rate of our
Lindblad dynamics with Type-I jump operators remains universal, while the convergence rate with
Type-II jumpoperators only dependsoncoarse grained information suchas the number of orbitals and
the number of electrons. To validate our approach, we employ a Monte Carlo trajectory-based
algorithm for simulating the Lindblad dynamics for full ab initio Hamiltonians, demonstrating its
effectiveness on molecular systems amenable to exact wavefunction treatment.

Quantum state preparation is a fundamental task in quantum simulation
and quantum algorithm design1–6. While eigenstates of a Hamiltonian can,
in principle, be prepared using quantum phase estimation (QPE) and its
variants, these algorithms themselves often require an initial state that has a
significant overlap with the target state7–15. Dissipative state engineering
offers a very different perspective on this problem. Rather than treating
dissipation as a source of decoherence due to system-environment coupling,
properly designed dissipative dynamics, such as those governed by the
Lindblad equation, can encode a wide variety of strongly correlated states as
the steady states of a dynamical process. Dissipative techniques and state
preparation techniques using mid-circuit measurements, in general, have
been widely employed in preparing matrix product states, ground states of
stabilizer codes, spin systems, and other states exhibiting long-range
entanglement2,16–22. There has been also growing recent interest in using
Lindblad dynamics as an algorithmic tool for thermal state and ground state
preparation23–31. However, many applications have focused on Hamilto-
nians with special structures, as the dissipative terms often need to be
carefully engineered based on the special properties of the Hamiltonian. In
contrast, in quantum chemistry and materials science, ab initio

Hamiltonians lack specific geometric locality or sparsity, which significantly
complicates the design of dissipative terms.

In this work, we overcome this difficulty and present a novel
method for using Lindblad dynamics to efficiently prepare the ground
state for general ab initio electronic structure problems on quantum
computers. Our approach builds upon recent developments in quantum
ground state preparation25, which has the advantage of being applicable
to both commuting and non-commuting Hamiltonians on an equal
basis. Unlike ref. 25, which prepares the ground state using a single jump
operator together with a coherent term, we propose two sets of Lindblad
jump operators, termed Type-I and Type-II. Each set contains poly(L)
jump operators (L is the number of spatial orbitals), which are agnostic
to chemical details and thus can readily be applied to ab initio Hamil-
tonians with unstructured and long-range coefficients. The process does
not involve variational parameters. Type-I Lindblad dynamics break the
particle-number symmetry and must be simulated in the Fock space. In
contrast, Type-II jump operators preserve the particle number, allowing
formore efficient simulation (on both classical and quantum computers)
in the full configuration interaction (FCI) space.
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Information and Matter, California Institute of Technology, Pasadena, CA, USA. 4Applied Mathematics and Computational Research Division, Lawrence Berkeley
National Laboratory, Berkeley, CA, USA. e-mail: linlin@math.berkeley.edu

npj Quantum Information |          (2025) 11:183 1

12
34

56
78

90
():
,;

12
34

56
78

90
():
,;

http://crossmark.crossref.org/dialog/?doi=10.1038/s41534-025-01124-8&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41534-025-01124-8&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41534-025-01124-8&domain=pdf
http://orcid.org/0009-0002-2807-2826
http://orcid.org/0009-0002-2807-2826
http://orcid.org/0009-0002-2807-2826
http://orcid.org/0009-0002-2807-2826
http://orcid.org/0009-0002-2807-2826
http://orcid.org/0000-0002-9314-0517
http://orcid.org/0000-0002-9314-0517
http://orcid.org/0000-0002-9314-0517
http://orcid.org/0000-0002-9314-0517
http://orcid.org/0000-0002-9314-0517
http://orcid.org/0000-0001-6860-9566
http://orcid.org/0000-0001-6860-9566
http://orcid.org/0000-0001-6860-9566
http://orcid.org/0000-0001-6860-9566
http://orcid.org/0000-0001-6860-9566
mailto:linlin@math.berkeley.edu
www.nature.com/npjqi


The efficiency of Lindblad dynamics for quantum state preparation is
quantified by themixing time, which is the time required to reach the target
steady state to a certain precision from an arbitrary initial state32,33. Theo-
retical analysis of the mixing time is in general a challenging task, and is
often feasible only for specific systems, parameter regimes, or simplified
settings34–39. Our strategy is to first theoretically analyze the spectral gap of
the Lindbladian, as well as dynamics of observables, such as the energy and
the reduced density matrix (RDM), within a simplified Hartree-Fock (HF)
framework. In this setting, the combined action of the jump operators
effectively implements a classical Markov chain Monte Carlo within the
molecular orbital basis. We prove that the convergence can be provably
agnostic to specific chemical details, and in some cases, the convergence rate
can be universal. We then perform numerical simulations to examine the
transferability of this behavior to the full ab initio Hamiltonian, using an
approach based on unraveled Lindblad dynamics. We also present an
active-space-based strategy to reduce the number of jump operators in the
implementation, thereby lowering the simulation cost while preserving the
convergence behavior. This is applied to molecular systems, such as BeH2,
H2O, and Cl2, which are amenable to exact wavefunction treatment within
the FCI space.We also apply ourmethod to investigate the stretched square
H4 system, which has nearly degenerate low-energy states and poses chal-
lenges for highly accurate quantum chemistry methods, such as CCSD(T).
In all cases, the Lindblad dynamics can prepare a quantum state with an
energy that achieves chemical accuracy, even in the strongly correlated
regime. A schematic workflow of our approach is shown in Fig. 1.

Results
Dissipation engineering for ground state preparation
We consider Lindblad dynamics of the form:

d
dt ρ ¼ L½ρ� ¼ LH ½ρ� þ LK ½ρ�

¼ �i½Ĥ; ρ� þP
k
K̂kρK̂

y
k � 1

2 fK̂
y
kK̂k; ρg:

ð1Þ

For ground state preparation, the key object in Ref. 25 is the following jump
operator:

K̂k ¼
X
i;j

f̂ ðλi � λjÞhψijAkjψji∣ψiihψj∣: ð2Þ

Here, {Ak} are called (primitive) coupling operators, whose selection will be
discussed in detail later. Each jumpoperator K̂k is derived by reweightingAk

in the eigenbasis f∣ψi

�gN�1
i¼0 of the Hamiltonian Ĥ by a filter function f̂ ðωÞ

evaluated at the energy difference λi − λj. The filter function f̂ ðωÞ is only
supported on the negative axis. In other words, f̂ ðλi � λjÞ ¼ 0 for any i≥j
(assuming λ0 < λ1≤⋯≤λN−1). As a result, the jump operator K̂k only allows
transitions between the eigenvectors of Ĥ that lower the energy. Since the
Lindblad dynamics generate a completely positive, trace preserving (CPTP)
map40–42, 〈ψi∣ρ(t)∣ψi〉 is a normalizedprobability distribution at time any t. In
the energy basis, the dynamics continuously “shovels” high-energy states
toward low-energy ones, eventually reaching the ground state, as shown in
Fig. 2. Furthermore, we can easily verify K̂k∣ψ0

� ¼ 0 since f̂ ðλj � λ0Þ ¼ 0
for any j ≥ 0. This immediately suggests that the ground state ∣ψ0ihψ0∣ is a
stationary point of the Lindblad dynamics. This dynamics is ergodic if the
ground state is the only stationary point, and this can be achieved by a
carefully chosen set of coupling operators {Ak}.

At first glance, it may seem that constructing the jump operator in
Eq. (2) requires diagonalizing Ĥ, which would clearly defeat the purpose.
However, we can reformulate the definition of K̂k in the time domain as

K̂k ¼
Z
R
f ðsÞAkðsÞ ds; ð3Þ

where AkðsÞ ¼ eiĤsAke
�iĤs is the Heisenberg evolution of Ak, and f ðsÞ ¼

1
2π

R
R f̂ ðωÞe�iωs dω is the inverse Fourier transform of the filter function f̂ in

the frequency domain.
In this form, the construction of the jump operator can be achieved

using standard Trotter expansions for digitally simulating the Hamiltonian
evolution. Additionally, the Trotter expansion can also be applied to
simulate the Lindblad dynamics in Eq. (1). The choice of the filter function
depends only on coarse-grained properties of the system, such as estimates
of the spectral radius and the spectral gap Ĥ. Abrief reviewof the selectionof
the filter function, the quantum simulation algorithm, as well as a rule of
thumb for resource estimates is provided in theMethods sectionandSection
I in the Supplementary Information (SI), respectively.

Types I and II jump operators for ab initio calculations
Unlike lattice problems, the second-quantized Hamiltonians in ab initio
electronic structure calculations do not have clean forms, such as nearest-
neighbor interactions. Therefore, it is important to choose a simple yet
effective set of coupling operators {Ak} that are easy to implement and allow
the system to converge rapidly towards the ground state. In this work, we
introduce two simple sets of primitive coupling operators, referred to as
Type-I and Type-II, respectively. The corresponding jump operators can be
constructed according to Eq. (3).

Fig. 1 | Conceptual workflow illustrating the
proposed dissipative ground state preparation
method. We consider the ab initio Hamiltonian in
electronic structure theory for molecular systems.
The central task in this framework is to construct
Lindblad jump operators, derived from either Type-
I or Type-II coupling operators. An active-space
strategy is employed to reduce the simulation cost.
The Lindblad dynamics can be efficiently simulated
on quantumdevices using only a single ancilla qubit,
and the approach is classically validated using a
wavefunction trajectory method.
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We choose the set of Type-I coupling operators to be
AI ¼ fayi ji ¼ 1; 2; � � � ; 2Lg∪ faiji ¼ 1; 2; � � � ; 2Lg. This includes all of
the 4L (counting spatial and spin degrees of freedom) fermionic creation
and annihilation operators. Each operator can be expressed in the atomic
orbital basis, molecular orbital basis, or some other basis set. These different
choices differ by a unitarymatrix. Given the linear relationship between the
jump operator and the coupling operator, a unitary rotation of the coupling
operators will correspondingly induce a unitary rotation of the jump
operators. This unitary rotation can be viewed as a gauge degree of freedom.
Ideally, the numerical result should be independent of this gauge. We will
verify that this is indeed the case in a simplified HF setting.

The set of Type-II coupling operators is AII ¼ fayi ajji; j ¼
1; 2; � � � ; 2Lg which includes every fermionic creation and annihilation
pairs, and has 4L2 elements in total. Most Hamiltonians in ab initio elec-
tronic structure calculations are particle-number-preserving. Unlike Type-I
coupling operators, which break particle number symmetries and must be
simulated in the Fock space, Type-II coupling operators (and the corre-
sponding jump operators) preserve particle number symmetries. The cor-
responding Lindblad dynamics can be simulated in the FCI space. Note that
the dimension of the density matrix in the Fock formulation is 42L, and that

of the FCI space is
2L
Ne

� �2

, where Ne is the number of electrons. The

difference becomes particularly significant when Ne is very small or large,
such as simulating alkali metals and halogen elements in a small basis set.
The particle number symmetry can be used also reduce the cost of quantum

simulations, such as the Trotter error for Hamiltonian simulation e�iĤt43,44,
or the block encoding subnormalization factors of the Hamiltonian45,46.

Both Type-I and Type-II sets are “bulk” coupling operators, meaning
that dissipation is introduced on every (atomic ormolecular) basis function.
As will be seen below, this can be very effective in reducing themixing time.
On the other hand, this comes at the cost of introducing a large number of
jump operators, which increases the simulation cost, both on quantum
computers25 and in classical simulation. We will also discuss how to reduce
the number using active space ideas.

Universal fast convergence with Type-I set in HF theory
We first consider the ground state preparation via Lindbladians at the HF
level before moving on to the interacting regime. We refer readers to the
Methods section for a brief review of the HF theory. Essentially, after self-
consistency is reached, all the information of the HF theory is encoded in a
non-interacting Hamiltonian

Ĥ ¼
X2L
p;q¼1

Fpqa
y
paq; ð4Þ

where theHermitianmatrix F is called the Fockmatrix. LetΦ be the unitary
matrix that diagonalizes F, then the new basis set, known as molecular
orbitals, is obtained by transforming the atomic orbitals using Φ. For such
Hamiltonians, the information contained in the many-body density

operator ρ is entirely stored in the one-particle RDM (1-RDM), defined as

Pij ¼ Trðρayj aiÞ; 1≤ i; j≤ 2L: ð5Þ

According to the Thouless theorem47,48,

eĤayi ¼
X
p

aypðeFÞpieĤ ; eĤai ¼
X
q

ðe�FÞiqaqeĤ : ð6Þ

Therefore, we have

K̂p;þ ¼ RRf ðsÞeiĤsaype�iĤsds

¼ RRf ðsÞP2L
r¼1

ayr ðeiFsÞr;peiĤse�iĤsds

¼ P2L
r¼1

ayr ðf̂ ðFÞÞr;p

ð7Þ

and similarly

K̂q;� ¼ RRf ðsÞeiĤsaqe
�iĤsds

¼ RRf ðsÞP2L
r¼1

ðe�iFsÞq;rareiĤse�iĤsds

¼ P2L
r¼1

arðf̂ ð�FÞÞq;r:

ð8Þ

This implies that for the Type-I set, the jump operators are all linear in
fermionic creation and annihilation operators. The corresponding Lindblad
dynamics is quasi-free49–52, and we can derive a closed-form equation of
motion for the 1-RDM

∂tPðtÞ ¼ �i½F; PðtÞ� þ B� 1
2
½PðtÞðBþ CÞ þ ðBþ CÞPðtÞ�: ð9Þ

Here

B ¼ f̂ ðFÞf̂ ðFÞy ¼ f̂
2ðFÞ;

C ¼ f̂ ð�FÞf̂ ð�FÞy ¼ f̂
2ð�FÞ;

ð10Þ

andweuse the fact that theFockmatrixF isHermitian.Adetailedderivation
of Eq. (9) can be found in Section II in the SI. For any filter function f̂
satisfying f̂ ðωÞ ¼ 1 on ½�2 k Ĥk2;�Δ� and f̂ ðωÞ ¼ 0 on [0,+∞), we have

Bþ C ¼ f̂
2ðFÞ þ f̂

2ð�FÞ ¼ 1; ð11Þ

where 1 is the identity matrix. The equation of motion Eq. (9) then takes a
very simple form

∂tPðtÞ ¼ �i½F; PðtÞ� � PðtÞ þ f̂ ðFÞ: ð12Þ

Fig. 2 |A conceptual illustration of the “shoveling”
process in ground state preparation via Lind-
bladians. The choice of jump operators ensures that
the Lindbladian only allows transitions from high-
energy eigenstates to low-energy eigenstates.
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In particular, if we perform a unitary rotation of the fermionic creation and
annihilation operators used to define the primitive coupling operators, this
amounts to a gauge choice, and the final equation of motion Eq. (12) is
gauge-invariant.

FromEq. (12) we can easily see thatP? ¼ f̂ ðFÞ is the unique stationary
point. In fact, letP(t) andP0ðtÞ be the solution to solve Eq. (12)with different
initial values P(0) and P0ð0Þ, then

k PðtÞ � P0ðtÞ kF ¼ e�tk Pð0Þ � P0ð0Þ kF; ð13Þ

where k A kF :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TrðAyAÞ

p
denotes the Frobenius norm of matrices. The

detailed derivation of Eq. (13) is provided in Section IV in the SI.
We may get more insight by rewriting Eq. (12) in the energy basis.

Specifically, we define

eP ¼ ΦyPΦ ¼ Trðρcyj ciÞ
� �

1≤ i;j ≤ 2L
; ð14Þ

where Φ is the coefficient matrix of the molecular orbitals. Then we have

∂tePðtÞ ¼ �i½Λ; ePðtÞ� � ePðtÞ þ f̂ ðΛÞ: ð15Þ

Here we use FΛ = ΛΦ and Λ = diag(ε1, ⋯ , ε2L) with
ε1 ≤ � � � ≤ εNe

≤ 0 < εNeþ1 ≤ � � � ≤ ε2L. Therefore, the stationary point eP? is
given by

eP? ¼ f̂ ðΛÞ ¼ diagð1; � � � ; 1|fflfflfflffl{zfflfflfflffl}
Ne

; 0; � � � ; 0|fflfflfflffl{zfflfflfflffl}
2L�Ne

Þ ð16Þ

which is consistent with the aufbau principle, and this is achieved without
explicitly diagonalizing the Fockmatrix. In particular, the diagonal elements
of ePðtÞ evolves as follows:

∂thnii ¼ ePðtÞ	 

ii ¼

�hnii þ 1; i ¼ 1; � � � ;Ne;

�hnii; i ¼ Ne þ 1; � � � ; 2L:

�
ð17Þ

Assume the initial occupation numbers of the molecular orbitals (i.e., the
diagonal elements of the initial 1-RDM ePð0Þ) is given by ni(0), then

hnii ¼
1� ð1� nið0ÞÞe�t ; i ¼ 1; � � � ;Ne;

nið0Þe�t ; i ¼ Ne þ 1; � � � ; 2L:

�
ð18Þ

Therefore, in the energy basis, the Lindblad dynamics with Type-I jump
operators can drive the occupation numbers of the lowest Ne molecular
orbitals to approach 1 exponentially, while the occupation numbers of the
remaining 2L− Ne high-energy molecular orbitals exponentially approach
zero (see Fig. 3). The convergence rate isuniversal and is independent of any
chemical details or initial starting point. The numerical validation of this
statement will be presented in the later sections.

Convergence with Type-II set oblivious to chemical details in
HF theory
Let us now carry out the calculation for Type-II jump operators in the HF
setting. Recall f̂ ðωÞ ¼ 1 on ½�2 k Ĥk2;�Δ� and f̂ ðωÞ ¼ 0 on [0, + ∞),
using the Thouless theorem, the jump operators satisfy

K̂ij ¼
R
Rf ðsÞeiĤsayi aje

�iĤsds

¼ P2L
p;q¼1

f̂ ðεp � εqÞcypcqΦ�
ipΦjq ¼

P
p < q

cypcqΦ
�
ipΦjq:

ð19Þ

Note that K̂ij is a quadratic operator in the fermionic operators and not
Hermitian.Thismeans that theLindbladdynamics is not quasi-free, and the
1-RDM cannot satisfy a closed-form equation of motion52. Despite this, we
demonstrate below an explicit description of the dynamics in the energy
basis. For the coherent part,

Ly
Hðcyr csÞ ¼ i½Ĥ; cyr cs� ¼ iðεr � εsÞcyr cs: ð20Þ

Here Ly
H denotes the adjoint of the superoperator LH with respect to the

Hilbert-Schmidt inner product. Moreover, using that Φ consists of

Fig. 3 | A conceptual illustration of the evolution
of the diagonal elements of the 1-RDM for ground
state preparation with Type-I set. The occupation
numbers on each molecular orbital increase or
decrease independently in an exponential rate.
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orthonormal columns, we find

P2L
i;j¼1

K̂
y
ijK̂ ij ¼

P
ij

P
p < q

P
r < s

cyqcpc
y
r csΦipΦ

�
jqΦ

�
irΦjs

¼ P
p< q

cyqcpc
y
pcq ¼

P
p < q

ð1� npÞnq:
ð21Þ

Similarly, for r ≠ s,

Ly
K ðcyr csÞ ¼

P
ij
K̂

y
ijc

y
r csK̂ij � 1

2 fK̂ij
y
K̂ij; c

y
r csg

¼ � 1
2 ðMr þMs þ 1Þcyr cs:

ð22Þ

Here

Mk ¼
X
p< k

cpc
y
p þ

X
q> k

cyqcq ¼
X
p< k

ð1� npÞ þ
X
q> k

nq: ð23Þ

For r = s,

Ly
K ðcyr crÞ ¼

X
q > r

ð1� nrÞnq �
X
p < r

ð1� npÞnr: ð24Þ

In all the expressions above, the operators occurring in the Lindblad
dynamics are all invariant to the gauge choice in the primitive coupling
operators, and can all be expressed using simple operators in molecular
orbitals. For a detailed derivation of the above equations, interested readers
can refer to the Section III in the SI.

Consider the 1-RDM in the molecular orbital basiseP ¼ Trðcyr csρÞ
	 


1≤ s;r ≤ 2L ¼ ΦyPΦ. Then the equation of motion of the
entries of eP depends on that of the 2-RDM. Specifically, for the off-diagonal
elements,

∂tePsr ¼
�iðεs � εrÞePsr � 1

2 hðMr þMs þ 1Þcyr csi r < s;

�iðεs � εrÞePsr � 1
2 hcyr csðMr þMs þ 1Þi r > s:

(
ð25Þ

For the diagonal elements,

∂tePrr ¼ �P
p < r

ePpp þ
P
q > r

ePqq þ
P
p < r

hnpnri �
P
q > r

hnrnqi

¼ �P
p < r

ð1� npÞnr
D E

þP
q > r

ð1� nrÞnq
D E

¼ �hMrnri þ
P
q > r

hnqi:

ð26Þ

Further derivations of the equation of motion for the 2-RDM will lead
to the 3-RDM, and so forth. It resembles the renowned
Bogoliubov–Born–Green–Kirkwood–Yvon (BBGKY) hierarchy53. To
make the system solvable, we can truncate the equations by neglecting
the higher-order moment terms. At this point, if we consider these
matrix elements as random processes, then the equations of motion
describe a classical continuous-time Markov chain, with the stationary
distribution 1-RDM approximately given by eP? ¼

diagð1; � � � ; 1|fflfflfflffl{zfflfflfflffl}
Ne

; 0; � � � ; 0|fflfflfflffl{zfflfflfflffl}
2L�Ne

Þ according to the aufbau principle. Nonetheless,

from Eq. (25) and Eq. (26), it is evident that the evolution of the RDMs
is oblivious to chemical details, and are solely determined by the
number of orbitals L and the number of electrons Ne. Moreover, the
dynamics of the diagonal entries is independent of that of the off-
diagonal entries. For an intuitive understanding of this, it resembles a
“mass transport" process from higher energy orbitals to lower energy
orbitals. Therefore, the change in occupation number of each orbital is
influenced by the electronic population of other orbitals, leading to the
appearance of 2-RDM related terms in the equations (see Fig. 4).

Given that the equations ofmotion of the entries of the 1-RDMare not
closed, it is more challenging to analyze the convergence rate of the Type-II
settings. Nonetheless, we may provide a qualitative estimation of the con-
vergence rate using mean-field approximation. Let us first focus on the
diagonal elements. For both r > s and r < s, applying the mean-field
approximation to Eq. (25) results in the following linear homogeneous

Fig. 4 | A conceptual illustration of the evolution
of the diagonal elements of the 1-RDM for ground
state preparation with Type-II set. It is a “mass
transport" process from higher energy orbitals to
lower energy orbitals.
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equation:

∂tePsr � � 1
2
ð1þ hMr þMsiÞ þ iðεr � εsÞ

� 
ePsr: ð27Þ

So under the mean-field approximation, the off-diagonal entry ePsr
converges exponentially to zero with an exponent of at least 12, since Mk is
positive semidefinite for any k.

For the diagonal entries, applying the mean-field approximation on
Eq. (26) gives:

∂tePrr � �hMriePrr þ
X
q > r

ePqq: ð28Þ

Note thatMk≽ 1 for all r <Ne and r >Ne+ 1, the convergence rates of the
off-diagonal 1-RDM entries are exponential with the exponent of at least
1. The case r ∈ {Ne, Ne + 1} is beyond the mean-field analysis. As will be
shown later, these convergence rate arguments can be verified
numerically. A detailed explanation of the results above can be found in
Section IV the SI.

Spectral gap of the Lindbladian in HF theory
In this section, we provide a direct characterization of the spectral gap of the
Lindbladian. The definition of the spectral gap of the Lindbladian is

ΔL ¼ � max
λ2 Spec ðLÞnf0g

<ðλÞ: ð29Þ

Briefly speaking, the inverse spectral gap of the Lindblad generator provides
an estimate for an upper bound on the mixing time, up to logarithmic
factors in the error tolerance and constants depending on the stationary
state32,54.

Consider the following Hamiltonian, which corresponds to the dis-
sipative part of the Lindblad dynamics,

Ĥdp ¼
1
2

X
k

K̂
y
kK̂k: ð30Þ

Since for every jump operator K̂k∣ψ0

� ¼ 0, by construction, Ĥdp can be
viewed as a frustration-free parent Hamiltonian of the ground state ∣ψ0

�
.

We have the following theorem (the proof is given in Section V in the SI).

Theorem 1. If ½Ĥ; Ĥdp� ¼ 0, then the spectral gap of the Lindbladian L is
equal to the gap of Ĥdp.

In the HF setting, we have established that the equation of motion of
the 1-RDM in themolecular orbital basis is independent of chemical details.
Now we prove a stronger result, which states that the spectral gap of the
Lindbladian is rigorously bounded from below using Type-I and Type-II
jump operators in HF theory.

For Type-I jump operators, by calculating Ĥdp in themolecular orbital
basis (see Section V in SI for details), we obtain

Ĥdp ¼
1
2

X
p≤Ne

ð1� npÞ þ
1
2

X
q >Ne

nq; ð31Þ

where np, nq are number operators and commute with Ĥ, which is diagonal
in themolecular orbital basis. Applying 1,wefind that the spectral gap of the
Lindbladian is the same as the gap of Ĥdp, which is equal to

1
2.

For Type-II jump operators, from previous calculations,

Ĥdp ¼
1
2

X
p < q

ð1� npÞnq: ð32Þ

which again only consists of number operators. Applying 1, we find that the
spectral gap of the Lindbladian is also equal to 1

2.
For thermal state preparation, an estimate of the spectral gapprovides a

direct upper bound on the mixing time of the Lindblad dynamics in trace
distance32. This relationship, however, assumes that the stationary state is
invertible, which is not satisfied by the ground state density matrix. In
practice, we observe that the convergence rate of observables aligns closely
with the spectral gap analysis and does not exhibit dependence on sys-
tem size.

Numerical verification in the HF setting
In this section, we numerically verify the convergence rate of observables,
such as energy and 1-RDM at the HF level. The detailed implementation of
these numerical tests can be found in Section VI in the SI.

Using the Type-I set, Fig. 5a shows that the convergence of the energy
towards the ground state energy follows auniversal relation expð�tÞ, for any
molecule in any basis set. This is because the effect of the collection action of
the jumpoperators is to independently adjust theoccupationnumberof each
molecular orbital, until the aufbau principle is reached. We perform each

Fig. 5 | The numerical verification of the chemical-detail-independence in theHF
setting under the two types of dissipation. aConvergence of energy using theType-
I set for Hartree-Fock state preparation of the molecules H4, LiH, H2O, CH4, HCN,
C2H4, N2, H10 and SO3. The y-axis is displayed on a logarithmic scale. The con-
vergence rate is universal. The dashed lines represent the convergence of energy for
different molecules, while the solid green line shows the exponential decay expð�tÞ.

b Convergence of energy using the Type-II set for F2, LiH and H4 molecules (square
and chain geometries) in STO-3G and STO-6G. The convergence rate only depends
on the number of orbitals and the number of electrons. The dashed lines represent
STO-3G results, and the dash-dotted lines represent STO-6G results, for F2, LiH, and
H4 (square and chain geometries).
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simulation by propagating the 1-RDM according to Eq. (9) using the
DOPRI5 solver.

Figure 5b shows the convergence rate of the energy using the Type-II
set. The test systems are F2 (1.4Å), LiH (1.546Å), chain H4 (2.0Å) and
squareH4 (2.0Å) using STO-3G and STO-6Gbasis sets. For eachmolecule,
STO-3G and STO-6G have the same number of orbitals and electrons. The
two isomers of H4 also share the same number of orbitals and electrons.We
observe that the convergence of the systems with the same L and Ne are
exactly identical up to renormalization, but it varies across those molecules
with different numbers, indicating a nontrivial dependence on both L and
Ne. In each system, we perform the simulation by directly propagating the
many-body density operator using DOPRI5 solver in the number-
preserving sector with random initialization.

To further examine the convergence rate, we track the evolution of the
diagonal and off-diagonal entries of the 1-RDM for the H4 within STO-3G,
as shown in Fig. 6. From Fig. 6a, b, we see that the convergence rates of the
diagonal entries are faster than expð�tÞ except for the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO). Additionally, the off-diagonal entries exhibit convergence expo-
nents of at least 12. All of the numerical results are in very good agreement
with the mean-field analysis discussed previously.

Transferability to full ab initio calculations
Both Type-I andType-II coupling operators can be readily applied in full ab
initio calculations. However, the jump operators are no longer linear or
quadratic in fermionic operators. This is because, in the ab initio Hamil-
tonian

Ĥ ¼
X2L
p;q¼1

Tpqc
y
pcq þ

1
2

X2L
p;q;r;s¼1

Spqrsc
y
pc

y
qcrcs; ð33Þ

the presence of quartic terms prevent us from applying the Thouless the-
orem to simplify the Heisenberg evolution of the coupling operators
AðsÞ ¼ eiĤsAe�iĤs, as inEquations (7), (8) and (19).Consequently, unlike in
the HF Hamiltonian setting, we cannot expect to obtain analytic or semi-
analytic solutions for the dynamics of physical observables like energy or
reduceddensitymatrices.To conceptually demonstrate the transferability of
our approach to full ab initio calculations, we, therefore, perform numerical
simulations of the Lindblad dynamicswithTypes I and II jump operators in
the FCI space.

For small-sized systems up to 12 spin orbitals, we may choose to
propagate a many-body density operator, or a stochastic wavefunction by
“unraveling” Lindblad dynamics and performing stochastic averages (see
the Methods section as well as Section VI in SI), in the Fock space or in the

FCI space. For systems of larger sizes, the only feasible option for direct
simulation is to simulate the stochastic wavefunction using Type-II jump
operators in the FCI space. We quantify the convergence of the Lindblad
dynamics based on the rate of energy convergence.

We note that both Types I and II sets involve a large number of jump
operators, which can lead to increased simulation costs. However, in
practice, the number of jump operators can be significantly reduced with
minimal impact on efficiency. This is because the primary challenges in
simulating chemical systemsoften arise in the low-energy space, particularly
near theFermi surfacewhenwe startwith theHF initial guess.As a result,we
canapply “active space” techniques to reduce thenumberof jumpoperators,
focusing only on the most relevant degrees of freedom. For instance, if we
start from the vacuum state, it is unnecessary to include all operators from

the setAI ¼ fapg2Lp¼1
∪ faypg

2L

p¼1, as theHFstate is confined to the low-energy

sector. Therefore, we can instead select the subset

Sr
I ¼ fci;"; cyi;"; ci;#; cyi;#g

Neþr

i¼Ne�rþ1
, which includes only the 8r operators

defined around the Fermi surface under the molecular orbital basis.

We perform the numerical tests for Sr
I . In all of the four systems

demonstrated in Fig. 7, we choose the initial state to be the HF state. We
observe that energy decreases to λ0 with a fidelity within the chemical
accuracy, which shows a good transferability of the active space reduction
idea to full ab initio calculations for the Type-I setting.

Similarly, for the Type-II set, we can start from the HF state or low-
excitedSlater determinant and include only the jumpoperators defined on a
small number of orbitals around the Fermi surface. In this case, we consider
the following reduced set of particle-number preserving coupling operators

Sr
II ¼ fcyi;σcj;τ ji; j 2 fNe � r þ 1; � � � ;Ne þ rg; σ; τ 2 f";#gg; ð34Þ

which has 16r2 coupling operators in total. In practice, setting r=1 or r=2 is
typically sufficient to achieve convergence of the system to its ground state.
The correspondingnumerical results are presented inFig. 8. To compare the
convergence rates of the full ab initio and HF state preparation with the
reduced set Sr

II, we begin from the (triplet) excited Slater determinant
cyNeþ1;"cNe ;#∣HFi. Notably, the convergence rate of the full ab initio state
preparation is observed to be not much slower than that of the HFmethod,
in the sense of Lindblad simulation time required to reach chemical
accuracy.

In fact, the set of Type-II orbitals can be further compressed. For
instance, we may take the subset T r

II of Sr
II that contains only the hopping

Fig. 6 | Numerical demonstration of the convergence rate of the diagonal and off-
diagonal entries of the 1-RDM with Type-II set. It is tested on the H4 system in
STO-3G. a Convergence of the diagonal entries ePrr ¼ hnri of the 1-RDM for r≤Ne.
The colored dashed lines are diagonal entries that increase faster than the expo-
nential reference expð�tÞ (solid purple). The solid red line corresponds to the growth
of theHOMOoccupation number. bConvergence of the diagonal entries ePrr ¼ hnri

of the 1-RDM for r≥Ne + 1. The colored dashed lines are diagonal entries that
decrease faster than the exponential reference expð�tÞ (solid purple). The solid blue
line corresponds to the decay of the LUMO occupation number. c Convergence of
the off-diagonal entries of the 1-RDM. We plot jePijj=jePijð0Þj for each curve. The
dashed lines represent the decay of off-diagonal entries, which all converge faster
than the exponential reference expð�t=2Þ shown in green solid line.
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between nearest energy levels of molecular orbitals:

T r
II ¼ cyi;σcj;τ ji; j

n
2 fNe � r þ 1; � � � ;Ne þ rg;

ji� jj ¼ 1; σ; τ 2 f";#g� ð35Þ

The number of operators in T r
II increases only linearly with L for fixed

r. Thenumerical convergence behaviorsT r
II are shown inFig. 8.Weobserve

that the further compression of Sr
II maintains the simulation efficiency, in

the sense that the Lindblad simulation time required to achieve chemical
accuracywith the T r

II set remains comparable to or only slightly longer than
that needed with the Sr

II set.
The ground state preparation via Lindbladians with the set T r

II can
perform well even in strongly correlated systems where the HF state
poorly approximates the true ground state. Examples like the stretched
square H4 highlight these challenges due to their nearly degenerate low
energy states, which even highly accurate methods like CCSD(T), often
referred to as the “gold standard" in molecular quantum chemistry,
struggle with refs. 55–57. Our results show that Lindblad dynamics
effectively captures the correlation energy. As shown in Fig. 9a, as the
bond length of the squareH4 system increases, the energy accuracy of the
HF initial guess decreases. Concurrently, the initial overlap between the
HF state and the true ground state diminishes, indicating a growing
extent of strong correlation. However, as illustrated in Fig. 9b, the
convergence of Lindblad dynamics remains largely unaffected by the
degree of strong correlation starting from the HF initial state at various
bond lengths.Meanwhile, we observe that increasing the extent of strong
correlation leads to slower asymptotic convergence of the Lindblad
dynamics. Specifically, as shown in Fig. 9c, at bond lengths where the
Hamiltonian gap ΔĤ (i.e., the gap between the ground and first excited
state energies) becomes smaller, the spectral gap of the Lindbladian is
also reduced. Correspondingly, the exponential fitting results in Fig. 9b
demonstrate slower asymptoticconvergence rates. These observations

suggest that stronger correlations in molecular systems can lead to
slower convergence to the ground state.

It is also noteworthy that in Fig. 9b, the behaviors at short and long
bond lengths are different. At short bond lengths, the pre-asymptotic decay
is relatively rapid and the error quickly falls below chemical accuracy,
making the preparation appear easier. In contrast, at long bond lengths, the
pre-asymptotic decay is shorter-lived and the convergence is dominated by
the smaller spectral gap, requiring a longer time to reach chemical accuracy.

Discussion
To our knowledge, this work is the first Lindblad-based ground state pre-
paration algorithm for ab initio electronic structure calculations. The
Lindblad dynamics is employed as an algorithmic tool for dissipative state
engineering, which can be constructed without relying on variationally
adjusted parameters. A notable advantage of this approach is that the
effectiveness of the method can be nearly independent of the quality of the
initial state. This stands in sharp contrast to QPE, whose cost depends
directly on the initial state’s overlap with the target state and can fail if this
overlap vanishes. The “shoveling” process in dissipative state preparation
shares some conceptual similarities with various forms of imaginary time
evolution (ITE)3,57–63, but also exhibits notable differences. A direct imple-
mentation of ITE through the application of e�τĤ does not yield a CPTP
map, and its quantumrealization again requires nontrivial overlaps between
the initial and target states. The quantum imaginary time evolution (QITE)
algorithm3 addresses some of these challenges, but it relies on a tomography
procedure and its cost can scale explicitly exponentially with system size.

In the dissipative state preparation framework, we prove that the
Lindblad dynamics with Types I and II jump operators can converge
rapidly in a simplifiedHF setting, and validate the transferability to full
ab initio calculations even for systems exhibiting strong correlation
behaviors. In order to perform numerical simulation for larger systems
with tens to hundreds of spin-orbitals, even propagating the state
vector in the FCI space can be very costly, and advanced simulation
methods, such as quantum Monte Carlo methods or tensor network-

Fig. 7 | Monte-Carlo trajectory- based simulations
for hydrogen chain systems. Tested systems are:
a H2 at bond length 0.7Å in STO-3G, b H2 at bond
length 0.7Å in 6-31G, c chain-likeH4 at bond length
0.7Å in STO-3G and d chain-like H6 at bond length
0.7Å in STO-3G. We choose Sr

I as the coupling
matrices with r = 1, 1, 1, 2 respectively and initialize
with ∣HFi in all of the four cases. In each panel, the
red line represents the energy as a function of time,
and the blue line indicates the ground-state energy
of the corresponding system.
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based methods must be employed. For practical implementation on
quantum devices, the simulation of Lindblad dynamics involves
repeatedly applying circuit blocks with intermediate measurements,
continuing until the dynamics approach a fixed point. As a result, a
large mixing time in certain systems can lead to a substantial overall
simulation cost. It is, therefore, important to develop a stronger the-
oretical framework for analyzing convergence rates in the ground state
preparation problem. Recent progress in this direction can be found in
ref. 64. This work may also provide new perspectives of ground state
preparation in other areas, such as nuclei physics, fermions with ran-
dom coefficients (e.g., the SYK model), or optimization problems on
unstructured graphs.

Methods
Choice of filter function and sketch of quantum simulation
algorithm
In this section, we discuss the choice of filter function in ref. 25 and briefly
review quantum algorithms for simulating the Lindblad dynamics.

We begin by reviewing the definition of the jump operator K̂k. Since
the eigenvectors of Ĥ are typically not accessible, we express K̂k in the time
domain as follows:

K̂k ¼
Z
R
f ðsÞAkðsÞds ð36Þ

Fig. 8 | Monte-Carlo trajectory based simulations for full ab initio molecular
systems within the particle-number preserving sector with Sr

II and T r
II. In all

cases, we initialize with the (triplet) excited Hartree-Fock Slater determinant
cyNeþ1;"cNe ;#∣HFi. a–f display results for the H2, F2, LiH, Cl2, H2O, and BeH2

molecules, respectively. In each panel, the orange line and the green line represent
the energy as a function of time using the Sr

II and T r
II sets respectively, while the blue

line indicates the ground-state energy of the corresponding system. g presents the
Lindblad simulation time required to achieve chemical accuracy with full ab initio
and simplifiedHartree-FockHamiltonians. The orange and green bars represent the
FCI simulation time using the Sr

II and T r
II sets, respectively, while the red bars and

blue bars represent the Hartree-Fock simulation time using the Sr
II set and the T r

II

set, respectively.
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where AkðsÞ ¼ eiĤsAke
�iĤs is the Heisenberg evolution of Ak and f ðsÞ ¼

1
2π

R
R f̂ ðωÞe�iωsdω is the inverse Fourier transform of the filter f̂ in the

frequency domain. One possible choice for the filter function in the fre-
quency domain f̂ is given by the following form25

f̂ ðωÞ :¼
erf ðωþa

δa
Þ � erf ðωþb

δb
Þ

2
ð37Þ

where erf ðωÞ :¼ R ω0 2ffiffi
π

p e�t2dt denotes the error function. Here, a is chosen
to be an energy cutoff satisfying a > 2 k Ĥk2 and b is chosen to be the
spectral gap of the Hamiltonian Δ≔ λ1− λ0. The parameters δa and δb are
chosen to be on the same order of a and b, respectively. In this setup, f̂ is
approximately supported on the interval ½�2 k Ĥk2;�Δ� (Note that the
largest eigenvalue difference is jλi � λjj≤ 2 k Ĥk2). The inverse Fourier
transform f can also be computed analytically as

f ðsÞ ¼ 1
2πis

expðias� δ2as
2=4Þ � expðibs� δ2bs

2=4Þ	 
 ð38Þ

where f ð0Þ ¼ a�b
2π is obtained by taking the limit s → 0. f(s) is a smooth

complex-valued function with the modulus ∣f(s)∣ exhibiting a rapid decay
when ∣s∣ → ∞. Specifically, f(s) approximately vanishes when ∣s∣ > Ss for
some Ss = Θ(1/Δ), which allows us to truncate the infinite integral and use
the trapezoidal quadrature rule to approximate the jump operator K̂k:

K̂k �
Z Ss

�Ss

f ðsÞAðsÞds �
XMs

l¼�Ms

f ðslÞAðslÞwl ð39Þ

whereMs is the number of quadrature nodes on [0, Ss] or [− Ss, 0], sl = lΔs
andΔs = Ss/Ms. Theweights {wl} are chosen tobeΔs/2 for l = ±Ms andΔs for
−Ms + 1 ≤ l ≤Ms − 1.

To simulate the Lindblad dynamics expðLtÞ on quantum devices, we
can begin with a first order Trotter splitting expðLtÞ � ðexp
ðLHτÞ � expðLKτÞÞt=τ . The coherent dynamics expðLHτÞ is just the
Hamiltonian simulation expð�iĤτÞ. For the nonunitary dissipative part
expðLKτÞ, we can reduce this problem to a dilated Hamiltonian simulation
up to a partial trace on the ancilla qubit, namely

expðLKτÞ½ρ� ¼ Trae
�ieK ffiffi

τ
p
ð∣0a
�
0a
�

∣� ρÞeieK ffiffi
τ

p
þ Oðτ2Þ: ð40Þ

Here, Tra denotes the partial trace operation on the ancilla qubit. For

simplicity we consider only one jump operator K, and eK is defined by the

Hermitian dilated matrix eK ¼ 0 Ky

K 0

� �
. Then the dilated Hamiltonian

simulation eieK ffiffi
τ

p
canbe efficiently performedonaquantumcomputerusing

a second-order Trotter splitting according to the discretized time evolution
of K shown in Eq. (39) (see ref. 25, Section III for details).

Review of HF theory in the second quantized representation
The HF theory finds a self-consistent single-particle operator approxima-
tion to the many-body Hamiltonian taking the form

ĤHF ¼
X2L
p;q¼1

Fpqa
y
paq; Fpq ¼ hpq þ Vpq � Kpq: ð41Þ

Here L is the number of spatial orbitals, and 2L is the number of spin
orbitals. The operators ayp and ap are fermionic creation and annihilation
operators with respect to the orthonormalized spin orbitals. Here, hpq is a
fixed single-particle matrix. The direct Coulomb and Fock exchange terms,
denoted byVpq andKpq, respectively, should be solved self-consistently with
respect to the one-particle density matrix (1-RDM), defined as

Dpq ¼
XNe

i¼1

ΦpiΦ
�
qi; p; q ¼ 1; 2; � � � ; 2L: ð42Þ

Here Φ 2 C2L× 2L is a unitary matrix called the molecular orbital coeffi-
cients, which are eigenfunctions of the Fock matrix F. We denote FΛ =ΛΦ
with Λ = diag(ε1,⋯ , ε2L).

Once D is fixed, the HF Hamiltonian in Eq. (41) is a quadratic
Hamiltonian. Its ground state has an explicit expression in the Slater-
determinant form:

∣HFi ¼ cy1 � � � cyNe
∣vaci; ð43Þ

where the new set of creation operators fcyi g are given by the unitary
transform of fayi g via

ðcy1; � � � ; cy2LÞ ¼ ðay1; � � � ; ay2LÞΦ: ð44Þ

Fig. 9 | Monte-Carlo trajectory based simulations for the strong-correlated H4

molecule in STO-3G at different bond lengths. a The accuracy of the HF, CCSD
and CCSD(T) energy and the initial overlap between the HF state and the true
ground state ρg at different bond lengths for squareH4 system in STO-3G. The green,
yellow, and purple lines show the energy errors from HF, CCSD, and CCSD(T),
respectively; the blue line shows the initial overlap, and the red dashed line marks
chemical accuracy. bThe energy error relative to FCI energy vs. Lindblad simulation

time at bond lengths d = 1.2, 1.4, 1.6, and 2.0Å. The solid lines (blue, orange, green,
red) represent Lindblad dynamics at bond lengths d = 1.2, 1.4, 1.6, and 2.0Å; the red
dotted line indicates chemical accuracy, and the dashed lines show the fitting. c The
spectral gaps of the LindbladianL and the Hamiltonian at bond lengths d = 1.2, 1.4,
1.6 and 2.0Å. The blue line denotes the Lindbladian gap ΔL , while the orange line
denotes the Hamiltonian gap ΔĤ .
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Note that ∣HFi is the ground state of the converged Hamiltonian ĤHF with
eigenvalue E0 ¼

PNe
k¼1 εk. This sum of eigenvalues can also be expressed as

TrðFDÞ, which differs from theHF energy by a nonlinear term that depends
only on D.

Monte-Carlo trajectory-based method for unraveled Lindblad
dynamics
To solve the Lindblad dynamics for ground state preparation at the FCI
level, we may directly propagate the many-body density operator ρðtÞ 2
C2L × 2L using a differential equation solver65. Another approach is to
“unravel” the Lindblad dynamics for the many-body density operator66,67.
Broadly speaking, we employ a family of Monte-Carlo-type algorithms
wherewe only propagate the state vector ∣ψðtÞ� in some stochastic schemes,
and the many-body density operator ρ(t) at the time t can be retrieved by
taking the average of the random matrix ∣ψðtÞ� ψðtÞ�

∣, i.e., ρðtÞ ¼
E∣ψðtÞ� ψðtÞ�

∣:Thedeterministic Lindblad equation for thedynamics of the
many-body density operator is now expressed using stochastic pure-state
trajectories, thus leading to a quadratic reduction in dimensionality, at the
cost of incorporating statistical averaging across multiple runs.

The simplest setting is the discrete form of unraveling, or quantum
jumpmethod68. The quantum-jumppure-state dynamics are evolved under
an effective non-HermitianHamiltonian Ĥ � i=2

P
kK̂

y
kK̂k, with stochastic

quantum jumps occurring intermittently throughout the evolution. Speci-
fically, it can be described by the following stochastic differential equation
(SDE):68–70

dψ ¼ �iĤ � 1
2

P
k
ðK̂y

kK̂k � hK̂y
kK̂kiÞ

� �
ψdt

þP
k

K̂kffiffiffiffiffiffiffiffiffiffiffi
hK̂y

k K̂ki
p � 1

 !
ψdNk

t :

ð45Þ

Here, Nt denotes a Poisson process with a splitting Nt ¼
P

kN
k
t . For a

sufficiently small time stepΔt, the Poisson incrementΔNt takes the values 0
(no jump) or 1 (jump) with expectation value

EðΔNtÞ ¼
P

kk K̂kψ k2Δt ¼PkhK̂
y
kK̂kiΔt. The Poisson processes fNk

t g
are mutually independent with intensities given by k K̂kψ k2 ¼ hK̂y

kK̂ki.
This implies that, in the event of a jump, we select the jump operator K̂k to

apply toψwithaprobability proportional to hK̂y
kK̂ki fork=1, 2,⋯ ,N. It can

be shown that the density operator, defined as ρðtÞ ¼ E∣ψðtÞ� ψðtÞ�
∣ indeed

solves the Lindblad dynamics, by calculating dψψy

dt using Itô’s lemma for the
Poisson process and then taking the expectation.

For a Monte-Carlo-type simulation of Eq. (45), we first discretize the
time interval by the time stepΔt. Then at each step,we randomlypickup k∈
[N + 1] (assume we have N jump operators in total) with respect to the
distribution

pk ¼
k K̂kψn k

2
Δt; k≤N

1�PN
‘¼1

p‘; k ¼ N þ 1:

8><>: ð46Þ

If k = 1, ⋯ , N, we update the trajectory using ψnþ1 ¼ K̂kψn=hK̂
y
kK̂ki. If

K =N+ 1, we update using ψnþ1 ¼ ψn � ðiĤ þ 1
2

P
kK̂

y
kK̂kÞψnΔt. Then,

the many-body density operator ρ(tn) at time tn can be approximated by
taking the average of the pure states ∣ψðtnÞ

�
ψðtnÞ
�

∣ over the trajectories65.
We can also consider a variant of theMonte Carlo-type algorithm that

is slightly different but essentially equivalent to the one described above.

Notice that65

expð�i H � i
2

P
k
K̂

y
kK̂k

� �
ΔtÞψðtÞ

���� ����2
¼ 1�P

k
k ^KkψðtÞk2Δt þOððΔtÞ2Þ

ð47Þ

which implies that the decaying evolution governed by the non-Hermitian
effective Hamiltonian primarily dictates the probability distribution.

Consequently, we actually do not need to compute k K̂kψn k
2
at every

time step. Instead, we can first calculate k ψn k2 and sample a random
number R ~ U(0, 1) to decide whether jump or not. If R < k ψn k2, we just
propagate the trajectory using ψnþ1 ¼ ψn � iĤ þ 1

2

P
kK̂

y
kK̂k

� �
ψnΔt. If

R≥ k ψn k2, we calculate each hK̂y
kK̂ki and update ψnþ1 ¼ K̂kψn=hK̂

y
kK̂ki

with a probability proportional to hK̂y
kK̂ki for k = 1, 2,⋯ ,N. After this, we

reset the random number R ~ U(0, 1). Essentially, this corresponds to

evolving the trajectory using Ĥ � i=2
P

kK̂
y
kK̂k deterministically causing

the norm of ψ to decrease, until a random quantum jump occurs. At this
point, the norm is restored to 1, and the process repeats52.

In all of the steps in the unraveling algorithm, only matrix-vector
multiplication is involved.

Data availability
The data that support this study are available upon request. The codes that
support this study are available on GitHub via https://github.com/
haoen2021/LindbladAbInitio.

Code availability
The codes that support this study are available onGitHub via https://github.
com/haoen2021/LindbladAbInitio.
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