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Abstract. The 2025 Advancing Autonomous Scientific Discovery
(A2SD) workshop convened researchers from academia, national labo-
ratories, and industry to explore the transformative role of autonomy
in scientific discovery. The workshop highlighted a convergence of artifi-
cial intelligence, robotics, and computational workflows into autonomous
systems capable of accelerating the scientific process. Presentations and
discussions spanned autonomous experimentation, intelligent workflow
orchestration, digital twins, and agent-based systems for managing com-
plex research ecosystems. Key challenges discussed included interoper-
ability across heterogeneous infrastructures, near real-time data man-
agement under FAIR principles, reproducibility, and the integration of
human oversight. The workshop also emphasized the need for modular
software interfaces, federated learning models, and education initiatives
to support a next-generation scientific workforce.
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1 Introduction

The first Workshop on Advancing Autonomous Scientific Discovery (A2SD-
2025) [1], held at the ISC High Performance Conference, marked a critical mile-
stone in the evolution of scientific research. Against the backdrop of increasing
complexity in modern scientific challenges and the growing volume of data from
advanced instruments, the workshop brought together leaders from academia,
national laboratories, and industry to explore how autonomous systems are re-
shaping the landscape of discovery. The aim was to assess the state of the art,
identify common challenges, and foster cross-disciplinary dialogue toward the
development of scalable, interoperable, and intelligent autonomous infrastruc-
tures.

Autonomous science [7] represents a paradigm shift that blends artificial in-
telligence (AI), robotics, and computational workflows into a cohesive framework
capable of accelerating scientific cycles. This transformation promises to shorten
the path from hypothesis to validation by enabling systems that can reason,
adapt, and act with minimal human intervention. Participants at A2SD-2025
emphasized the value of tightly coupled loops between theory, experiment, and
computation, where autonomous agents can drive discovery by optimizing exper-
imental parameters, orchestrating workflows across facilities, and learning from
previous results. The workshop demonstrated that, while progress has been sub-
stantial, realizing the full potential of autonomous discovery requires addressing
persistent challenges in integration, reproducibility, and human-AI collaboration.

A2SD-2025 presentations highlighted a broad range of use cases, ranging from
edge-to-cloud computational workflows to autonomous synthesis platforms and
digital twin-enhanced experimentation. Discussions emphasized how experimen-
tal and computational domains, often seen as distinct, are increasingly converg-
ing. Common technical themes such as scheduling, fault tolerance, and resource
elasticity now span both domains. Several discussions underscored the need for
systems that can operate across heterogeneous infrastructures, from local in-
struments and edge devices to high-performance computing (HPC) and cloud
environments. Portability, abstraction, and co-design emerged as foundational
principles for building resilient and scalable autonomy.

In addition to technical depth, the workshop also emphasized broader
ecosystem-level considerations. These include standardization of agent inter-
faces, mechanisms for federated learning and model sharing, and protocols for
handling sensitive data and intellectual property. The discussions expanded into
education, workforce development, and policy, recognizing that building an au-
tonomous science infrastructure is not only a technical endeavor but also a
cultural and organizational transformation. The need to democratize access to
advanced experimentation and foster fair participation across institutions was
framed as essential to the future of autonomous discovery.

This paper synthesizes the key insights, findings, and community-driven rec-
ommendations from A2SD-2025. It draws upon the workshop presentations,
panel discussions, and shared notes to provide a brief state-of-the-art review.
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2 Technological Foundations and Advances in
Autonomous Scientific Discovery

Several presentations showcased how autonomous experimentation is rapidly
transforming the pace and scale of scientific discovery. Speakers emphasized
the transition from domain-specific automation to modular, experiment-agnostic
platforms. These systems incorporate digital twins, virtual representations of
physical experiments, to enable near real-time monitoring, simulation, and op-
timization. Prof. Milad Abolhasani highlighted how digital twins are used not
only to guide decision-making in microfluidics and chemical synthesis but also to
reduce the reliance on trial and error by simulating outcomes before physical ex-
ecution [6]. Reinforcement learning was presented as a key technique for rapidly
identifying optimal experimental policies, with AI agents generating their train-
ing data to fine-tune decision strategies. The integration of miniaturized systems
and robotic platforms further accelerates iteration cycles and reduces material
waste.

In parallel with experimental advances, the workshop featured multiple con-
tributions focused on the automation of computational workflows. Dr. Rosa
M. Badia outlined how workflow engines, such as PyCOMPSs [2], enable au-
tonomous execution in heterogeneous environments, including HPC clusters,
cloud services, and edge devices [4]. These systems support runtime decisions
for scheduling, failure handling, and resource reallocation, key capabilities for
scalable and resilient scientific computing. Features such as fault tolerance poli-
cies, dynamic resource elasticity, task checkpointing, and hardware-aware task
constraints enable workflows to adapt to changing execution contexts without
requiring human intervention. The ability to orchestrate computations across
an edge-to-cloud continuum was seen to be highly synergistic with experimental
autonomy, creating opportunities for seamless integration of data acquisition,
processing, and interpretation.

Several talks advanced a vision of AI agents that go beyond automation to
actively contribute to scientific reasoning. Dr. Rob Moore and Dr. John Shalf
emphasized the role of agentic AI in managing complex and distributed research
ecosystems. These agents act as digital scientific assistants, helping to auto-
mate hypothesis testing, monitor experimental states, and recommend next steps
based on historical data and learned models. They operate in physical labs, edge
devices, and supercomputers, acting as intelligent intermediaries that can coor-
dinate workflows and adapt strategies based on near real-time data. Real-world
applications presented at the workshop illustrated how intelligent agents are be-
ing used to coordinate multi-stage scientific processes, manage resources across
facilities, and support adaptive experimentation in various domains. This agent-
based paradigm requires deep co-design that spans software, hardware, data,
and experimental protocols to enable interoperability, reuse, and reproducibility
across institutions.

An emerging theme across the presentations was the tight coupling of ex-
perimental and computational workflows to form autonomous discovery loops.
Prof. Ewa Deelman and Prof. Michela Taufer presented compelling examples



4 M. Taufer et al.

where high-level workflow abstractions are compiled into executable pipelines
that span multiple facilities, ensuring provenance and reproducibility through-
out the process. These workflows must navigate challenges such as asynchronous
data flows, heterogeneous instrumentation, and policy-based access constraints.
Abstraction layers, such as those implemented in Pegasus [3] and PyCOMPSs,
have been shown to facilitate the integration of diverse components, allowing
scientists to focus on domain-specific questions. National initiatives, such as the
National Science Data Fabric (NSDF) [8][5], aim to provide a shared cyberinfras-
tructure that connects distributed instruments, storage, and compute environ-
ments. NSDF is an example of a software ecosystem that enables live autonomous
steering of a neutron diffraction experiment by integrating near real-time data
streaming, persistent storage, and interactive dashboards with Bayesian active
learning methods to dynamically adjust measurement parameters and optimize
scientific discovery. These capabilities align with the goals of autonomous science
by enabling near real-time data curation, metadata enrichment, and federated
access to AI-ready datasets across institutions.

A shared emphasis on reproducibility in both computational and experimen-
tal domains highlighted the need for standardized metadata, robust fault han-
dling strategies, and transparent decision making to ensure the credibility and
transferability of results from autonomous science. The workshop also raised
concerns about reproducibility challenges across geographic and institutional
boundaries, where differences in data formats, experimental setups, and regula-
tory constraints can hinder consistent replication of results.

3 Cross-Cutting Challenges and Collaborative
Opportunities in Autonomous Science

During the discussion sessions, the participants explored the tension between
the desire for standardization and the variety of experimental and computa-
tional environments. Although universal standards could facilitate broader in-
tegration, institutional constraints and unique hardware-software combinations
often require flexible and layered approaches. Several speakers noted that full
standardization may be unrealistic, but shared abstractions and modular inter-
faces could offer a practical path forward. Abstraction layers were proposed as
a way to enable interoperability across heterogeneous systems without imposing
rigid constraints. Participants also reflected on past efforts to generalize soft-
ware across domains, recognizing that although full generalization was often not
achievable, many underlying patterns and design principles could still be reused
and adapted to new settings. The discussions acknowledged that many laborato-
ries rely on custom-built instruments with proprietary interfaces, underscoring
the need for adaptable middleware that can abstract hardware-specific details
while facilitating workflow interoperability.

Data management has emerged as one of the most pressing and complex
issues facing autonomous science. The discussions emphasized the importance
of applying the FAIR principles [9] in near real-time, from data collection to
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long-term storage and reuse. The participants discussed the value of federated
data architectures, which allow each institution to maintain control while en-
abling cross-facility collaboration. There was strong support for tools that can
automatically capture metadata and assess data quality, especially given the
scale and velocity of modern experimental systems. The topic of model sharing
also featured prominently, with federated learning identified as a promising tech-
nique to move models instead of data. This approach not only enhances privacy
and security but also supports scalable collaboration and decentralized innova-
tion. Participants also emphasized the importance of publishing negative results
and retaining rich metadata from autonomous workflows, recognizing that failed
experiments can provide valuable training data and help prevent redundant ex-
ploration.

The role of human oversight in autonomous workflows was a recurring theme
throughout the discussions. While autonomy can reduce manual workload and
improve efficiency, participants stressed the need for well-defined protocols to de-
termine when and where human input should remain essential. Examples from
both experimental and computational workflows illustrated the risks of remov-
ing human judgment too early, especially when safety, credibility, or ethics are
involved. Ethical considerations included the risk of indoctrinated science driven
solely by data, without adequate theoretical grounding, and the potential prop-
agation of bias in AI models trained on unbalanced or simulated datasets. There
was also concern about overreliance on AI systems without a clear understanding
of their limitations. To address these concerns, the group emphasized the need for
transparent decision-making processes, validation mechanisms, and frameworks
that allow scientists to inspect and override automated actions when necessary.

Participants agreed that technological progress must be accompanied by
thoughtful investment in education and community development. Training the
next generation of scientists to work alongside autonomous systems will require
rethinking traditional curricula. Suggestions included integrating AI and data
literacy into scientific education, developing hands-on training with virtual or
simulated laboratories, and creating interdisciplinary programs that blend phys-
ical sciences, computing, and ethics. Beyond education, there was a strong call
to democratize access to autonomous laboratory capabilities. This involves cre-
ating infrastructure that supports collaboration across institutions with vary-
ing resources and ensuring that scientific contributions across communities are
recognized and valued. Community-driven initiatives and open platforms were
identified as crucial tools for promoting equitable participation and advancing
shared progress.
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KEY RECOMMENDATIONS:

– Develop modular and interoperable software interfaces that support integration
across heterogeneous experimental and computational systems.

– Implement federated data management and model sharing frameworks that
enforce the FAIR principles and protect data privacy.

– Establish clear human-in-the-loop protocols to ensure scientific oversight and
accountability in autonomous workflows.

– Redesign scientific education to include AI, data management, and ethics as
core components of training for future researchers.

– Promote an open and collaborative infrastructure to democratize access to
autonomous research tools and broaden community participation.

4 Conclusion

The A2SD-2025 workshop highlighted both the promise and complexity of build-
ing autonomous scientific discovery systems that can operate in various experi-
mental and computational environments. Through a series of presentations and
in-depth discussions, participants identified critical opportunities to advance au-
tonomy in science, including the integration of intelligent agents, the coupling
of digital twins with near real-time decision-making, and the development of
resilient and reproducible workflows. Equally important were the cross-cutting
challenges related to data management, system interoperability, human over-
sight, and fair access. As this field continues to evolve, long-term collaboration
will require collaboration between disciplines, institutions, and communities. The
insights and recommendations of this workshop offer a foundation for shaping a
future in which autonomous systems accelerate discovery while preserving sci-
entific rigor, open access, and trust.
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