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Abstract. The Vera C. Rubin Observatory’s Legacy Survey of Space and 
Time (LSST) Camera is scheduled to start taking data in the summer of 
2025. The Data Release Production will run the LSST Science Pipe 
software at data facilities in the US, France and the UK. The LSST Science 
Pipeline consists of complex directed acyclic graphs (DAGs) of tasks. 
Rubin will use the Production and Distributed Analysis (PanDA) workflow 
and workload management system to orchestrate this complex workflow 
and the distribution of workloads to the data facilities. When run 
end-to-end by a team of data production staff, this processing (the Science 
Pipelines, distributed by the workflow and workload management system) 
is referred to as a 'campaign'. This paper describes the central services and 
data facility specific services that support this multi-site data process 
model, including the service deployment infrastructure, the workload and 
workflow system, the Campaign Management tools, and connection to 
Rubin Data Management. This paper will also mention the experience of 
processing the Rubin Commissioning Camera data. All these are part of the 
effort to scale up the processing capabilities for the expected very large 
data volume from the LSST Camera. 

1​ Introduction 

The NSF-DOE Vera C. Rubin Observatory, funded by the U.S. National Science 
Foundation and the U.S. Department of Energy's Office of Science, including the Legacy 
Survey of Space and Time (LSST) camera which is located at a site in Cerro Pachón, Chile, 
is scheduled to start taking sky images in the summer of 2025. The camera is about 1.65m 
by 3m in size and has a resolution of 3.2-gigapixel. Its large-aperture, wide-field optical 
imager is designed to provide a 3.5-degree field of view, and is sensitive to light with 
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wavelength ranging from 0.3μm to 1μm. The observatory will take a full picture of the 
visible southern sky every few nights. The survey operation will continue for a period of 10 
years [1,2]. 

The LSST camera records science image data using 189 16-megapixel silicon detectors. 
After each 15 to 30 second exposure, these 189 image files will be transferred within 7 
seconds from Cerro Pachón, Chile, to Rubin’s US Data Facility (USDF) within the SLAC 
Shared Science Data Facility (S3DF) at the SLAC National Accelerator Laboratory in 
California, USA. From there two types of processing of the camera data will happen: near 
real time Prompt Processing and Data Release Production (DRP).  

The prompt processing system will detect minute changes in groups of exposures on the 
same area of sky, known as visits. With each visit, prompt processing will compare to 
previous images and a database of known sources and distribute alerts on detected 
transients in under a few minutes. The conceptual picture and current architecture are 
detailed in DMTN-219 [3] and DMTN-260 [4].  

For the Data Release Production, the images will be processed in greater detail in order 
to make high-precision measurements on astronomical objects. These measurements will 
then be made available to science users for analysis. DRP will use the LSST Science 
Pipelines software [5] and will be processed at Rubin’s data facilities in the USDF, in the 
French CC-IN2P3 data facility (FrDF) and in the UK data facilities (UKDF) at the 
University of Lancaster and Rutherford Appleton Laboratory. The DRP will be organized in 
campaigns. Each year, Rubin will process all previous image data with the most current 
version of the Science Pipelines software release in a Data Release Processing campaign. 
The preparation work to this complex, distributed processing at the three data facilities will 
be covered in later sections of this paper. 

2​ Service Infrastructure Supporting the DRP 

Rubin plans to process 35% of the raw data at the USDF, 40% at the FrDF and 25% at the 
UKDF. Both USDF and FrDF will keep a full copy of the raw image data, and the UKDF 
plans to keep the raw image data they processed. USDF will also keep a copy of all data 
products. Each site has already deployed batch systems and disk storage to support the 
DRP. In the case of USDF and FrDF, tape storage will also be used. 

2.1​ DRP Service Components 

Over the last decade, Rubin developed the Batch Production System (BPS) [5] and Data 
Butler [6] to support large-scale data processing. BPS manages batch job submission based 
on job dependency. Data Butler refers to both a data store (including a database to keep 
track of data file locations, type, grouping, etc.) and an API to access those data.  

To support data processing at multiple sites, Rubin DRP adopted a distributed 
computing model developed by the LHC experiments. This model includes the CVMFS [7] 
infrastructure to manage the distribution of software releases and small amount of static 
data such as configuration files, software from the Rucio [8] ecosystem (including Rucio, 
FTS3, XRootD and dCache) for distributed data management, Grid Computing Element 
(CE) [9] as a gateway for remote job submissions, and the Production and Distributed 
Analysis (PanDA) [10] system for workflow/workload management. 

Fig. 1 shows the deployed cyber infrastructure from the service component’s point of 
view. Some of the services/components in Fig. 1 need to be deployed at all data facilities, 
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while others are considered central services that will only need to be deployed at one 
facility. The PanDA system, Rucio system (including FTS3 [11]), VOMS (Virtual 
Organization Management System) and analytic platform OpenSearch are central services 
deployed at the USDF. The CVMFS Stratum 0 (and stratum-1) is a central service deployed 
at the FrDF, and the backup VOMS [12] and FTS3 are central services deployed at the 
UKDF. 

 
Figure 1. Components of Rubin distributed computing infrastructure 

 
The LSST Science Pipeline features a large number of processing tasks in acyclic graphs, 
long and short in processing time, and somewhat hard-to-predict data-dependent memory 
usage. Rubin has selected the PanDA system to orchestrate this complex workflow and to 
manage the distributed workload. The plugin architecture of the BPS software [13] allows 
the PanDA system to be integrated with it as one of its workflow management service 
classes [14], along with other classes such as HTCondor and Parsl.  
​ Note that both the Data Butler and Rucio are disparate data management systems, each 
with different properties and capabilities. Their functions and integration of them at Rubin 
will be presented in another paper [15]. The Grid computing model and its associated X509 
infrastructure are well known technologies [9].  

2.2​ Kubernetes Based Service Deployment Infrastructure at the USDF 

Most central services consist of several components/daemons. Many of them were initially 
designed to run on bare metal machines. However, at the USDF most of them are deployed 
in SLAC’s Kubernetes infrastructure. In this environment, cloud native forms of software 
components are often used. For example, instead of containerizing and deploying a Postgres 
database on its own, the CloudNativePG (CNPG) Kubernetes operator is used to deploy 
databases for PanDA, Rucio and Butler. The use of Kubernetes and the associated CNPG 
operator provide both benefits and challenges: On one hand this cloud native deployment 
enables rapid database deployment, high availability, easy scaling, rolling updates and high 
(hardware) resource utilization. But on the other hand, it increases deployment complexity, 
and it makes it difficult to identify and debug issues because of the added orchestration layer 
between containerized applications and bare metal infrastructure. 

3​ Multi-site Data Release Production 

After an embargo period, and when permitted by policy, raw image data at the USDF will 
be copied from the embargoed storage to the main USDF storage, under a space associated 
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with the Butler repository for the raw data. The Butler’s database will also be populated 
with the appropriate metadata. This point marks the beginning of the first step of the 
multi-site DRP for the raw data.  

3.1​ The Processing Flow of the Multi-site Data Release Production 

Fig. 2 shows the flowchart of the multi-site processing from the USDF to one of the data 
facilities in Europe - either the FrDF or UKDF, designated below as EUDF. Similar 
processing flow also exists (step 2 to 7) in between the two EU data facilities. This 
multi-site processing is built on top of, and uses the components described in section 2.1. 

 
Figure 2. Multi-site DRP processing flowchart. The EUDF represents either the FrDF or the 
UKDF. The Campaign Management Tools will coordinate the processing flow. 

While the movement of raw data (the step 1, 2 and 3 above) will start once the raw data 
leaves the USDF embargo storage, the actual processing (step 4 and later) of the data will 
be organized by campaigns.  

3.2​ Execution of the LSST Science Pipeline 

 

Figure 3. LSST Science Pipeline Stages (four boxes): 1) initial, 2) recalibration, 3) coadds, 4) revisit. 

Step 4 uses the LSST Science Pipelines software to process the data. It runs at all DFs, 
including the USDF. Step 5 and later move data products back to the USDF or to other Data 
Facilities (DFs). 
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3.2.1​ Recapitulation of the LSST Science Pipeline 

The pipeline consists of a long chain of tasks whose output will be used as the next task’s 
input. These tasks are further grouped into subsets, steps, and stages. Fig. 3 shows the 
pipeline tasks in four high level stages 
​ Pipeline execution is not a single linear process. It will fork and form a directed acyclic 
graph (DAG). In LSST, we represent these custom DAGs known as Quantum Graphs. The 
Quantum Graphs are generated at each data facility, based on the data to be processed there 
and the pipeline tasks that will be applied to the data. 

3.2.2​ Orchestration of the Science Pipeline Execution 

Through the BPS submission interface, PanDA will orchestrate execution of pipeline tasks. 
As the backbone of the multi-site processing, PanDA is capable of following complex 
workflows and managing the execution of a high volume of distributed workload. The main 
components and their logical relations within the PanDA system are shown in Fig. 4. The 
following paragraphs give short descriptions of the components relevant to this paper.  

 
Figure 4. The components of the PanDA workflow and workload management system. The 
Campaign Management Tools (the user icon) submit a workflow to iDDS, which generates the 
corresponding tasks. Those tasks are released to the Panda server  (the Panda icon) when their 
dependencies are met. Harvesters will submit pilot jobs to the data facilities via their ARC-CE or 
Condor CE, etc.). Those pilot jobs will ask the Panda Server for tasks to execute. 

 
​ The main function of the iDDS (intelligent data delivery service) is to orchestrate 
workflows. It takes a Quantum Graph and maps it to a managed workflow of tasks. It will 
release a task to the PanDA Server when the task’s dependency is met. 
​ PanDA Server (the “PanDA” in Fig 4.) is a workload management system. It dispatches 
and manages the execution of pipeline tasks, and manages retries if failure happens.  
​ Pilots is a wrapper script around the actual payload. It is what gets run by the batch 
system. It fetches real payload (Science Pipeline tasks) from the Panda Server. It also 
handles the staging of the input and output, and reports back to PanDA the status and 
heartbeat of its execution. 
​ The Harvester functions as a pilot factory. It submits pilots to data facilities’ batch 
system, via the Grid CE or directly to the batch system (when possible). 
PanDA Monitoring allows monitoring the progress of a group of identical pipeline tasks 
(aka, PanDA tasks), and allows diving into the logs of pilot or payload. Some of this 
information is also fed to an OpenSearch analytic cluster at the USDF. 
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3.3​ Orchestrating the Data Release Production Campaign 

Functioning as a command centre, Rubin Campaign Management team will plan, prepare, 
launch and monitor the execution of the DRP campaigns at data facilities. The Campaign 
Management team essentially needs to coordinate all the steps in the multi-site processing 
flowchart (Fig. 2) – not just pipeline processing, but also data (pre)placement and data 
movement.  
​ When it comes to the pipeline processing, the Campaign Management team has its own 
tools for automation, as shown in Fig. 5. 

 
Figure 5. Rubin Campaign Management database and tools to conduct campaigns 

4​ Multi-site DRP Campaign on Rubin Commissioning Camera Data 

Since the beginning of the Science Pipelines development for DRP, we have used Hyper 
Suprime-Cam [16] and simulated LSSTCam data from the DESC Collaboration for testing 
purposes. We also use them to test our multi-site processing deployment and capabilities. 
From 24-Oct-2024 to 12-Dec-2024, the Vera C. Rubin Observatory took a survey with the 
full mirrors and telescope in place but used a Commissioning Camera (ComCam) [17]. The 
ComCam is similar to the LSST Camera but has only 9 16-megapixel silicon detectors (in a 
3x3 matrix). Those CCD images were processed using the PanDA based multi-site 
infrastructure at the USDF. The processing was smooth with few glitches. Fig. 6 shows the 
usage of computer cores and estimated timeline of the LSST science pipeline steps at the 
USDF during one day of such processing.  
​ Given the limited data volume, the DRP processing of these data was run at the USDF. 
The LSST Science Pipelines software, the PanDA system, the Campaign Management 
tooling, BPS and Data Butler were used, but data movement between multiple sites was not. 
Nonetheless, this exercise demonstrated the successful integration of the involved 
components. The processing turnaround time was about one day, and that made it easy to 
test science code changes. 
​ This processing exercise also provided a valuable view into the intrinsic characteristics 
of the Rubin processing: step 1, 4 and 5 have millions of short duration jobs at around 2 
minutes but step 2 and 3 have hundreds of long duration jobs (~12 hours). Rubin is looking 
into grouping those short jobs into clusters to improve efficiency.  
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Figure 6. Computer core used at the USDF for one day processing of the ComCam data, with a 
rough estimation of processing timeline for each of the high-level Science Pipeline steps. Due to 
the rapid evolution of the LSST Science Pipeline software, these steps do not match the newer 
stages and steps described in Fig. 3.  

 
5​ Conclusions 
 
The successful processing of the ComCam data at the USDF, along with the progress made 
on data movement are good indications that Rubin’s choice of distributed DRP architecture 
fits its needs, and the multi-site processing is starting to all work together.  
​ Compared to the Commissioning Camera, the LSST Camera has 21 times more CCD 
image detectors. The LSST Camera will take images every night when weather permits, and 
the DRP will only have a 200-day per year window to (re)process all previous raw data 
using new Science Pipelines software. Therefore continuous improvement of the science 
code, PanDA, Rucio, Campaign Management tools, and reliable and high-performance data 
facilities are vital to the success of DRP. Rubin is planning on several phases of large-scale 
multi-site processing campaigns. The goal is to sharpen software components, hone 
operational procedures, and be ready when the real data comes. 
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