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Abstract—Internet of Things (IoT) and Edge Computing (EC)
are rapidly becoming an integral part of the modern society.
By 2030, there is estimated to be over 40 billion active and
connected IoT devices [1]. This rapid progress also comes with
a significant implication on cybersecurity. Back-end infrastruc-
ture and systems have a much broader attack than they did
previously due to vulnerable IoT/EC devices being connected to
wireless networks. This expanding attack surface is a growing
concern because IoT/EC are increasingly being used in critical
systems such as power grids, health care, and smart homes.
To effectively address a problem of this scale, cognitive cyber
methods—which can autonomously detect and react to cyber
attacks as they develop—are needed. To address this, we bring
Artificial Intelligence (AI) and Machine Learning (ML) to IoT/EC
devices, using tinyML to monitor voluminous IoT data against
cyber threats, and using Federated Learning (FL) to share local
detection knowledge across the system while preserving privacy.
We propose a novel three-layer architecture: (1) an IoT layer
for tinyML-based inference, (2) an edge layer for ML model
training, and (3) a cloud layer for FL operations. Using the
publicly available 11-class N-BaloT dataset [2], we demonstrate
that this architecture mitigates resource constraints at the IoT
layer while improving detection accuracy over standard two-
layer designs. An outlier-resistant scaler, feature reduction, and
quantization enable the tinyML model to maintain detection
accuracy with a reduced model size. Additionally, federated
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learning that only utilizes the intersection (across heterogenous
devices) of the reduced feature set achieves superior detection
accuracy compared to locally trained models.

Index Terms—federated learning, tinyML, IoT intrusion de-
tection, cognitive cyber, IoT security architecture

I. INTRODUCTION

The ubiquity of IoT/EC devices underscores their critical
role in our computing infrastructure, fundamentally driving
unprecedented levels of connectivity and efficiency in our daily
lives. However, out of the 40 billion IoT devices expected
to be connected by 2030, over half may be vulnerable to
cyber-attacks [3]. IoT/EC vulnerabilities are being exploited
in sophisticated multi-step campaigns with devastating effects
that spread across the broader system of systems (e.g., data
centers or smart grid ecosystems). For example, the 2013
Target data breach [4] that led to large-scale cyber fraud and
compromised more than 41 million customer accounts. The
multi-step campaign leveraged a virus compromise of Point
of Sales IoT/EC devices, illustrating how IoT/EC vulnera-
bilities allow adversaries to bypass security of a large-scale
enterprise even when traditional intrusion routes are well-
defended. Another example is Mirai malware and its variants
that launched distributed denial-of-service (DDOS) attacks
from IoT almost crippling the Internet in 2016, endangering
both critical systems and human lives [5].

Detection of IoT/EC-level attacks remains a challenge since
it needs to be performed at the local device to enable low-
latency decision making and privacy of local network traffic.
For example, the N-BaloT [2] dataset contains both normal
and attack network traffic from nine commercial IoT devices
during Mirai and Bashlite family botnet attacks. Principal
Component Analysis on N-BaloT shows observable network
traffic differs from device to device [6], due to IoT device-
to-device communication patterns and intrinsic characteristics
differences (e.g., manufacturers, types, functionalities). This



visibility constraint implies detection must take place locally,
yet today’s IoT lacks intelligence to recognize threats, es-
pecially zero-day exploits. In addition to the challenge of
on-device intelligent detection, yet another challenge is to
accurately process a myriad of diverse, multi-mode data across
heterogeneous IoT [7]. This leads us to examine AI/ML
approaches to help address the issues.

The Internet of Things Cybersecurity Improvement Act of
2020 (Public Law No: 116-207, H.R. 1668) mandates National
Institute of Standards and Technology (NIST) and the Office of
Management and Budget (OMB) to enhance IoT cybersecurity.
As ToT/EC adoption expands across critical infrastructure,
including smart grids and distributed energy resources (DER),
ensuring robust security measures becomes increasingly vi-
tal. Even IoT-enabled smart homes, as extensions of larger
networked systems, introduce new attack vectors. Our goal
is to provide cognitive cyber detection and adaptive response
capabilities to address these emerging threats..

II. RELATED WORK
A. TinyML

TinyML, an approach that enables ML on ultra-low power
devices, has emerged as a highly active research area [8].
The goal of applying tinyML on IoT devices is to meet the
memory and computational limitation of IoT/MCU devices,
while maintaining models’ accuracy [9].

While tinyML has witnessed applications in diverse fields
such as healthcare, agriculture, transportation, and surveil-
lance [10], its potential in cyber threat detection and network
traffic anomaly detection has been relatively underexplored
[11], [12]. In [11], a Naive Bayes based tinyML model is
employed to predict threats from IoT log data, in conjunction
with MITRE’s published cybersecurity vulnerabilities. An-
other study [12] compares the energy consumption of various
ML models in cloud, edge, and tinyML inferences at MCUs
for IoT intrusion detection. Other works also explored com-
pressed ML models to realize on-device intrusion detection
without using the term “tinyML” [6], [13]. However, none
of these works treats the device and data heterogeneity issue
DRIFT faces. As noted in [8], it is challenging to adopt a
specific tinyML model in a heterogeneous IoT environment,
and this requires more research.

B. Federated Learning

Federated learning (FL) [14]-[16] is a machine learning
paradigm that builds a global predictive model on a central
server from data distributed on multiple local devices. On the
central server, FL iteratively aggregates local models trained
with the computation resource on the local devices to obtain
the global model, which is expected to be more generalizable
and robust than each of the local models after the aggregation.
FL differs from traditional distributed optimization in that FL
does not require sharing the local data on each device with
either the server or other local devices and that the privacy of
each local dataset should be protected. In the context of cyber-
security, keeping the data local implies the reduction of attack

surface and communication cost. Given the growing number
of IoT and edge devices, the communication cost could easily
be the computational bottleneck for training machine learning
models from data distributed on these devices, which makes
FL well-suited for realizing practical machine learning assisted
cybersecurity enhancement tools. This feature also enables FL
to perform machine learning tasks on private, sensitive data.
In fact, many recent works on FL have been focusing on the
protection of data privacy [17]-[19], including healthcare data
[20], [21], audio recording data [22], [23] and household smart
meter data [24], [25]. Applying FL to detect cybersecurity
attacks on distributed systems has recently gained attention
[26], [27]. Existing work has shown that FL is able to provide
a global model that outperforms the local models. Many of
the existing work use variants of a classical FL method,
Federated averaging (FedAvg) [28], which computes the global
model parameters as a weighted average of the local model
parameters and thus requires that the local ML models share
the same architecture. Therefore, for tinyML models that share
both model architecture and prediction tasks, standard FL
techniques are well-positioned that we expect them to give a
boost in model accuracy over each individually trained model.

C. Federated Learning with tinyML for loT

Existing works targeting resource-constrained devices, such
as IoT or edge devices, often focus on either tinyML or FL
independently, as noted in [29]. While recent research has
explored the intersection of tinyML and FL, none have directly
addressed intrusion detection in IoT or edge devices.

For example, Ren et al. leverage FL and meta-learning to
adapt an image recognition neural network (NN) for audio
keyword recognition in a tinyML setting [30]. This work
highlights the adaptability of models across domains, but does
not consider security applications in IoT. Similarly, Ficco et
al. focus on local classification and regression tasks for IoT
devices using tinyML on an ECG heartbeat dataset, with FL
facilitating privacy-preserving cloud-based training [31]. Their
work uniquely combines FL with transfer learning, to enable
the reuse of FL-enhanced models for device-specific tasks.
Kopparapu et al. focus on an open-source FL implementa-
tion designed for resource-constrained IoT devices, such as
microcontroller units (MCUs) and small CPU-based devices
and demonstrates the feasibility of FL for distributed learning
in IoT environments [32]. A gap exists applying Federated
tinyML to IoT intrusion detection, which is the focus of this

paper.
III. DRIFT ARCHITECTURE

By utilizing tinyML and the collective learning framework
FL, our research premise is that DRIFT will enhance IoT
devices’ cognitive intelligence for smart detection and adaptive
defense, thus improving overall IoT network resilience and
security against cyber-attacks. Figure 1 illustrates DRIFT
operates at three layers of infrastructure abstraction: [ocT/MCU,
edge, and cloud/enterprise. We differentiate the more powerful
edge layer (e.g., home routers, gateways) from the less capable
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Fig. 1. DRIFT conceptual architecture at three layers: IoT/MCU, edge, and
cloud/Enterprise

IoT/MCU devices (e.g., smart appliances) as a majority of
today’s tinyML approaches perform computation intensive ML
training on edge devices and less demanding trained-models
inference on IoT/MCU devices. We further envision and
design DRIFT to execute adaptive knowledge-based defense
countermeasures at the edge level

o At the lowest IoT/MCU layer where cyber-attacks occur,
multiple devices run tinyML models monitoring network
traffic and neighbor activities to detect anomalies and
attacks. The data are sent to the edge layer for training.

« In the middle edge layer, tinyML models are trained and
optimized. The models are passed downward to IoT/MCU
for inference execution detecting attacks, and they are
also passed upward to FL for global model enhance-
ment and re-distribution. Edge also performs adaptive
knowledge-based responses against detected anomalies
and/or attacks.

« In the cloud/enterprise layer, FL aggregates multitude of
tinyML models, generates, and re-distributes enhanced
global models to achieve detection knowledge propaga-
tion and improve system-side detection performance.

Advantages of the DRIFT three-layer architecture: The DRIFT
architecture comprises an FL server at the cloud layer and
FL clients at the edge layer. Each edge node (i.e., an FL
client) aggregates data from IoT/MCU devices within its local
environment and trains a model on the collected data. By
offloading local training from IocT/MCU devices to resource-
rich edge nodes, the DRIFT architecture not only alleviates the
resource constraints of IoT devices but also reduces commu-
nication bandwidth with the FL server, when compared to the
standard two-layer FL architecture where IoT devices act as FL
clients [29], [31]. Additionally, this approach has the potential
to improve the detection accuracy due to the aggregated data
at the edges, as demonstrated by the experimental results in
Section V-B2.

A. TinyML

In the context of Internet of Things (IoT) and Microcon-
troller Unit (MCU) layers, there are inherent limitations in

computational resources, including processing power, memory,
and storage. IoT devices, especially those based on MCUs, of-
ten lack the processing capacity needed for complex machine
learning models, making them unsuitable for direct model
training. Consequently, model training is typically performed
at the edge layer, where devices with more computational
resources are available. This edge layer can include gateways,
servers, or even cloud platforms that aggregate and process
data from IoT devices, allowing for more computationally
intensive tasks like model training.

However, even after training at the edge, the resulting
models must be deployed back onto IoT devices for real-time
inference, and this introduces another challenge: model size.
Although the model might perform well on the edge, it must
be small and efficient enough to fit the memory and processing
limitations of the IoT device during inference.

To address this, we explore feature selection methods in
this paper for model reduction. Compared to model optimiza-
tion techniques such as quantization, pruning, and knowl-
edge distillation, proper feature selection not only can reduce
the complexity and size of the model, but can also save
computational energy in constructing and preprocessing (such
as normalization) of these features. Feature selection tech-
niques, such as those based on statistical metrics or tree-based
methods, help identify and retain only the most informative
features, leading to a smaller model that can be efficiently
deployed on resource-constrained devices. This reduction not
only optimizes the inference speed but also reduces the mem-
ory footprint, making it feasible for deployment on IoT/MCU
layers with minimal computational overhead. In our work, we
explore various feature selection strategies to enable the cre-
ation of smaller, more efficient models that can perform well
on resource-limited IoT devices without sacrificing accuracy.

B. Federated learning

In the DRIFT architecture, FL is performed between the
edge layer with the edge devices as distributed clients and the
cloud/enterprise layer with a global server which aggregates
the tinyML models trained on individual edge devices. FL is an
essential component in the DRIFT architecture because it can
propagate knowledge about malicious network traffic between
edge devices without sharing potentially private or sensitive
traffic data. This advantage becomes particularly important,
as demonstrated in the experiments in Section V-B2, when
different edge devices observe different types of attacks, which
is a common scenario in a distributed environment.

The heterogeneity of device data poses unique challenges
in FL algorithms. For example, the well-known client drift
effect shows that the deviation of the global model learned in
FL from the one learned in a centralized setting increases as
the data become more heterogeneous among the distributed
devices. In this work, we investigate the impacts on model
accuracy from scalers and feature selections in the data
preprocessing stage when the data are heterogeneous. These
factors are often overlooked in FL tests on well-established
benchmarks, such as MNIST, CIFAR10, and ImageNet, for



which proper global preprocessing steps are easily obtain-
able from prior knowledge. However, in the network traffic
data considered in this work, a unified preprocessor is often
not available apriori. With results from the study of data
preprocessing for network traffic data, we demonstrate the
effectiveness of FL on the DRIFT architecture in the numerical
experiments reported in Section V-B2.

IV. TINYML FEATURE SELECTION
A. Network traffic features

Temporal-statistical features are essential in network traffic
analysis for intrusion detection, as they help identify abnormal
patterns in traffic behavior that may signal malicious activities.
For example, attackers often exhibit distinct traffic patterns,
such as sudden spikes in packet frequency or irregular com-
munication bursts, which differ from normal behavior.

The Kitsune feature extraction [33] is an on-line, scalable
approach to calculate temporal statistics from network traffic
flows. It employs a damped window to maintain incremental
statistics over time, where older statistics are gradually phased
out and recent changes in network behavior manifest. This
method is memory-efficient as it allows outdated statistics
to be discarded once their dampening weight reaches zero,
reducing the memory footprint for high-speed data process-
ing. We employed Kisune feature extraction on raw pcap
files to generated 115 features, i.e., 23 features in each of
the five different dampening windows. The features include
multiple statistical metrics such as mean, jitter, covariance of
the arriving packet’ source MAC and IP address, source IP
address, source and destination IP address pair, and source
and destination TCP/UDP socket pair.

B. Feature selection algorithms

In this study, we use four different feature selection methods
to identify the most relevant features for intrusion detection in
IoT networks as follows.

1) Mutual Information: Mutual information (1) measures
the amount of information shared between two variables, quan-
tifying how much knowing one reduces variable uncertainty
about the other. It is especially useful for detecting non-
linear relationships between features and the target. The higher
mutual information between a feature and the target, the more
important a feature to predict the target.

MI(X,Y)=H(X)+ H(Y) - H(X,Y) (1)

where H(X), H(Y) are the marginal entropy of X (features)
and Y (target) and H(X,Y") si the joint entropy.

2) Analysis of Variance (ANOVA) F-statistics: The ANOVA
F-statistic tests whether the means of multiple groups are
significantly different. The method compares the variance
between the different class groups to the variance within each

group.
Between-group variance

Within-group variance

The between-group variance captures the variance of the class
means relative to the overall mean, while the within-group

variance measures the compactness within each class. A higher
F-statistic with a feature indicates a a larger distance between
the classes with a smaller variance within a class. Therefore,
the higher the F statistics, the better thetter the discriminative
power the feature has between classes.

3) Tree-based feature importance: Tree-based models like
Random Forest or Gradient Boosting Machines assign feature
importance by measuring how much each feature reduces the
model’s impurity or error during the splitting process. Impurity
refers to a measure of data heterogeneity, the lower impurity
indicates more homogeneity, i.e., more data points belong to
the same set. For example, Gini impurity at a splitting node is
defined as 1 — 210:1 p;2 where p; is the proportion of samples
of class ¢ in the node and C' is the number of classes. Each
tree in the ensemble splits the data using features that reduce
impurity, and the importance of a feature is calculated based
on the average reduction in impurity across all trees.

4) Shapley Values: Shapley values, derived from coop-
erative game theory, provide a fair method to allocate the
contribution of each characteristic to the prediction of the
model of the model [34]. The values consider all possible
subsets of features and compute the marginal contribution of
each feature to the prediction.

sw=1 5 ("g!) wEuEn -
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where ¢;(v) is the Shapley value for feature 4, v(s) is the
model’s prediction for a subset of feature S, N denotes the
set of all features.

The Shapley value computes the average contribution of
each feature over all possible combinations, accounting for
interactions between features. This makes it a comprehensive
and interpretable method for the importance of features.

V. NUMERICAL/EXPERIMENTAL RESULTS
A. Problem setting

1) Dataset: In this paper, we demonstrate the performance
of the DRIFT architecture on network attack classification
tasks from network traffics. We consider the N-BaloT dataset
[2], which contains network traffic data from nine different
IoT devices, including doorbells, baby monitors, and security
cameras with ten different types of network attacks labeled to-
gether with the regular benign traffic. The ten types of attacks
are from two IoT malware families: Mirai and BASHLITE
(Gafgyt), each of which is further categorized into five variants
based on their attack methods. For Mirai, there are Scan
(botnet robes during the reconnaissance), ACK (ACK flood),
Syn (Syn flood), UDP (UDP flood) and UDPplain (UDP flood
without payload) attacks data, while BASHLITE attack data
include Scan, Combo (hybrid TCP/ACK/PSH flood), Junk
(floods with random service), UDP, and TCP flood data. The
N-BaloT dataset comprises 115 statistical features constructed
from raw network traffic using Kitsune feature extraction
method [33] as described in Section IV-A. The N-BaloT
dataset is widely used to train ML models to detect IoT



botnet attacks and serves as a benchmark to evaluate intrusion
detection systems targeting such threats [6], [35].

2) Model and training configuration: To ensure that the
learned classifier can be trained and deployed on the edge
devices, we use a small multilayer perceptron (MLP) with only
one hidden layer of width 100 as the classifier. This results
in 12,711 parameters (~60 KB) when all 115 features are
used. In the feature selection experiments in Section V-B1, the
Multi-Layer Perceptron (MLP) classifier is implemented and
trained using the scikit-learn package [36] in Python,
whereas in the FL experiments in Section V-B2, the MLP
is implemented in TensorFlow [37], the federated environ-
ment is simulated using the Flower framework [38], and
the model quantization is performed under the TensorFlow
Lite framework. In all tests, the MLPs are trained with
the Adam optimizer with a constant learning rate 0.001. The
categorical cross-entropy loss function is used in the training,
where as the MLP performance metric is the categorical
classification accuracy.

B. Numerical experiments

1) Preprocessing and feature selection: This section inves-
tigates the features in the N-BaloT dataset to improve the
accuracy and reduce the size of MLP classification models,
which builds the foundation of the FL study in the next section.

In all tests considered in this work, the data
are preprocessed by applying a quantile transformer
(QuentileTransformer () in scikit-learn) with
a standard normal (Gaussian) distribution to each feature.
This choice is motivated from the fact that the outliers in
the N-BaloT dataset can severely skew the commonly used
standard scaler (StandardScaler () in scikit-learn),
resulting in inaccurate classification for MLP models. Figure 2
illustrates the confusion matrices from MLP models trained
on data preprocessed with the standard scaler (left) and the
quantile transformer (right).

Contusion Matrix using Standard scaler Confusion Matrix using QuantileTransformer scaler
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Fig. 2. Confusion matrices of MLP models with a standard scaler (left) and a
quantile transformer (right). By using an outlier-resistant quantile transformer,
the MLP is able to differentiates between gafgyt_tcp and gafgyt_udp attacks
when a standard scaler fails.

As shown in Figure 3, among the four evaluated feature
selection methods, the Random Forest (RF) importance-based
method performed the best, achieving 95% accuracy with only
five features. In contrast, ANOVA yielded the poorest results.
Although Shapley value-based feature selection (FS) achieved

an accuracy comparable to mutual information-based FS, it
requires a preliminary model (similar to tree-based importance
FS) and involves costly Shapley value computations. There-
fore, for our FL experiments, we selected the tree-based impor-
tance method (highest accuracy) and mutual information-based
FS (second-best accuracy with lower computational overhead).

Accuracy scores based on difference features selection methods
10 . Mutual Info

B ANOVA-F
BN SHAP values
WM RF importance

Accuracy

10
Number of Features

Fig. 3. Comparison of accuracy using four feature selection methods.

In the FL tests in Section V-B2, we consider both the
mutual information-based FS and the RF importance-based
FS methods to reduce the number of features used in FL. The
details of FS in the FL setting are discussed in the next section.

2) Federated learning: In this section, we demonstrate the
advantage of the DRIFT architecture by performing FL on the
N-BaloT dataset for network attack classification. We consider
the scenario that the nine IoT devices in the N-BaloT dataset
are partitioned into three groups, each connects to an EC
device. FL is then performed among the three EC devices
(EC1, EC2, and EC3) and a server to learn a global classifier
for network attack classification. The connection between the
EC devices and the IoT devices in the N-BaloT dataset is given
in Table I, where we numbered the IoT devices considered

in the N-BaloT dataset as IoTl1, ..., I0T9, to simplify the
presentation.
IoT1 | Danmini_Doorbell
EC1 IoT2 | Philips_B120N10_Baby_Monitor
IoT3 | SimpleHome_XCS7_1002_WHT_Security_Camera
IoT4 | SimpleHome_XCS7_1003_WHT_Security_Camera
EC2 ToT5 | Ennio_Doorbell
IoT6 | Samsung_SNH_1011_N_Webcam
IoT7 | Ecobee_Thermostat
EC3 | IoT8 | Provision_PT_737E_Security_Camera
IoT9 | Provision_PT_838_Security_Camera

TABLE I
APPLICATION OF DRIFT ARCHITECTURE TO THE IOT DEVICES
CONSIDERED IN THE N-BAIOT DATASET — THREE EDGE DEVICES ARE
CONNECTED TO FOUR, TWO, AND THREE IOT DEVICES, RESPECTIVELY.

This choice of EC-IoT connection is to promote the hetero-
geneity of local data on each EC. Specifically, both IoT5 and
I0T6 connected to EC2 only see the benign and Gafgyt types
of traffics while missing Mirai types of attacks as shown in
Table II, where the total number of local data collected from
each IoT device and the ratio of traffic classes are reported.



traffic class IoTl 10T2 10T3 I[0oT4 IoT5 IoT6 IoT7 IoT8 IoT9
benign 49% 16.0% 54% 2.3% 11.0% 13.9% 1.6% 7.5% 11.8%
gafgyt_scan | 29% 25% 32% 34% T9% 74% 33% 3.5% 34%
gafgyt_tcp 9.0% 84% 103% 11.5% 28.6% 26.1% 11.4% 12.6% 10.7%
gafgyt udp |104% 9.6% 12.0% 12.1% 29.2% 29.5% 12.5% 12.6% 12.5%
gafgyt_junk | 29% 2.6% 33% 32% 84% 15% 3.6% 37% 3.5%
gafgyt_combo | 5.9% 53% 63% 7.0% 149% 15.6% 63% 74% 6.9%
mirai_syn |12.0% 10.8% 14.6% 144% 0.0% 0.0% 14.0% 79% 7.4%
mirai_scan [ 10.6% 9.4% 53% 51% 0.0% 0.0% 52% 11.7% 11.6%
mirai_udpplain| 8.1% 7.4% 9.1% 99% 0.0% 0.0% 105% 6.8% 6.4%
mirai_ack [ 10.0% 8.3% 12.9% 12.6% 0.0% 0.0% 13.6% 7.3% 6.9%
mirai_udp |23.3% 19.8% 17.6% 18.5% 0.0% 0.0% 18.1% 18.9% 19.0%
# of data 1.02M 1.10M 0.86M 0.85M 0.36M 0.38M 0.84M 0.83M 0.84M
TABLE II

LocAL IOT TRAFFIC DATA AMOUNT AND TRAFFIC-CLASS-DISTRIBUTION

IN THE N-BAIOT DATASET — MOST DEVICES OBSERVE ALL 11 CLASSES

OF NETWORK TRAFFIC, WITH THE EXCEPTION OF IOT5 AND I0T6, WHICH
DO NOT OBSERVE ANY MIRAI-TYPE TRAFFICS.

Feature Local trainin;
selection Accuracy ECl1 EC2 y EC3 FL
all local val. | 99.54%  99.85%  99.66% | 99.87%
features global test | 96.51% 4533%  96.79% | 99.75%
mutual local val. | 99.62%  99.38%  99.55% | 98.45%
information | global test | 92.45% 44.03%  96.73% | 97.35%
RF local val. | 99.54%  98.92%  99.44% | 97.42%
importance | global test | 91.82%  45.71%  96.49% | 96.06%
TABLE III

TINYML MODEL ACCURACY COMPARISON IN DRIFT ARCHITECTURE —
CLASSIFICATION ACCURACY OF LOCALLY TRAINED MLP MODELS AND
FL MLP MODELS ON BOTH THE LOCAL VALIDATION AND THE GLOBAL

TEST DATASETS ARE REPORTED.

We compare the accuracy of MLP classifiers trained on
each EC devices with only the local data to the ones of MLP
classifiers learned by applying FL to the three EC devices. In
these tests, the local data on each device are split into disjoint
training, validation, and test datasets via stratified uniformly
random sampling based on the traffic class label. The sizes
of the validation and test datasets are 20% and 10% of the
corresponding local datasets, respectively. As for the training
datasets, instead of using the remaining 70% of the data, we
only use 0.1% of the local data in the training. This choice
is justified by the nearly perfect classification results on the
validation and test datasets reported in this section.! A global
test dataset is then constructed by jointing the testing datasets
from all nine IoT devices. The global test dataset includes
network traffic data for all 11 classes and is of size 10% of
the entire N-BaloT dataset. We use the classification accuracy
on this global test set as the primary metric of the model
performance.

In these tests, all feature are preprocessed with a quantile
transformer with standard normal (Gaussian) distribution as
described in Section V-B1 to mitigate the impact of outliers.
To avoid leakage of global information, we apply the quantile
transformer fit for the training dataset on EC1 to process the
data on each EC device. We also consider three FS approaches
— (i) selecting all features, (ii) mutual information-based FS,
and (iii) RF importance-based FS — in the tests. For (ii) and
(iii), FS is performed on each of the IoT devices and select

I'The fact that all 11 classes can be well-classified by using only 0.1% of
the data indicates potential data redundancy in the N-BaloT dataset, which
warrants further investigation but is beyond the scope of the current work.

40 features. To ensure the features on each FL client are
consistent, we take the intersection of the 40 features selected
on each of the IoT devices as the final selected feature set.
This process results in 26 and 24 (out of 115) features for
the mutual information-based and RF importance-based FS
methods, respectively.

The classification accuracy of the MLP models trained
locally or via FL are given in Table III, where both the
accuracies on the associated local validation dataset and on
the global test dataset are reported. The local MLP models
(columns EC1, EC2, and EC3 in Table III) are trained with 50
epochs under configurations described in Section V-A2. In the
FL setting (column FL in Table III), the global MLP models
are trained via FL with 50 communication/aggregation rounds.
Each communication round includes the local update stage, in
which the three EC devices take one local epoch to optimize
the local MLP model based on local training data, and the
aggregation stage, in which the EC devices communicate the
updated local model parameters to the server for aggregation.
In this work, we use the FedAvg algorithm proposed in [28] as
the FL algorithm, where the aggregation is a simple weighted
averaging of the local model weights.

The results in Table III show that, even with nearly perfect
local validation accuracies, the local MLP models trained on
EC2 has significantly lower global test accuracy, due to the
missing Mirai attack classes on the local EC2 dataset. The FL
results demonstrate that FL can aggregate local information
and leads to superior global test accuracy than models trained
locally. This conclusion holds for all three feature selection
approaches considered in this work.

We further investigate the scenario that when each of the
IoT devices is directly connected to the server, i.e., when
there is no EC layer. In this case, FL is performed across the
nine IoT devices directly without passing through EC devices.
The MLP classifiers are trained both locally and via FL in
this standard two-layer architecture under the same training
configuration as the tests on the DRIFT architecture reported
in Table III. The resulting model accuracy are reported in Ta-
ble IV. Observations from Table IV include (i) IoT5 and IoT6
still have much lower global test accuracy than local validation
accuracy, due to the lack of Mirai related traffic data, (ii) all
IoT devices show global test accuracy than local validation
accuracy indicating an increase of data heterogeneity in this
scenario, (iii) the FL. MLP model accuracy is noticeably higher
than the ones from local training, and (iv) the resulting FL
models are not as accurate as their counterparts trained under
the DRIFT architecture in Table III, especially when feature
selection is incorporated.

Finally, we perform quantization of the learned FL models
to further compress the model size of deployments on MCUs.
The quantization process converts MLP parameters from 32
bit floats to 8 bit integers via converters provided in the
TensorFlow Lite package. The resulting model size and
performance are reported in Table V, which shows that model
quantization results in around 4x compression as expected
with minimal impact to the global test accuracy. This result



Feature Accuracy Local training FL
selection IoT1 IoT2 IoT3 IoT4 I0T5 10T6 10T7 IoT8 10T9
all local val. | 99.16%  100.0%  98.48%  98.48% 99.07% 9691%  98.32%  98.15%  99.49% | 97.70%
features global test | 77.43%  86.03%  82.16% 73.97% 42.21% 36.14% 81.35% 78.27% 83.54% | 97.52%
mutual local val. | 98.48%  98.65% 96.46%  96.80% 98.46% 97.53% 97.64% 97.81% 97.14% | 91.19%
information | global test | 77.65%  79.23%  77.83% 81.79%  46.10% 42.02% 80.27% 82.70% 80.41% | 89.37%
RF local val. | 98.32%  99.33% 97.64% 9731% 98.77% 98.77%  98.15%  98.82%  98.82% | 89.84%
importance | global test | 78.30%  78.00%  80.79%  82.60%  45.59% 42.59%  81.06% 77.56% 78.96% | 86.81%
TABLE IV

TINYML MODEL ACCURACY COMPARISON IN STANDARD TWO-LAYER ARCHITECTURE.

indicates that model quantization is an effective approach to
compress the model size when the memory on MCU is limited.

mutual information RF importance

‘ all features ‘
model X X R
acc. size acc. size acc. size
original 99.75%  62KB | 97.35% 27KB 96.06%  26KB
quantized | 99.38% 15KB | 97.32% 6KB 95.82% 6KB
'ABLE V

MODEL QUANTIZATION RESULTS IN 4X COMPRESSION OF MODEL SIZE
WITH MINIMAL IMPACTS ON THE GLOBAL TEST ACCURACY.

VI. CONCLUSION AND DISCUSSION

To integrate AI/ML into IoT/EC for effective cybersecurity
intrusion detection, we presented and validated a three-layer
(tinyML + FL) architecture that achieves higher botnet de-
tection accuracy than local models alone, using the 11-class
N-BaloT dataset. Our approach demonstrated that a quantized,
feature-reduced tinyML model on IoT devices preserves detec-
tion accuracy, while FL leveraging the intersection of reduced
feature sets maintains detection accuracy. The IoT network
attack classification performance was enhanced utilizing an
outlier resistant scaler. While our paper validated this three-
layer intelligent IoT/EC approach over cybersecurity intrusion
detection, we also foresee the applicability of such multi-layer
(tinyML+FL) framework effective over additional application
domains such as smart grid, smart factory monitoring, and
systematic sensing. Future research will assess real-time de-
ployment factors such as latency and energy use, along with
the model’s robustness to varying conditions and its scalability
in complex environments.
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