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ABSTRACT

United States critical infrastructure entities are increasingly targeted by motivated and
capable threat actors and must be prepared to assess and treat a diverse range of cyber risks.
Consequently, this necessitates some form of analytical process to evaluate risks and inform cyber
security investment decisions. A potential solution for structuring cyber risk evaluation exists within
the field of sovereign credit ratings — where agencies employ mature approaches that integrate
quantitative and qualitative data to produce a singular value of assessment. Adapting such
approaches, we present a novel criterion and methodology for measuring and communicating the
likelihood element of cyber risk. The methodology is composed of three sequential phases: a
quantitative baseline organized by distinct capability frames, a bounded qualitative adjustment per
frame, and a greater-bounded qualitative adjustment spanning the entire process. The process
culminates in publication of a cyber capability rating that communicates a critical infrastructure
entity’s ability and willingness to mitigate discontinuous function due to cyberattack.
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SEC Securities and Exchange Commission
UN ITU United Nations International Telecommunication Union
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1. INTRODUCTION AND BACKGROUND

Evaluating cyber risk has become increasingly important amidst the prevalence of motivated
and capable threat actors targeting critical infrastructure within the United States. Consequences that
can be attributed to malicious threat actors include network shutdowns (Center for Strategic &
International Studies [CSIS], 2022), nuclear power plant safety monitors disabled (Government
Accountability Office [GAO], 20006), and emergency service call center disruptions (GAO, 2005).
Such examples represent observed, attributable incidents; but the potential for incidents that yield
even greater consequences remains. The pipeline industry offers a concise example. Pipelines have
been subject to numerous government cybersecurity alerts (Parfomak & Jaikaran, 2021) regarding
threat actor behavior and vulnerabilities. Concurrently, pipelines have exhibiting severe
consequences such as environmental damage, destruction of homes, and loss of life (Parfomak,
2012) due to latent control operation dysfunction. Such consequences, though non-intentional,
represent possible outcomes that threat actors can attain through access to control systems that are
inherent to many critical infrastructure operations. The potential for severe consequences will
continue to exist and critical infrastructure entities must be prepared to assess and treat a diverse
range of cyber risks. Thus, some form of analytical process to evaluate risk and inform cybersecurity
investment decisions is necessary.

A potential solution for structuring cyber risk evaluation exists within the field of sovereign
credit ratings — where agencies employ mature approaches that integrate quantitative and qualitative
data to produce a singular value of assessment. Sovereign credit ratings have existed since the early
1900’s, when seminal agencies Moody’s, Poor’s Publishing, and Standard Statistics issued their first
ratings (Bhatia, 2002). Since then, the market for ratings has expanded to encompass a multitude of
issuers authorized by U.S. Securities and Exchange Commission (SEC) as Nationally Recognized
Statistical Rating Organizations (NRSRO) or authorized by the European Securities and Markets
Authority (ESMA) as Credit Rating Agencies (CRA). Across issuers, the integration of quantitative
and qualitative data is a key methodological feature and has been found to generate significantly
more accurate default predictions than single use of either data type (Grunert, Norden, & Weber,
2005) and that qualitative data is informative to predicting default over short time horizons (De
Moor, Luitel, Sercu, & Vanpée, 2018). Though shortcomings are documented in the form of
qualitative bias — positive bias toward home or economically and culturally proximate sovereigns and
negative bias toward foreign sovereigns that are economically and culturally distant (Fuchs &
Gehring, 2017, Luitel, Vanpée, & De Moor, 2016). Differences in methodology aside, such ratings
seek to capture a sovereign entity’s ability and willingness to honor debt obligations in full and on
time. Investors reference sovereign credit ratings when making investment decisions in debt
instruments issued by sovereign entities around the world.

We propose that a similar structure to those observed in credit rating methodologies can be
applied to the challenge of evaluating cyber risk to critical infrastructure entities. A cyber capability
rating (CCR) would communicate the critical infrastructure entity’s ability and willingness to mitigate
discontinuous function due to cyberattack. We preserve the phrase ability and willingness because it conveys
not only competence or acquired proficiency of an entity to mitigate cyberattacks but said entity’s
readiness and intent as well. Furthermore, we present mfigate as the principal form of risk treatment
— amongst acceptance, avoidance, transfer, and mitigation (Shameli-Sendi, Aghababaci-Barzegar, &
Cheriet, 2016) — to emphasize risk reduction actions that are within direct control of the entity.
Finally, we introduce the concept of discontinuons function to represent discrete incidents where an
entity experiences discontinuity in provision of a National Critical Function (NCF) across all
operations and locations. NCFs are defined by the Cybersecurity & Infrastructure Security Agency



(CISA, 2019) as “functions of government and the private sector so vital to the United States that
their distuption, corruption, or dysfunction would have a debilitating effect on security, national
economic security, national public health or safety, or any combination thereof.” Integrating this
framing, we assume a discontinuity can be achieved by any of the aforementioned disruption,
corruption, or dysfunction failure modes for all 55 NCFs that are individually defined by CISA
(2020Db).

As with sovereign credit ratings and default events, CCRs will have an inverse relationship
with the negative outcome of concern. A high CCR would indicate low likelihood of discontinuous
function due to cyberattack, while a low CCR would indicate high likelihood of discontinuous
function due to cyberattack. Additionally, the proposed rating process measures a dependent
variable that is agnostic of severity and duration through the discontinuity characterization. This is
further parallel to default events where a missed payment of principal or interest by the debtor is
considered a default regardless of severity or expected time in default (Bhatia, 2002). In this manner,
default is treated as a predominantly static designation that precedes consequence in the classic risk
equation (1) and a credit rating solely describes the likelihood element.

(1) Risk =P(occurrence) X E[consequence|occurrence]

Given our domain is cybersecurity, we should also note that the likelihood element of equation (1) is
often decomposed into threat and vulnerability components represented by equation (2) when
articulating cyber risk.

(2) Risk = P(threat) X P(vulnerability|threat) X E[consequence|threat,vulnerability]

There exists some acknowledgement of #hreat in credit rating methodologies, such as HR Ratings’
(2017) scenario stress conditions, that lends feasibility to the aforementioned decomposition. Yet,
the observed operations are neither linear or conditional and remain at the abstraction of likelihood
in their implementation. Remaining at this level of abstraction is further supported by the Basel
Committee on Banking Supervision’s (2023) interpretation of risk which maps ratings from external
credit assessment institutions (ECAIs), i.e. rating agencies, to a percentage value that is equivalent to

probability of default.

Given these observations, CCRs remain at the level of abstraction of equation (1); and
observing long-run rating transitions permits derivation of a probability of discontinuity (PD) estimate
per distinct CCR designation. Figure 1 illustrates the relation between CCR and PD rating artifacts
and elements of the classic risk equation (1).

Risk = P(occurrence) X E[consequence|occurrence]

long-run

. ——* unaddressed by rating process
rating transitions

discontinuity

Fig. 1. Relation Between Rating Artifacts and Risk Elements

Within this context, we propose a CCR with detailed components can be consulted by
critical infrastructure stakeholders to make informed cybersecurity investment decisions. To generate
such a rating, we contribute a novel criterion and three-phase methodology for measuring and
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communicating the likelihood element of cyber risk. The methodology is sequentially composed of
baseline quantitative indicators organized by distinct capability frames, a bounded qualitative
adjustment per frame, and a greater-bounded qualitative adjustment spanning the entire process. To
document our contributions, the paper is organized as follows: Section 2 outlines the structure of
sovereign credit ratings, Section 3 describes the criterion for detection, Section 4 defines the
complete methodology, Section 5 discusses extensions in the context of risk and other domains,
Section 6 details limitations and future work, and Section 7 provides concluding remarks.
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2. STRUCTURE OF SOVEREIGN CREDIT RATINGS

Six NRSRO sovereign methodologies (DBRS Morningstar, 2022, Fitch Ratings, 2022, S&P
Global Ratings [S&P], 2022, Japan Credit Rating Agency [JCR], 2021, Kroll Bond Rating Agency
[KBRA], 2021, HR Ratings, 2017), one NRSRO general methodology (AM Best, 2020), and one
CRA sovereign methodology (Scope Ratings, 2022), all open source!, were reviewed to identify
common organizational trends and procedural flows used by rating agencies. We observe that most
methodologies exhibit four sequential stages: thematic organization, quantitative baseline, theme-
specific adjustment and aggregation, and global adjustment. The four stages are illustrated in Fig. 2
with a notional body of elements representing the internal structure.

Thematic Quantitative Theme-specific Global
Organization Baseline Adjustment Adjustment
o —
—1— —
— —— ——» —— ——
—— —
—— L

Fig. 2. Sequential Stages of Credit Rating Methodologies

21. Thematic Organization

Thematic organization of the assessment process into discrete sub-assessments is the first
stage. The number of themes within surveyed methodologies range from 4 to 7, with a mode of 4,
and median of 4.5. Themes are composed to be mutually exclusive, collectively exhaustive, and
capture broad causality. Examples of themes selected from several methodologies include “fiscal
base,” “economic policies,” “balance of payments,” “structural features,” and “public finances.”

25 ¢

2.2. Quantitative Baseline

In the second stage, a quantitative baseline is typically established per theme, then aggregated
across themes, based upon modeling of quantitative indicators. The number of quantitative
indicators within NRSRO and CRA sovereign methodologies range from 17 to 29, with a mode of
18, and a median of 20.5. One exception to this observation is S&P (2022) which uses a mix of
qualitative and quantitative factors to generate a baseline. Examples of indicators selected from
several methodologies include “GDP per capita,” “rate of inflation,” “credit growth,”
“unemployment %,” and “share in world GDP.”

25 ¢

! KBRA was open-soutce at the time of initial access.
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Mathematically, generating a quantitative baseline either takes the form of a singular model
encompassing all indicators or 4 — 6 parallel models that are subsequently aggregated. Fitch Ratings
(2022) exemplifies implementation of a singular model through use of ordinary least squares (OLS)
regression to generate a baseline agnostic of organizing themes; while DBRS Morningstar (2022),
Scope Ratings (2022), S&P (2022), KBRA (2021), and HR Ratings (2017) exemplify use of parallel,
theme-specific models to generate a baseline. Of note, JCR (2021) does not provide any detail
regarding mathematical operations.

Within the parallel modeling approach, further distinctions arise. DBRS Morningstar (2022),
Scope Ratings (2022), and HR Ratings (2017) standardize intra-model indicators to respective
measurement scales then perform weighted linear combination (WLC?) of said indicators to generate
per-model outputs. These model outputs are subsequently aggregated through another WLC
operation to generate a baseline; DBRS Morningstar (2022) aside, which uses simple addition post-
qualitative adjustment. Conversely, S&P (2022) and KBRA (2021) standardize model outputs, not
indicators, to respective measurement scales then perform WLC operations to generate a baseline.
The exact value of weights used in WLC operations is often clearly articulated by sovereign
methodologies, with exceptions from Scope (2022) and KBRA (2021) at the indicator level, and HR
Ratings (2017) at both the indicator and model levels of abstraction.

With either singular or parallel modeling approaches, conducting analysis with respect to
peer groups is another common phenomenon. Implicitly, peer comparison occurs at the
transformation of time-series data to indicators (e.g. latest percentile rank) or through the
implementation of standardization operations. Scope Ratings (2022) exemplifies this latter form of
peer comparison through use of a minimum-maximum algorithm to rank the performance of a
sovereign’s indicators, individually, against a population of 125 sampled sovereigns after excluding
outliers through mean absolute deviation (MAD). Explicitly, peer group considerations are
mentioned by several methodologies. DBRS Morningstar (2022), Fitch Ratings (2022), Scope
Ratings (2022), and KBRA (2021) either contextualize the term or define peer groups for assessment
guidance. DBRS Morningstar (2022) and Scope Ratings (2022) both specify that intra-process
indicative rating ranges permit accounting of the relative strengths and weaknesses of a sovereign in
relation to peers; where Scope Ratings (2022) defines the indicative range to include the initial rating
level and two adjacent levels (positive and negative). Perhaps most explicitly, KBRA (2021) defines
advanced industrial (AI) and emerging market (EM) peer groups which alters the indicators and
WLC weights used by the methodology.

2.3. Theme-specific Adjustment

With a baseline established, the third stage is to conduct theme-specific adjustments that are
qualitative in nature, bounded in magnitude, and conducted in parallel (with exception of AM Best
(2020) being linear). The number of opportunities for adjustment within surveyed methodologies
range from 1 to 15, with a mode of 4, and median of 4. The bounds per adjustment opportunity are
most often symmetric with integer-based steps between [-1,+1], [-2,+2], or [-3,+3] possible; where [-
2,+2] is most common. However, some bounds are asymmetric and permit greater negative
adjustments such as -3 or -4 attainable with only +1 on the positive side. This is observed in S&P
(2022) and AM Best (2020) methodologies. No methodologies permit asymmetric positive
adjustment. Furthermore, while the integer-based adjustment steps are most often commensurate
with movement on respective measurement scales (e.g. +1 being a 1-unit increase), DBRS

2 We use the term WLC to include simple average operations with uniform weights.
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Morningstar (2022) and Scope Ratings (2022) use intra-theme adjustments associated with unit
movements derived from proprietary measurement scales.

Aggregation of theme-specific adjustments is often a concise additive or average
mathematical operation for all surveyed methodologies. Fitch Ratings (2022) and Scope Ratings
(2022) display unique aggregation mechanisms by bounding the addition of theme-specific
adjustments within a maximum range of [-3,+3]. Additionally, as introduced in Section 2.2, theme-
specific adjustments are often conducted based upon explicit peer group comparison that is
exemplified by DBRS Morningstar (2022), Fitch Ratings (2022), Scope Ratings (2022), and KBRA
(2021) methodologies.

24. Global Adjustment

The final sequential stage is to conduct a global adjustment that is qualitative and bounded.
This is solely observed in S&P (2022) and DBRS Morningstar (2022) methodologies, where a
distinct qualitative adjustment exists at the culmination of the assessment process’ that is separate
from prior theme-specific adjustments. There is only one adjustment opportunity at this stage and
the observed bounds are symmetric at [-1,+1] and [-2,+2], respectively.

2.5. Rating Scale

The output of every surveyed methodology is a singular value of assessment that ranges
from levels “AAA” to “C” on an ordinal rating scale, where “AAA” communicates the highest
ability and willingness to honor debt obligations in full and on time. A 21-level, non-default scale in
Table 1 is most commonly used by rating agencies (Fitch Ratings, 2022, KBRA, 2022, S&P, 2021,
AM Best, 2020), though, 19-level, non-default scales are also employed (Scope Ratings, 2022, HR
Ratings, 2017, JCR, 2014) with the primary difference being the removal of plus and minus
modifiers within the “CCC” region of the scale. The rating “D” is not predictive and is reserved for
sovereigns in a state of active default.

Table I: Common Non-Default Scale

Level Rating
21 AAA
20 AA+
19 AA
18 AA-
17 A+
16 A
15 A-
14 BBB+
13 BBB
12 BBB-
11 BB+
10 BB
9 BB-
8 B+
7 B
6 B-

5 CCC+
4 CCC

3 For the purpose of this paper, we did not consider any adjustment between foreign currency and local cutrency debt as
a distinct stage.
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3 CCC-

Furthermore, a broad distinction arises when connecting rating levels to the measurement
process outlined in Sections 2.2 through 2.4. Fitch Ratings (2022), AM Best (2020), and HR Ratings
(2017) use ordinal rating levels that directly match the integer levels of measurement from
quantitative baseline and theme-specific adjustment stages. Other agencies such as KBRA (2022),
DBRS Morningstar (2022), Scope Ratings (2022), and S&P (2021) use the same ordinal rating levels
but define measurement regions through proprietary standardization; e.g. a proprietary region of 84-
87 corresponding with rating level 16 in Table I. Finally, and uniquely, Fitch Ratings (2022) and S&P
(2021) each preserve a subset of lower levels on respective rating scales that are exclusively
qualitatively assigned.

Ratings published according to Table I are validated annually by the disclosure of single-year,
multi-year, and cumulative transition matrices which display the frequency that ratings change
between levels or result in default. These disclosures are mandatory for all ECAI’s under the Basel
Committee on Banking Supervision’s (2023) regulatory framework. The cumulative frequency that
ratings result in default is often meaningfully differentiated between distinct rating levels; as Bhatia
(2002) illustrates a near-constant increase to default probability as ratings descend from AAA to
CCC.
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3. DISCONTINUITY INCIDENT CRITERION

To measure the concept of discontinuous function introduced in Section 1, we reviewed
CSIS, Carnegie Endowment for International Peace (CEIP), GAO, Congtessional Research Service
(CRS), and Cyentia Institute repositories to identify discontinuity incidents. From a quantitative
perspective, we posit such incidents occur at the extremum of a given resilience curve where NCF
provision reaches zero due to cyberattack — illustrated by the solid black line in Fig. 3.

—— -= -= === - -= —mm ---—-- None affected
AN -
~‘\\\ L - = )
DR e T Subset of operations
AR Py -7 - and locations affected
v AN e =7 e
AN . T All operations and
N\ e . AN, locations affected
NCF ' SN S R
\ te L I oy A =7
A) ~ ; - ’ -
N ~ ’ ’
. 4 .
\\ ’ ‘\"'.. '/‘
" ’ -——
Time

Fig. 3. Notional Resilience Curves due to Cyberattack

The initial objective was to identify incidents where language from primary or secondary
sources indicated any magnitude of NCF discontinuity by an entity (assuming multiple NCFs can be
provided). The CSIS (2022) timeline of significant cyber incidents and CEIP (2023) timeline of cyber
incidents involving financial institutions were both reviewed through December 2022; the term
“critical infrastructure cyber” was searched within GAO, CRS, and Cyentia Institute (2023) search
engines; and 28 terms were searched within the Google search engine. Reviewed documents
spanned the first 50 GAO “report” and “testimony” results, 47 CRS “report” results, the top 100
Cyentia Institute results, and the top 60 results per Google search term. Overall, literature review
across these five sources identified a total of 58 candidate incidents across North America and
Europe.

From this population, 12 incidents were removed due to operations that had no clear
relation to NCFs, simple cut Internet connection mitigations, solely email system offline
consequences, or insufficient open-source data to determine. This resulted in a list of 46 incidents
that exhibited discontinuous function across either a subset or all entity operations and locations.
Subsequently, the 18 incidents where a subset* was affected were removed, which resulted in the
tinal list of 28 discontinuity incidents that are captured in Table II. The following Fig. 4 outlines this
sequential search strategy.

* Subset encompasses the intermediate continuum of affected entity opetrations and locations from all to none without
further refinement.
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Discontinuity incidents in Table II span 19 of 55 NCFs and include at least disruption (e.g.
CSX) and dysfunction (e.g. steel mill) failure modes introduced by CISA (2019). Language regarding
system shutdowns/outages, inaccessible services, or asset damage/replacement supported manual
detection. Furthermore, akin to default, discontinuities are agnostic of severity and duration as
introduced in Section 1. With respect to severity, neither geographic service region nor perceived
entity importance alter the discontinuity designation. For example, no distinction is made between
the cyberattack that impacted global operations of A.P. Moller-Maersk and the cyberattack that
impacted regional operations of Colonial Pipeline, rather, both were comprehensive in nature. With
respect to duration, the discontinuity designation spans incidents that range from minutes to
months, from Estonian banks halting service 45-90 minutes to the U.S. Department of Commerce
Bureau of Industry and Security re-constituting its computing network over months.

Table II: Discontinuity Incidents

Date Sovereign Entity Consequence NCF
. Worcester Air Telephone service, main radio transmitter, and Transport Cargo and
Mar 1997 | United States Traffic Control runway lights shut down (GAO, 2007) Passengers by Air
Nov 2002 | United States Earle Naval Network of 300 computers shut down 1 week F(;ro;/;gzol\ﬁl;ﬁesrlljal aonr(i
Weapons Station (GAO, 2004, U.S. Department of Justice 2002) P PP
to Defense
. Military District Network rendered inoperable (GAO, 2004, U.S. Prowdg Material and
Nov 2002 | United States . ) Operational Support
of Washington Department of Justice 2002)
to Defense
Davis-Besse Safety monitoring system disabled 5 hours;
Jan 2003 | United States process computer failed 6 hours (GAO 2007, Generate Electricity
Nuclear Plant
GAO 2006)
Prepare for and
. Emergency Call Disrupted for several hours; served 2 police Manage
Jem 20t | Uinliee) SiEies Center stations and at least 14 fire stations (GAO 2005) Emergencies; Provide
Public Safety
Signaling, dispatching, and other systems shut
Aug 2003 | United States Transcz)r(tation down; train service cancelled or delayed up to 6 T;ZZ?Z?Z?:EORZ?F
P hours (GAO 2007, Information Week, 2003) & y
Maryland
Aug 2003 | United States Vehicle Shut down computer systems (GAO, 2004) Operate Government
Administration
. Department of Network offline for several months (CSIS, 2022);
A 208 UimiTee) S Commerce BIS hardware and software replaced (Brenner, 2007) e L
online banking halted 45-90 mins; foreign Provide Consumer
May 2007 Estonia Hansabank money transfers unavailable (Pamment et al., and Commercial
2019) Banking Services
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online banking halted 45-90 mins; foreign

Provide Consumer

May 2007 Estonia SEE Eesti money transfers unavailable (Pamment et al., and Commercial
Uhisbank . .
2019) Banking Services
. . Provide Capital
) European Trading temporarily shut down (CSIS 2022,
el EEEm Commiszion ETS Bremp Robe{ts, 2011) Markets and
Investment Activities
) Control system disrupted; massive physical Provide Metals and
RESAVIE, SEIEL Str=el falll damage (Becker, 2015, Hemsley & Fisher, 2018) Materials
Jul 2015 Ulhes) St Joint Chiefs of Network shut down; hardware and software F(’Drs:;gg;\:lw?esrﬂsgri
Staff replaced over 2 weeks (Martin, 2016)
to Defense
. Chernivtsi Power outage up to 6 hours, remote access to - -
DEEAY]S N Oblenergo substatiogns dFi)srupted (Whitehead, 2017) DTS BIEGHT ey
P Power outage up to 6 hours, remote access to
Dec 2015 Ukraine substations disrupted (Whitehead, 2017, Distribute Electricity
Oblenergo
Assante, 2016)
Power outage up to 6 hours, remote access to
Dec 2015 Ukraine Kyiv Oblenergo substations disrupted (Whitehead, 2017, Distribute Electricity
Assante, 2016)
Network shut down; all 1,200 critical business
applications inaccessible including booking and Transport Cargo and
A.P. Moller- port loading systems; 76 port terminals Passengers by Vessel;
Jun 2017 Denmark Maersk inoperable for days; 4,000 servers and 45,000 Maintain Supply
PCs replaced over 10 days (Capano, 2021, Chains
Swinhoe, 2019, Greenberg, 2018)
United All systems shut down, online exchange service Provide Payment,
Dec 2019 s Travelex inaccessible up to 1 week (Goodwin, 2020, Clearing, and
Hussain & Ridley, 2020) Settlement Services
Dusseldorf Systems disrupted for 1 week, unable to access Maintain Access to
Sep 2020 Germany University data, patients re-routed, operations halted (AP, Medical Records;
Hospital 2020) Provide Medical Care
Oct 2020 | United States UVM Health Patient portal inaccessible (Jercich, 2020) Malntgln Access to
Medical Records
May 2021 | United States | Colonial Pipeline Pipeline shut down for 5 days (Kerner, 2022) Tran;s%ritpl;/ll;ar;c:rlals
Provide Internet
Network offline for hours; online service Based Content,
May 2021 Belgium Belnet inaccessible for 200 institutions (Montalbano, Information, and
2021) Communication
Services
All critical business applications shut down up to | Provide Information
May 2021 Norway Volue 5 days; software service to 200 water Technology Products
municipalities disrupted (Stupp, 2021) and Services
Information systems shut down and took up to 4
HSE National months to restore all servers and applications; Maintain Access to
May 2021 Ireland ) . . :
Health Service many hospital appointments cancelled (PwC, Medical Records
2021)
. Count Computer systems shut down; public office
Jan 2022 United States Governmyent P Ioca){cions closed (FBI, 2522) Operate Government
Total Information Management System (TIMS)
. shut down for 24 hours at seaports, airports, Maintain Supply
S A AR O ELS and border posts (Elezi & Gholami, 2022, Al Chains
Jazeera, 2022)
Servers shut down; enterprise asset Provide Information
Nov 2022 Denmark Supeo management software inoperable (Kovacs, Technology Products
2022) and Services
Nov 2022 Denmark DSB, SEi All trains halted for several hours (Kovacs, 2022) Transport Cargo ar?d
Railway Passengers by Rail
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The incidents in Table II represent low-frequency high-consequence cyberattacks, with over
half taking place since 2015 — a possible trend. Additionally, note that discontinuities in Table II can
either be achieved by the threat actor or incurred proactively by the target entity. Pre-emptive
response actions by an entity to shut down operations during cyberattack are also characterized as
discontinuous function.
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4, METHOD FOR RATING GENERATION

To generate CCRs, we propose a rating process that is adapted from the sovereign credit
structures outlined in Section 2 where, similarly, validity can be measured through detection of
discontinuity incidents described in Section 3. The rating process is illustrated by Fig. 5 where
BCCR, ICCR, and FCCR stand for Baseline-, Intermediate-, and Final-CCR outputs, respectively;
and the titles of Core Indicators, Idiosyncratic Adjustment, and Global Adjustment correspond to
three phases of baseline quantitative indicators organized by capability frames, bounded qualitative
adjustment per frame, and greater-bounded qualitative adjustment per process as introduced in
Section 1.

Capability Frames Core Indicators Idiosyncratic Adjustment
Human Actions —— Time-series Data — +-2
Policies,
Procedures, and |— Time-Series Data BCCR —r+ +-2 ICCR Global Adjustment FCCR
Organization
—s| Ry — [ R — +-1 > R:

RLsggjlla?gEy — Time-series Data o +-2

Ted;r;?tlsrggsand — Time-series Data e +-2

+-3

Maximum

Fig. 5. Complete Structure of Rating Process

We preserve the idiosyncratic adjustment bounds of [-2,+2] as this is the most frequently
observed symmetric range within surveyed methodologies. Moreover, we maintain the idiosyncratic
maximum bound of [-3,+3] to emphasize the importance of an accurate quantitative baseline and to
limit traversal of the CCR scale in Section 4.4. Finally, we preserve the global adjustment bounds of
[-1,#1] based upon the assertion that greater distance within the process from the quantitative
baseline should permit a decreasing magnitude of qualitative adjustment. The following Sections 4.1
— 4.4 detail the rationale and individual elements of the rating process and are presented in similar
order to Sections 2.1 — 2.5 for ease of reference.

4.1. Capability Frames

Capability frames (i.e., themes) are defined to be mutually exclusive, collectively exhaustive,
and capture broad causality. Through open-ended literature review, four sources® that holistically
categorize cybersecurity concepts were selected for inductive content analysis. Global Cyber Security
Capacity Centre (GCSCC, 2021); United Nations International Telecommunication Union (UN
ITU, 2015); Romanosky, Ablon, Kuehn, and Jones (2019); and Cebula and Young (2010) were
analyzed to identify organizing concepts used by each source and associated membership of

5> Overall, it was rare to find any soutce that conducted abstract and holistic categorization.
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concepts to induced capability frames. Table III displays the alignment of organizing concepts to
capability frames.

Furthermore, the language content of each source was synthesized to derive definitions for each of
the four capability frames. The definitions are:

e Human Actions: the extent to which staff participate in knowledge development, respond
competently to cyber incidents, and promote a culture of cybersecurity.

e DPolicies, Procedures, and Organization: the maturity of internal processes and structures
for implementing and managing cybersecurity.

e Legal and Regulatory: adherence to applicable laws, regulations, and standards; and extent
of participation in formal and informal cooperation networks regarding cybersecurity.

e Technology and Systems: the extent of deployed hardware, software, and effectiveness of
their resultant integration to enhance entity-wide cybersecurity.

Table Ill: Alignment of Concepts to Capability Frames

Policies,
Human Actions Procedures, and
Organization

Legal and Technology and
Regulatory Systems

Organizing

Publicati
ublication Concept

Policy and

X
Strategy

Culture and
Society

Knowledge and

GCSCC (2021) Capability

Legal and
Regulatory X
Frameworks

Standards,
Organizations, X X
and Technologies

Legal Measures X

Technical
Measures

UN ITU (2015) Organizational
Measures

Capacity Building X X

Cooperation X

Organization X

Technical X

Romanosky,
Ablon, Kuehn, Policies and «
and Jones (2019) Procedures

Legal and
Compliance

Cebula and Actions of People X
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Young (2010) Systems &
Technical

Internal
Processes

External Events X X

4.2, Core Indicators

Core indicators are defined to be quantitatively measured time-series that share causal
relation to respective capability frames. Through extending the prior open-ended literature review,
ten sources were selected for deductive content analysis to identify a representative set of discrete
artifacts used in some capacity to assess cybersecurity. Six foundational sources included those
within commercial rating (BitSight, 2022, Sohval, 2020, RiskRecon 2020), insurance (Romanosky et
al., 2019), and supranational governance (GCSCC, 2021, UN ITU, 2015) paradigms. Four
supplemental sources included Ruan (2017) and Convercent (2016) which provide lists of
assessment artifacts, Cebula and Young’s (2010) exhaustive taxonomy, and CISA’s (2020a)
comprehensive review of per-incident costs. Artifacts identified within the commercial rating
paradigm were weighed with particular importance as their aggregation of time-series data to
produce a single index value most resemble the mathematical operations that sovereign credit rating
processes use in Section 2.2. Analysis of these ten sources led to identification of 184 non-unique
assessment artifacts.

In addition to identifying artifacts, several guiding principles arose from literature review that
were used to inform indicator selection and definition. These principles are:

e Existence and number: used by the UN ITU (2015), indicators may be derived from the
existence or normalized number of phenomena.

e Median centrality: median is the preferred measure of central tendency due to the
significant skewing effect that outliers can have on the mean. This is supported by CISA’s
(20202) decision to weigh median more than mean in their analysis of per-incident cyber
costs.

e Entity control: indicators should capture actions that are within direct control of the entity
being evaluated. This enables an entity to exert improvement in their ability and willingness to
mitigate discontinuous function due to cyberattack.

Subsequently, indicators were manually derived based upon artifact saturation across
multiple sources and guiding principles. Derivation was validated through a series of discussion
sessions with subject matter experts who had prior responsibility for cyber incident response and/or
managing cybersecurity solutions at various firms. Table IV displays the final set of 29 quantitative
indicators with seven, nine, five, and eight indicators distributed across distinct capability frames.

Additionally, a separate and independent literature review was conducted to identify exact or
proximate publication of indicators proposed in Table IV — where exact refers to sources that
publish data matching our explicit definitions and proximate refers to sources that publish data which
cither imply or are a subset of our definitions. The review encompassed 33 terms within the Google
search engine and investigation of the top 60 results per term. We find 16 of 29 indicators are
collected and published in some form, usually ranges or point-estimates. Though, all indicators are
published at the population-level which is one level of aggregation higher than the requisite entity-
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level time-series. The results of this review are captured in Table IV as well, with “ex.”” or “prox.”
noted next to each source.

Table IV: Complete Set of Core Indicators

Exact or

Indicator Type Definition Proximate Source

Human Actions

Percent of entity cybersecurity staff certified by

Percent of cybersecurity recognized programs. Recognized programs may
staff certified by recognized | Decimal | include university degrees, vendor-specific certification, | ISC2 (2022) ex.
programs and industry-, sovereign-, or supranational-based

accreditation schemes.

Percent of entity staff who participate in cybersecurity
training at a planned cadence through any number of
channels such as virtual lessons, in-person instruction,
or conferences.

Percent of staff who
participate in regular Decimal
cybersecurity training

EY (2022) prox.

Percent of entity staff who receive cybersecurity
communications at a planned cadence.

Decimal | Communications may be proactive or pushed and -
include industry reports, threat intelligence,
vulnerability notifications, or security alerts.

Percent of staff who
receive regular
cybersecurity
communications

Baker Hostetler

. . . 2022) ex.
L ) Median time from cyberattack occurrence to detection (20 . ) ex .
Median time-to-detect Decimal by entity staff Audit Analytics
y entlty statt. (2022) ex.
Verizon (2022)% ex.
L i . Baker Hostetler
VT e e Decimal Median time from cyberattack detection to containment (2022) ex.

of the threat actor. Cisco (2021) prox.

Baker Hostetler
Median time from cyberattack detection to notification (2022) ex.

of affected customers and/or regulators. Audit Analytics
(2022) ex.

Median time-to-notification Decimal

Median time from cyberattack containment to

S . ) completion of incident-related actions. This may include

Median time-to-completion Decimal ) _ -
forensics, knowledge management, staff briefings, and

technology configuration updates.

Policies, Procedures, and Organization

Existence of an entity-wide response organization such
as Security Operations Center (SOC), Computer
Emergency Response Team (CERT), Cyber Incident
Response Team (CIRT), or Cyber Security Incident
Response Team (CSIRT).

Marsh McLennan
(2023) ex.

Existence of entity-wide Binary
response organization Integer

Existence of executive-level
information security officer
or executive-level team for
strategy development and
implementation

Existence of executive-level information security officer
Binary or executive-level team for strategy development and
Integer implementation, e.g. permanent committee, working
group, or advisory council.

EY (2022) ex.

Existence of entity-wide disclosure mechanisms such as
vulnerability reporting, insider threat, or whistleblower -
channel.

Existence of entity-wide Binary
disclosure mechanisms Integer

¢ It is worth noting that the VERIS Community Database does collect incident-level time-to-detect and time-to-contain
indicators, from which Verizon’s aggregate statistics are derived.
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Percent of entity-wide
policies and procedures

Percent of entity-wide policies developed and
implemented from the following list:

__Internal standardization (e.g. best-practice,
guidelines, standards)

__Business continuity or disaster recovery plans
__Breach orincident response plans

EY (2022) prox.

Decimal Data collection, retention, and destruction .
developed and - ) Cisco (2021) prox.
) __Service level agreements
implemented s .

__Password requirements and guidance
__Staff procurement of third-party software
applications
__Software application usage (third-party and
proprietary)
Median review cadence of Median review cadence of training materials developed
entity-specific training Decimal | and disseminated by the entity or on behalf of the -
materials entity by a third-party.
Median review or exercise cadence of proprietary
Median review or exercise policies and procedures developed and disseminated
cadence of policies and Decimal by the entity. Exercises may be appropriate for EY (2022) prox.
procedures simulated response of event-driven policies and
procedures.
Percent of policies and Percent of policies and procedures with a current,
procedures with current, Decimal individual staff member responsible for ownership.
individual staff responsible Responsibilities may include periodic review, version
for ownership control, and issue escalation.
Percent of technolo ) . .
&y ) Percent of (information and operational) technology )
budget allocated to Decimal . Hiscox (2022) ex.
. budget allocated to cybersecurity.
cybersecurity
Percent of cybersecurity Percent of cybersecurity budget allocated to proactive
budget allocated to Decimal | measures such as threat intelligence, threat hunting, -
proactive measures red-teaming, and vulnerability discovery.
Legal and Regulatory
Median review cadence for . . )
. . Median review cadence for adherence to third-party
adherence to third-party Decimal ) ) . -
. and supplier standards which the entity depends upon.
and supplier standards
Median review cadence for
adherence to requirements Median review cadence for adherence to requirements
of jurisdiction Decimal | of jurisdiction enforcement, prosecution, and court -
enforcement, prosecution, bodies applicable to the entity.
and court bodies
. . Median review cadence for integration of recognized
Median review cadence for cybersecurity frameworks into entity operations
integration of recognized Decimal Y ; Y L yop o EY (2022) prox.
. Recognized frameworks may originate from industry,
cybersecurity frameworks : : . o
academic, sovereign, or supranational entities.
Number of cross-entity or . . .
sector-specific y Number of cross-entity or sector-specific benchmarking
P . ) Decimal exercises participated in to measure peer group -
benchmarking exercises
- . performance.
participated in
Number of partnerships, Number of partnerships, cooperative frameworks, and
cooperative frameworks, asset-sharing agreements currently participating in for
and asset-sharing Decimal | cybersecurity. Participation may be unilateral or EY (2022) prox.
agreements for multilateral. Assets may include information,
cybersecurity technology, expertise, or resources.
Technology and Systems
Median time from L . . .
disclosure-to-patching of Median time from disclosure to patching of publicly
P J Decimal reported Common Vulnerabilities and Exposures (CVEs) | Verizon (2022) prox.

CVEs in proprietary
software

in proprietary entity software.
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Median time from release-
to-update of third-party
software and operating

Median time from release to update of third-party
Decimal | software and operating systems which the entity -
depends upon.

systems

Percent of email traffic Percent of entity email traffic secured by Sender Policy
secured by SPF and DKIM Decimal Framework (SPF) and Domain Keys Identified Mail -
measures (DKIM) measures.

Percent of network ports . ' )

that are unfiltered with Decimal Percent of entity network ports that are unfiltered with i

: . services accessible to potential threat actors.
accessible services

Percent of Internet I
o : Percent of Internet communications encrypted by the
communications encrypted Decimal . -
latest Transport Layer Security (TLS) protocol.

by TLS
Percent of software Percent of software applications that grant access and
applications that use Decimal privileges based upon identities administered by a Accenture (2019)
identities administered by centralized identity and access management (IAM) prox.
a centralized service service.
Percent of entity-wide automated security measures
implemented from the following list:
__Endpoint encryption
__Multi-factor authentication Accenture (2019)
Percent of automated o )
L ——— Decimal | — Web appllFat|on firewall prox.
implemented __Network firewall(s) Marsh McLennan
__Log aggregation, analysis, and alerting (2023) prox.
__Anti-malware system
__Anti-intrusion system
__Data backup
Existence of secure VPN for ) Existence of secure Virtual Private Network (VPN) for )
Binary . ) . . Kochovski (2023)
staff remote access and [ remote access by entity staff and site-to-site connection ox
site-to-site connection between entity networks. )
4.3. Idiosyncratic and Global Adjustments

Qualitative adjustments offer the opportunity to account for epistemic uncertainty not
sufficiently modeled by core indicators. This is conducted per capability frame at the Idiosyncratic
Adjustment phase and per rating process at the Global Adjustment phase illustrated in Fig. 5. In
defining qualitative adjustment tiers, the objective was to replicate the structure and amount of
language (often several sentences to paragraphs) in NRSRO and CRA sovereign methodologies
while using appropriate cybersecurity terminology. Moreover, a structure and amount of language
that is similar to NIST’s (2018) description of implementation tiers in the Cybersecurity Framework.

Each integer-based tier is several sentences composed of subjects and heuristics. Subjects, per
capability frame, were synthesized from frame definitions, indicator definitions, and Cebula and
Young’s (2010) taxonomy. Examples of subjects include “incident response,” “process design,” and
“review mechanisms.” Hexuristics were derived from content analysis of the GCSCC’s (2021) maturity
model where we identified 511 non-unique clauses that describe a capability state. Heuristic clauses
primarily consist of verb phrases and adjective phrases, but noun phrases are also present and in
such cases the clause was reduced or simplified to remain broadly applicable. Examples of heuristics
include “habitual,” “anticipatory,” and “minimal to none.” Fig. 6 illustrates the sentence structure of
qualitative adjustment tiers through combination of subjects and heuristics with an example
extracted from Table V.
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Subjects

Policies, procedures, and organization demonstrate an aligned position that is represented by Capability Frame indicators.
Entity process design, execution, and governance is defined and adhered to. The content of policies and procedures is

appropriately extensive. Cybersecurity staffing and funding return on investment is adequate.

Heuristics

Fig. 6. Structure of Qualitative Adjustment Tiers

With a set of subjects and heuristics, qualitative language was manually generated for each of

the 20 idiosyncratic adjustment tiers and 3 global adjustment tiers. The first sentence of each tier
further emphasizes the objective of each phase — idiosyncratic adjustment is solely respective to the
given capability frame and global adjustment is respective to the entire rating process. Table V
catalogs the final set of 23 qualitative adjustment tier definitions.

Table V: Complete Set of Idiosyncratic and Global Adjustment Tiers

Value

Tier

| Definition

Idiosyncratic Adjustment

Human Actions

+2

Highly
Advantaged

Human actions demonstrate a highly advantaged position that is not fully represented by
Capability Frame indicators. Entity staff engage in significant or habitual knowledge
development and have a leading awareness of cyber concepts. Cyber incident response is
dynamic and extensively coordinated. Management actions are rigorously understood and
make rare, adaptive deviations from established strategy.

+1

Advantaged

Human actions demonstrate an advantaged position that is not fully represented by
Capability Frame indicators. Entity staff engage in substantial or proactive knowledge
development and have a widely informed awareness of cyber concepts. Cyber incident
response may be collaborative and coordinated. Management actions are clearly
understood and deviate rarely from established strategy.

Neutral

Human actions demonstrate an aligned position that is represented by Capability Frame
indicators. Entity staff engage in adequate knowledge development and have a recognized
awareness of cyber concepts. Cyber incident response is consistent. Management actions
are comprehensible and deviate minimally from established strategy.

Disadvantaged

Human actions demonstrate a disadvantaged position that is not fully represented by
Capability Frame indicators. Entity staff engage in limited or ad-hoc knowledge
development and have a cursory awareness of cyber concepts. Cyber incident response
may lack consistency or coordination. Management actions lack clarity and deviate
discernably from established strategy.

Highly
Disadvantaged

Human actions demonstrate a highly disadvantaged position that is not fully represented
by Capability Frame indicators. Entity staff engage in minimal to no knowledge
development and have sparse to no awareness of cyber concepts. Cyber incident response
may be completely reactive or uncoordinated. Management actions are unclear and
deviate frequently from established strategy.

Policies, Procedures, and Organization

Policies, procedures, and organization demonstrate a highly advantaged position that is
not fully represented by Capability Frame indicators. Entity process design, execution, and

+2 Adya:irtj;éed governance is adaptive, formal, and rigorously adhered to. The content of policies and
procedures is deeply integrated and continuously updated. Cybersecurity staffing and
funding return on investment is markedly significant.
Policies, procedures, and organization demonstrate an advantaged position that is not fully
represented by Capability Frame indicators. Entity process design, execution, and

il Advantaged governance is formalized and consistently adhered to. The content of policies and

procedures may be comprehensive and proactively updated. Cybersecurity staffing and
funding return on investment is substantial.

26




Neutral

Policies, procedures, and organization demonstrate an aligned position that is represented
by Capability Frame indicators. Entity process design, execution, and governance is defined
and adhered to. The content of policies and procedures is appropriately extensive.
Cybersecurity staffing and funding return on investment is adequate.

Disadvantaged

Policies, procedures, and organization demonstrate a disadvantaged position that is not
fully represented by Capability Frame indicators. Entity process design, execution, and
governance is informal and inconsistently adhered to. The content of policies and
procedures may lack scope or exist on an ad-hoc basis. Cybersecurity staffing and funding
return on investment is insufficient.

-2

Highly
Disadvantaged

Policies, procedures, and organization demonstrate a highly disadvantaged position that is
not fully represented by Capability Frame indicators. Entity process design, execution, and
governance is ill-defined and rarely adhered to. The content of policies and procedures has
minimal to no relevance or existence. Cybersecurity staffing and funding return on
investment is notably limited or administered completely reactive.

Legal and

Regulatory

+2

Highly
Advantaged

Legal and regulatory demonstrate a highly advantaged position that is not fully
represented by Capability Frame indicators. Entity review and communication mechanisms
are exhaustive and adaptive to evolving requirements. Participation in formal and informal
cooperation networks is habitual, and the entity exhibits leadership.

+1

Advantaged

Legal and regulatory demonstrate an advantaged position that is not fully represented by
Capability Frame indicators. Entity review and communication mechanisms are substantial
and anticipatory of requirements. Participation in formal and informal cooperation
networks is frequent and proactive.

Neutral

Legal and regulatory demonstrate an aligned position that is represented by Capability
Frame indicators. Entity review and communications mechanisms are sufficient and reflect
requirements. Participation in formal and informal cooperation networks is routine and
intentional.

Disadvantaged

Legal and regulatory demonstrate a disadvantaged position that is not fully represented by
Capability Frame indicators. Entity review and communication mechanisms are insufficient
or un-aligned to requirements. Participation in formal and informal cooperation networks
is limited or ad-hoc in nature.

-2

Highly
Disadvantaged

Legal and regulatory demonstrate a highly disadvantaged position that is not fully
represented by Capability Frame indicators. Entity review and communication mechanisms
are strikingly insufficient and exhibit rare to no reflection of requirements. Participation in
formal and informal cooperation networks is minimal to none in nature.

Technology and Systems

+2

Highly
Advantaged

Technology and systems demonstrate a highly advantaged position that is not fully
represented by Capability Frame indicators. Entity infrastructure capacity, performance,
and maintenance is considerable and dynamic. Software configuration, change control,
coding, and testing practices are exhaustive and adaptive to emerging requirements.
System design, specification, and integration are rigorously understood and habitually
coordinated.

sl

Advantaged

Technology and systems demonstrate an advantaged position that is not fully represented
by Capability Frame indicators. Entity infrastructure capacity, performance, and
maintenance is substantial. Software configuration, change control, coding, and testing
practices are extensive and anticipatory of requirements. System design, specification, and
integration may be clearly understood and well-coordinated.

Neutral

Technology and systems demonstrate an aligned position that is represented by Capability
Frame indicators. Entity infrastructure capacity, performance, and maintenance is
adequate. Software configuration, change control, coding, and testing practices are defined
and reflect requirements. System design, specification, and integration is comprehensible.

Disadvantaged

Technology and systems demonstrate a disadvantaged position that is not fully
represented by Capability Frame indicators. Entity infrastructure capacity, performance,
and maintenance is insufficient. Software configuration, change control, coding, and testing
practices are inappropriate or un-aligned to requirements. System design, specification,
and integration may lack clarity or indicate limited coordination.
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Technology and systems demonstrate a highly disadvantaged position that is not fully
represented by Capability Frame indicators. Entity infrastructure capacity, performance,
D) Highly and maintenance is notably insufficient. Software configuration, change control, coding,
Disadvantaged | and testing practices are completely inadequate or exhibit minimal to no reflection of
requirements. System design, specification, and integration are decidedly unclear and
uncoordinated.

Global Adjustment

The entity demonstrates an advantaged position that is not fully represented by the rating
process. Risk management actions are substantial and anticipatory of the threat landscape,
technology environment, and secular trends within the critical infrastructure sector.
Volatility of indicators may be minimal.

+1 Advantaged

The entity demonstrates an aligned position that is represented by the rating process. Risk
management actions are appropriate and consider the threat landscape, technology
environment, and secular trends within the critical infrastructure sector. Volatility of
indicators is within expectation.

0 Neutral

The entity demonstrates a disadvantaged position that is not fully represented by the
rating process. Risk management actions are insufficient and exhibit limited recognition of
the threat landscape, technology environment, and secular trends within the critical
infrastructure sector. Volatility of indicators may be elevated.

-1 Disadvantaged

4.4. Cyber Capability Rating Scale

To communicate capability, we adapt the 21-level scale from Table I to be applicable for the
rating process outlined so far in Section 4. This adapted scale is represented by Table VI. Each
integer-based adjustment step from Fig. 5 is commensurate with movement up or down the levels
denoted in Table VI. For example, a BCCR is mathematically established at 10.25, then an
idiosyncratic adjustment of -1 results in an ICCR of 9.25, and a global adjustment of -1 results in an
FCCR of 8.25. Thus, the example entity would be rated as B or “highly speculative capability.”
Given the bounds in Fig. 5, a rating can deviate at most four levels from the quantitative baseline
through qualitative adjustments.

Table VI: CCR Scale

Level Rating Description
21 AAA Exemplary Capability
20
19 AA High Capability
18
17
16 A Upper Medium Capability
15
14
13 BBB Lower Medium Capability
12
11
10 BB Speculative Capability
9
8
7 B Highly Speculative Capability
6
5
4 CCcc Substantial and Persistent Risk
3
2 CcC Serious and Embedded Risk
1 C Extraordinary and Embedded Risk
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5. DISCUSSION

5.1. Completing the Risk Equation

As described in this paper, the rating process solely addresses the likelithood element of
equation (1) through generation of a PD estimate by observing long-run rating transitions in Fig. 1.
Yet, it is evident from Table II that severity of consequences does vary significantly beyond the
static discontinuity designation. The Basel Committee on Banking Supervision’s (2023)
interpretation of risk, again, lends itself to addressing this gap and we decompose the consequence
element of equation (1) into two components: ipact given discontinuity 1GD) and exposure at
discontinuity (EAD). Where, IGD is defined as the proportion of value affected by the target entity’s
discontinuous function; and EAD is defined as the value of the entire downstream network of
entities that are dependent upon the target entity. Use of the term dependent in EAD is meant to
convey dependency to any extent — entities that have a direct relationship with the target entity or
entities that have an indirect relationship with the target entity due to their downstream supply chain
position. With these two definitions introduced, we can represent the classic risk equation (1) as the
product of PD, IGD, and EAD, noted by equations (3) — (5).

(3) P(occurrence) = PD

4 E [consequence | occurrence] =1GD X EAD
(5) Risk=PD xIGD x EAD

Fig. 7 further illustrates how an estimate of consequence is derived from the product of IGD and
EAD.

Discontinuity

Possible Consequence
(EAD)

Estimated Consequence
Target Entity () (IGD x EAD)

}47 Downstream Network of Entities 44

Fig. 7. Relation Between Consequence Components
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Conceptually similar interpretations of consequence are provided by Welburn and Strong
(2021) and Cyentia Institute (2020). Welburn and Strong (2021) define cascading cyber failures as
“the result of one cyber incident propagating outward and causing many disruptions,” which “lead
to a domino effect across firms and organizations interconnected through supply chains.” They
analyze downstream impacts of the cyberattack on A.P. Meller-Maersk through novel application of
input-output (I/O) modeling and find, after parameterizing for duration of 10-60 days, that potential
losses may reach a maximum of $54.494 billion while estimated losses are likely to be $19.07 billion.
The difference between these two monetary amounts is achieved through multiplying the maximum
amount by 0.35, which is the resilience measure for A.P. Moller-Maersk’s heterogeneous network of
downstream entities. This mathematical operation to estimate impacts from cascading cyber failures
appears reasonably analogous to the operation of quantifying EAD (§54B) and multiplying by IGD
(0.35) to produce a consequence estimate.

Cyentia Institute (2020) defines multi-party cyber incidents as incidents that “not only
involve the primary organization, but also generate secondary loss events that impact various other
3rd/4th/Nth parties,” termed more concisely as “ripple events.” They analyze the top 50 ripple
events based upon reported financial losses, number of data records affected, and number of firms
involved. Descriptive statistics reveal that the median number of entities impacted is 31 with a
maximum of 800, and that the median financial loss is $90.4 million with a maximum of §7.3 billion.
Top 50 events aside, Cyentia Institute (2020) further observes that “the median loss for multi-party
incidents is over 10x that of their single-party” counterparts. The emphasis on higher-order
relationships appears consistent with EAD’s consideration of downstream entities, while the
evidence-based magnitude of billions in monetary losses is consistent with Welburn and Strong’s
(2021) modeled magnitude of billions.

Across either example, the va/ue referenced by IGD and EAD tends to take the form of a
monetary amount. This is common and useful in decision-making, but interpretation of value can be
flexible to include other forms of impact that result from cyberattacks such as physical,
psychological, reputational, and societal (Agrafiotis, Nurse, Goldsmith, Creese, & Upton, 2018).
Additionally, we assume va/ue meaningfully varies per characteristics of the target entity’s
downstream network. This is exemplified by Shell being able to swiftly re-route oil supplies to
alternate depots when Mabanaft and Oiltanking experienced discontinuity to a subset of locations
(Pearson, 2022) — a nuance touched upon in I/O modeling assumptions introduced by Welburn and
Strong (2021). In this case, the downstream entity Shell’s adaptability would reduce IGD for
Mabanaft and Oiltanking incidents. Overall, it is likely that the incident differences within Table II
further fluctuate the valuation of downstream networks, i.e. which NCF and failure mode affected
entity operations and locations, but we abstain from further investigating this relation to
consequence.

5.2. Extension to Other Domains

The process of adapting an abstract methodology from finance to cybersecurity domains
yielded several distinct insights. We posit two axioms and five investigative considerations for
creating a domain-agnostic process that integrates quantitative and qualitative data to produce a
singular value of assessment. The two axioms are:

e Axiom I: quantitative baseline precedes qualitative adjustment.

e Axiom II: successive phases of qualitative adjustment permit a decreasing magnitude of
adjustment.
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And, with Fig. 2 as reference, we posit the following investigative considerations for process
structure: (1) the definition of exclusive, exhaustive, and causal themes; (2) the selection,
transformation, and aggregation operations for indicators; (3) the magnitude, extent, symmetry, and
definition of bounds for qualitative adjustments; (4) the extent and definition of rating scale levels;
and (5) the definition and use of peer groups, and mechanisms for linking quantitative and
qualitative phases within the overall process.
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6. LIMITATIONS AND FUTURE WORK

Our exploratory adaptation of sovereign credit rating processes to critical infrastructure
cyber risk assessment yields several clear limitations. Foremost being the reliance on manual
detection of discontinuity incidents in Section 3 and manual derivation of frames, indicators, and
heuristics in Sections 4.1 — 4.3. Though guided by observations from sovereign rating structures,
these actions would benefit from greater algorithmic and quantifiable specification to be repeatable.
A reasonable alternative for indicator derivation may be to build upon established academic surveys
of security metrics (Pendleton, Garcia-Lebron, Cho, & Xu, 2016). Additionally, and related to
manual outcomes, we find that the requisite time-series data to test our formulation does not
publicly exist, even though expansive collaboration to generate data sets is common within the
cybersecurity domain, e.g. the 87 partnerships reported by Verizon (2022). Crafting a reduced
formulation that solely requires publicly available data would be a means to test validity.

With respect to the rating structure itself, other limitations arise. Alterations to the qualitative
adjustment tiers such as expanded bounds, asymmetric bounds, and greater granularity should be
investigated. We note this because separate analyses of internal bank rating processes find that the
frequency of rating change is higher with preset weights (Brunner, Pieter, & Weber, 2000) and some
banks derive 30-50% of a rating from qualitative factors (Svitil, 2018). Additionally, investigating
which indicators are primary determinants of a rating would prove valuable. Sovereign credit rating
literature observes that subsets of determinants often provide outsize explanation of rating variance
(Afonso, Gomes, & Rother, 2011, Mellios & Paget-Blanc, 2006, Afonso, 2003, Mulder & Perrelli,
2001, Cantor & Packer, 1996) and such an investigation could aid decomposition or synthesis of
indicators to appropriately distribute explanatory power. From this determinant set, exploring
weighting procedures for a large amount of indicators such as analytic hierarchy process in the
climate” domain (Krajnc & Glavic, 2005) or multi-criteria decision analysis in the cybersecurity
domain (Ganin et al., 2020) would provide further value. Finally, percent- and existence-based
measures may require transformation into measures of performance or utilization as capability
improves amongst rated entities and such indicators become static. We do not detail any
mechanisms for updating indicators and this would be necessary for the sustained use of the rating
process.

7 A cutsoty review of “integrated assessment” in climate literature shows wide use of methods that integrate quantitative
and qualitative data to produce an estimate. Not the same as methods we propose, but of interest to this paper,
nonetheless.
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7. CONCLUSION

We contribute a novel, three-phase methodology for measuring and communicating the
likelihood element of cyber risk that is adapted from sovereign credit rating literature. Furthermore,
we demonstrate a repeatable process for translating a method across domains, finance to
cybersecurity, and across levels of abstraction, sovereign- to entity-level considerations. Though, we
find clear limitations in attempting to execute the methodology — mostly due to our aspirational
derivation of core indicators agnostic of whether relevant time-series currently exists. Notably, the
cybersecurity domain does not have a century of development to rely upon that the emergent
structure of sovereign credit ratings does. Implementing our proposed rating process will require
trust and partnership from a multitude of public and private entities within the cybersecurity
domain. Upon achieving steady-state implementation, the unique approach of integrating
quantitative and qualitative data to produce a singular value of assessment may be valuable to
sovereign-scale risk management of critical infrastructure groups targeted by threat actors.

Additionally, and regardless of implementation outcomes, we contribute a novel criterion for
measurement through the discontinuous function characterization. Measuring incidents as a
discontinuity in provision of an NCF across all operations and locations may be adapted to other
analytical processes that generate an assessment value; and we offer descriptive analysis of how both
quantitative and qualitative data are sequentially modeled in the widely used analytical process of
sovereign credit ratings. Furthermore, we provide 28 examples of discontinuity incidents but there
are likely more that remain undetected since there are scarce incentives for victimized entities to
publicly disclose shortcomings. An appropriate level of secure, public-private partnership may be a
reasonable approach to facilitate detection at scale.
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