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ABSTRACT

We perform an analysis of the full shapes of Lyman-« (Ly«) forest correlation functions measured
from the first data release (DR1) of the Dark Energy Spectroscopic Instrument (DESI). Our analysis
focuses on measuring the Alcock-Paczynski (AP) effect and the cosmic growth rate times the amplitude
of matter fluctuations in spheres of 8 h~'Mpc, fog. We validate our measurements using two different
sets of mocks, a series of data splits, and a large set of analysis variations, which were first performed
blinded. Our analysis constrains the ratio Dys/ Dy (zer) = 4.525 £ 0.071, where Dy = ¢/H(z) is the
Hubble distance, Dj; is the transverse comoving distance, and the effective redshift is z.g = 2.33.
This is a factor of 2.4 tighter than the Baryon Acoustic Oscillation (BAO) constraint from the same
data. When combining with Lyaw BAO constraints from DESI DR2, we obtain the ratios Dy (zeg)/rq =
8.646+0.077 and Dy (zer)/ra = 38.9040.38, where rq4 is the sound horizon at the drag epoch. We also
measure fog(zer) = 0.37 70022 (stat) +0.033 (sys), but we do not use it for cosmological inference due
to difficulties in its validation with mocks. In ACDM, our measurements are consistent with both cosmic
microwave background (CMB) and galaxy clustering constraints. Using a nucleosynthesis prior but no
CMB anisotropy information, we measure the Hubble constant to be Hy = 68.3 1.6 kms~' Mpc™!
within ACDM. Finally, we show that Ly« forest AP measurements can help improve constraints on the
dark energy equation of state, and are expected to play an important role in upcoming DESI analyses.

1. INTRODUCTION

The physics behind cosmic acceleration represents one
of the key unknowns in our current understanding of
the nature of the Universe. The simplest explanation,
given by the cosmological constant, A, is central to the
currently preferred model of cosmology, ACDM. How-
ever, recent Baryon Acoustic Oscillations (BAO) mea-
surements from the Dark Energy Spectroscopic Instru-
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ment (DESI; DESI Collaboration et al. 2016, 2022) in
combination with cosmic microwave background (CMB)
and type Ia supernovae (SNe) have provided strong hints
that dark energy might not be described by the cos-
mological constant (DESI Collaboration et al. 2025a,b).
Instead, these datasets prefer more complex explana-
tions involving a dynamic equation of state for dark en-
ergy. Furthermore, the ACDM model has also come
under increasing pressure due to a number of tensions,
with perhaps the most discussed being the > 50 discrep-
ancy in the value of the Hubble constant between direct
measurements based on the cosmic distance ladder (e.g.
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Breuval et al. 2024; Riess et al. 2022) and indirect probes
such as the CMB that rely on ACDM (e.g. Planck Col-
laboration et al. 2020a). One of the primary observa-
tional goals that can help us untangle these mysteries is
to obtain more precise measurements of the expansion
rate of the Universe at different stages of its evolution
(Weinberg et al. 2013).

The Lyman-a (Lya) forest currently provides the
tightest constraints on the cosmic expansion rate in
the redshift interval 2 < z < 4 (DESI Collaboration
et al. 2025¢; Cuceu et al. 2023a). The forest traces the
Lya absorption due to neutral hydrogen in the inter-
galactic medium (IGM) between us and the background
sources, most commonly quasars (e.g. McQuinn 2016).
This gives us a unique view into the large-scale struc-
ture (LSS) of the Universe, as it allows continuous map-
ping of the density field along each line-of-sight. For
more than a decade, Ly« forest observations from the
Baryon Oscillation Spectroscopic Survey (BOSS), ex-
tended BOSS (eBOSS), and now DESI, have provided
increasingly precise constraints on the cosmic expan-
sion rate through measurements of the BAO scale (e.g.
Busca et al. 2013; Slosar et al. 2013; du Mas des Bour-
boux et al. 2020; DESI Collaboration et al. 2025d,c).
These measurements are performed using the three-
dimensional (3D) auto-correlation of Lya flux, as well
as the cross-correlation between Lya flux and quasar
positions. While the BAO scale provides a very power-
ful standard ruler for cosmology, the Ly« forest contains
plenty of useful cosmological information beyond BAO.

In this paper, we present an analysis that aims to
extract cosmological information using the full shape
of the Lya forest 3D correlation functions measured
from the DESI Data Release 1 (DR1). We perform a
template-based analysis in which we focus on two well-
understood sources of cosmological information: the
Alcock-Paczynski (AP) effect and redshift space distor-
tions (RSD). This is in contrast to direct cosmologi-
cal analyses (also referred to as full-modelling) where
cosmological parameters are directly measured within a
given model (e.g. ACDM). In the case of the Ly« forest,
Gerardi et al. (2023) used DESI forecasts to show that
most of the large-scale 3D information is captured by
BAO, AP, and RSD. Therefore, in this work we focus
on measuring AP and RSD using the full shapes of the
Ly« forest correlation functions.

The Alcock-Paczynski effect introduces an anisotropy
in the distribution of LSS when the fiducial cosmology
used to transform observed angular and redshift separa-
tions into distances is different from the truth (Alcock
& Paczynski 1979). In the context of Ly, AP analyses
were first proposed by Hui et al. (1999); McDonald &

3

Miralda-Escudé (1999). Cuceu et al. (2021) and Cuceu
et al. (2023a) showed that adding AP information from
the full shape of Ly« correlations leads to significantly
tighter cosmic expansion rate constraints from BAO.
Therefore, the first goal of this work is to extract the
full-shape AP information from DESI DR1 correlations
measured by DESI Collaboration et al. (2025d, hereafter
DESI24-Ly«), in order to improve upon their cosmic ex-
pansion rate constraints, which are based solely on BAO.

Redshift space distortions are caused by peculiar ve-
locities modifying the observed redshift of quasars, and
also the redshift, shape, and amount of Ly« absorption.
When interpreting the redshift as purely cosmological in
origin, peculiar velocities lead to distortions in the ob-
served distribution of large-scale structure (Kaiser 1987;
Hamilton 1998). The RSD signal is sensitive to the
growth rate of cosmic structure f, as well as the am-
plitude of matter fluctuations, conventionally parame-
terized by og, the fluctuation amplitude in spheres of
radius 8 A~ 'Mpc. In linear theory, these two parame-
ters are degenerate, and therefore we can only measure
their product, fog (Percival & White 2009). As the Ly«
forest transmitted flux is given by a non-linear mapping
of the underlying density field, its RSD signal also de-
pends on an unknown velocity divergence bias that mul-
tiplies fog (e.g. McDonald 2003; Seljak 2012; Chen et al.
2021; Ivanov 2024). This has so far prevented 3D Ly«
forest analyses from extracting useful cosmological infor-
mation from RSD. On the other hand, galaxy clustering
analyses, which do not have to deal with this unknown
velocity divergence bias, have successfully used RSD to
measure fog over the last few decades (e.g. Blake et al.
2011; Reid et al. 2012; Alam et al. 2017, 2021; DESI Col-
laboration et al. 2024a). In this work, we use the quasar
RSD signal from large scales in the Lya-QSO cross-
correlation to measure fog. To obtain this constraint,
we perform a joint analysis of the cross-correlation with
the Lya auto-correlation in order to break the degen-
eracy between the Lya and QSO RSD signals in the
cross-correlation (Cuceu et al. 2021). Therefore, our
RSD measurement still depends on constraining the lin-
ear Lya RSD signal, which has not been as thoroughly
studied (see Chabanier et al. 2024; de Belsunce et al.
2025, for the current state-of-the-art). This is in con-
trast to the AP effect, which is geometric in nature and
has been used as a cosmological tool for decades.

Our analysis uses the Lya forest correlation functions
measured from DESI DR1 by DESI24-Lyc«. The DESI
survey is in the process of measuring the redshifts of
more than 40 million galaxies and quasars over five years
(DESI Collaboration et al. 2024b; Miller et al. 2024;
Poppett et al. 2024; Guy et al. 2023; Schlafly et al.
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2023). The first year of DESI data, which comprises the
bulk of DESI DR1, contains more galaxy spectra than
any previous spectroscopic survey (DESI Collaboration
et al. 2016, 2022, 2025¢). The Ly« analysis uses more
than 420000 Ly« forests and 700 000 quasars, which is
roughly double what was used in the previous state-of-
the-art analyses from eBOSS. The BAO measurements
from this dataset were presented in DESI24-Lya, and
they have been recently updated with the DESI Data
Release 2 (DR2) dataset in DESI Collaboration et al.
(2025c¢).

We start by introducing the data we use along with
our model in Section 2. The Alcock-Paczynski and fog
measurements are presented in Section 3, and are fol-
lowed by our validation tests in Section 4, which encom-
pass analyses on mocks, data splits, and a large set of
analysis variations. After that, we discuss our results
and their validation in Section 5. Finally, we present
the cosmological implications of our measurements in
Section 6, and conclude in Section 7.

2. ANALYSIS

Our analysis focuses on modelling Ly« forest correla-
tion functions in order to extract cosmological informa-
tion from their full shape. We use the correlation func-
tions measured by DESI24-Lyca, which are described in
Section 2.1. The model we use is based on an exten-
sion developed by Cuceu et al. (2021) of the model used
for Lya BAO analyses, and is described in Sections 2.2
and 2.3. Finally, we describe our blinding and unblind-
ing process in Section 2.4.

2.1. Lya forest correlation functions

We use the four 3D Ly« forest correlation functions
measured by DESI24-Lya. The four correlations are
computed from three datasets:

1. The Lya flux overdensity field measured between
the Lya and Lyf emission lines, in the rest-frame
interval 1040 < Arp < 1205 A, denoted region
A. This dataset encompasses 428,403 Ly« forests,
and we refer to it as Lya(A).

2. The Lya flux overdensity field measured between
the Ly emission line and the Lyman limit, in the
rest-frame interval 920 < Agr < 1020 A, denoted
region B. This dataset encompasses 137,432 Ly«
forests, and we refer to it as Lya/(B).

3. A catalog of 709,565 DESI quasars at redshift z >
1.77, which are used as discrete tracers.

For a detailed description of these datasets, see
DESI24-Lya.

The four correlation functions include two auto-
correlations of Lya flux overdensity, Lya(A)xLya(A)
and Lya(A)xLya(B), and two Lya-QSO cross-
correlations, Lya(A)xQSO and Lya(B)xQSO. We will
refer to the first pair as the auto-correlation, and the
second pair as the cross-correlation. These correlation
functions are computed on two-dimensional grids in co-
moving separation along the line-of-sight, r|, and across
the line-of-sight, , . For a pair of pixels (7, j) at redshifts
(zi,2;) and separated by an angle A#, these comoving
coordinates are given by:

7| = [De(2i) — De(z5)] cos %, (1)
r1 = [Du(z) + Du(z)]sin %7 @)

where D, is the comoving distance, and Dy, is the co-
moving angular diameter distance. To compute these
distances, a fiducial cosmology based on CMB measure-
ments from the Planck satellite Planck Collaboration
et al. (2020a) is used. The parameter values of this fidu-
cial cosmology can be found in Table 2 of DESI24-Lya.
The correlation functions are computed in 4 h~*Mpc
wide bins in both al and r,, and are averaged into a
single redshift bin with an effective redshift z.g = 2.33.
A weighted pair-counting algorithm is used, with the
correlation in a comoving coordinate bin M given by:

fM _ ZZJGM J ]’ (3)

Zi,jeM WiW;

where the sums run over pixel-pixel pairs for the two
auto-correlations, and over pixel-quasar pairs for the
two cross-correlations. In the case of Lya forest pix-
els, § corresponds to the measured Ly« flux overdensity,
while for quasars 6 = 1. The weights for Lya pixels
are given by the inverse variance, accounting for both
noise and intrinsic large-scale structure variance, and
also include the redshift evolution of the Lya bias. On
the other hand, the weights for quasars only account
for the redshift evolution of the quasar bias du Mas des
Bourboux et al. (2020). For a detailed description of
the continuum fitting process used to measure the Lya
¢ field, and the weights used in 3D Ly« forest analyses,
see Ramirez-Pérez et al. (2024).

Finally, DESI24-Lya compute one covariance matrix
for all four correlation functions, which includes their
cross-covariance. This is estimated from 1028 measure-
ments of the correlation function in individual HEALpix
pixels, corresponding to patches 250 x 250 (h~*Mpc)? in
size at zeg = 2.33. This noisy estimate is then smoothed
by replacing non-diagonal elements of the correlation
matrix, Corrysy, corresponding to the same comoving



separation between bins M and N with their average.
This method was tested on DESI DR1 mocks by Cuceu
et al. (2025), and was shown to produce accurate uncer-
tainties on BAO parameters measured from the same
mocks. We have performed the same tests in the con-
text of the full-shape analysis below in Section 4.1.

2.2. Modelling of correlations

Our model for Lya forest correlation functions closely
follows that used in Cuceu et al. (2023b,a), and is imple-
mented in the Vega' package. It is based on a template
approach and at a high level follows these steps:

1. A linear isotropic matter power spectrum, Pgq(k),
is computed using CAMB (Lewis et al. 2000) at
the effective redshift of our measurements (zeg =
2.33), with a fiducial cosmology based on Planck
CMB results Planck Collaboration et al. (2020a).>
This is our template.

2. The isotropic power spectrum is split into a wiggles
(or peak) component and no-wiggles (or smooth)
component following Kirkby et al. (2013). These
two components go through the rest of the mod-
elling process independently and are only com-
bined in the final step.

3. Model Lya power spectra, Pr, and Lya-QSO
cross-spectra, Py, are computed using the tem-
plate, the linear Kaiser term Kaiser (1987),
along with models for small-scale non-linearities,
BAO broadening, high column density (HCD) ab-
sorbers, and redshift errors.

4. The now anisotropic model auto- and cross-power
spectra are transformed into 2D model correla-

tions, as a function of r| and r, , following Kirkby
et al. (2013).

5. The coordinates of the model correlations, || and
r,, are re-scaled using free scale parameters that
we fit for. These are independent for the smooth
and peak components.

6. The impact of metal absorption is incorporated
by computing theoretical models for all Lya-
Metal, QSO-Metal, and Metal-Metal correlations.
A number of smaller effects discussed below are
added at this stage, and also the distortion due to
continuum fitting errors is modeled by multiplying
the model correlation with a distortion matrix.

L https://github.com/andreicuceu/vega

2 The template used here is exactly the same as that used for the

BAO analysis of the same data set in DESI24-Lya.
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7. Finally, the two model components (peak and
smooth) are summed to produce the final model
of the correlation functions.

The model anisotropic auto- and cross-spectra are
given by:

Pp(k) = 031+ Bpup)? G Py (k) Pra(k),  (4)
Pryxq(k) = bp(1 + Bpui)(bg + fui) G(k) X v (k) Paa(k),
()
where the wavenumber vector k = (k,ux) = (ky, kL)
has modulus k, line-of-sight and transverse components
(kjj k1), and px = kyj/k. The G(k,px) term models
the binning of the correlation function (4 h~Mpc bins),
and is given by the Fourier transform of a top-hat func-
tion. Fny and Xy model small-scale deviations from
linear-theory, and are described in detail below. ¥ and
B% are effective Lya linear bias and RSD parameters,
which account for both Lya flux and HCD absorption,
and are described in detail below. by and f are the
linear quasar bias and the cosmic growth rate (i.e., the
logarithmic derivative of the linear growth factor), re-
spectively. Note that the Lya RSD parameter, Sr, also
depends on the growth rate through Srp = b, rf/bp.
However, due to the presence of the unknown velocity
divergence bias b, r, we cannot use the linear Lya auto-
correlation to measure f, as the two parameters are de-
generate. Therefore, we work with the Sr parameter
and marginalize over it in our analysis.

High column density (HCD) absorbers are treated in
two different ways depending on their strength. Strong
HCDs, represented by Damped Lya Absorbers (DLAS),
with column densities log Ny; > 20.3, that are found
in high signal-to-noise (SNR > 3) spectra are masked
(Ramirez-Pérez et al. 2024). This is because strong
DLAs have damping wings that extend over a signifi-
cant part of the spectra they are found in, increasing the
noise on large scales in the measured Lya correlations
(Font-Ribera & Miralda-Escudé 2012). The thresholds
above were chosen based on the performance of DLA
finder algorithms. On the other hand, HCDs that are
either too weak to be detected or in spectra with signal-
to-noise below 3 are not masked, and their impact must
be modelled at the level of the correlation function. We
follow Font-Ribera & Miralda-Escudé (2012); du Mas
des Bourboux et al. (2020); DESI Collaboration et al.
(2025d), and model this effect through the effective bias
and RSD parameters given by:

by = br +bucoFucp(k))), (6)
8% = brBr + bucpPuco Fucp (k). (7)

where bp and bycp are the linear Lya and HCD flux
biases, S and Bycp are the RSD parameters for Lya


https://github.com/andreicuceu/vega
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and HCDs. The Fycp function accounts for the pro-
file of the HCDs (i.e., the fact that the absorption is
not localized along the line-of-sight). We follow de
Sainte Agathe et al. (2019) and use the approximate
form Fycp = exp(—Lucpk))), in line with DESI24-Lya.
Lycp is a free parameter that is allowed to vary in our
fits, and can be thought of as the typical scale of unde-
tected HCDs.

For the auto-correlation, we follow previous Lya BAO
and full-shape analyses and model small-scale deviations
from linear theory using the empirical model developed
by Arinyo-i-Prats et al. (2015). This is given by:

{ ) A k2
Fyr(k) =exp ¢ 1 A~(k) {1 - (k) Mk”} - <k:) ;
v P

(8)
where A2%(k) = k3Paq(k)/(27%), and we treat
{q1, kv, ay, by, kp} as unknown nuisance parameters that
we marginalize over.> This model, which we will refer
to as the Arinyo model, represents an empirical fitting
formula that was shown to accurately reproduce small-
scale Lya power spectra in hydrodynamical simulations
(Arinyo-i-Prats et al. 2015; Givans et al. 2022; Chaban-
ier et al. 2024; Chaves-Montero et al. 2025). In pre-
vious Lya forest analyses, the parameters of this model
have been fixed to the values predicted from simulations
(DESI Collaboration et al. 2025d; Cuceu et al. 2023a),
while in this work we allow them to vary. We use wide
flat priors for all 5 parameters, with the edges of the
priors informed by the range of possible values Arinyo-
i-Prats et al. (2015) measured in simulations (see Ap-
pendix B).

For the cross-correlation, the largest impact on small
scales is due to quasar redshift errors Font-Ribera et al.
(2013). We follow DESI24-Lya and model this effect
along with quasar non-linear velocities using a simple
Lorentzian damping, given by:

XRp = [1+ (kjo2)? 7, 9)

where o, is a free parameter. As part of our validation in
Section 4.3, we will also compare our baseline results to
those obtained using a Gaussian damping model instead
of the Lorentzian.

In order to account for the broadening of the BAO
peak due to non-linear evolution, the model power spec-
trum for the peak component is also multiplied by
exp[—(k‘ﬁ Zﬁ + k2%2)/2]. The two broadening parame-

ters, are fixed to the theoretical prediction of ¥, = 3.24
h~'Mpc and X = 6.37 h~'Mpe, following Eisen-
stein et al. (2007); du Mas des Bourboux et al. (2020).
DESI Collaboration et al. (2025¢) has recently tested
this choice in the context of the DESI DR2 BAO analy-
sis, and found that these values are consistent with the
data, and that allowing these parameters to vary does
not impact BAO constraints.

The anisotropic power spectra from Equations (4)
and (5) are transformed into 2D model correlation func-
tions through the following process. First, a multipole
decomposition is performed up to £ = 6, followed by
a Hankel transform, and then the resulting correlation
multipoles are assembled into the 2D correlation model
as a function of r|| and r .

Besides absorption due to hydrogen, the Lya forest
regions we use also contain metal absorption. For met-
als with rest-frame wavelength close to the rest-frame
of Lya (1215.67A), the small-scale Lya-Metal (for the
auto) and QSO-Metal (for the cross) cross-correlations
will appear as extra peaks along the line-of-sight in our
correlation functions. This is because we treat all pix-
els as Lya pixels when computing their redshift, and
therefore wrongly assign null separation Lya-Metal and
QSO-Metal pairs to correlation function bins at large
separations (Pieri et al. 2014; Morrison et al. 2024). The
lines found to cause the peaks observed along the line-
of-sight in Ly« correlations are: SillI(1207), SilI(1193),
SilI(1190), and SilI(1260) (Bautista et al. 2017). Other
metal absorption at longer wavelengths only contribute
through their auto-correlation. Guy et al. (2025) used
measurements in regions redward of the Ly« line to show
that this type of contamination is dominated by CIV ab-
sorption. Therefore, we follow DESI24-Ly«a, and model
the impact of these 5 metal lines.

The model for metal absorption involves computing
all Lya-Metal and Metal-Metal correlations for the Ly«
auto, and all QSO-Metal correlations for the Lya-QSO
cross. The model for each of these correlations is very
similar to those of the Ly« correlations, with each metal
having its own linear bias and RSD parameters. The
metal biases are free to vary, while the metal RSD pa-
rameters are fixed to 0.5, following DESI24-Lya.* Fol-
lowing Bautista et al. (2017) and du Mas des Bourboux
et al. (2017), the model metal correlations are trans-
formed from their correct separations (7,71 ) to the co-

3 Note that the original model developed by Arinyo-i-Prats et al.
(2015), also contained a higher order A*(k) term with a corre-
sponding g2 parameter. However, this was found to be very close
to zero and has therefore been ignored in subsequent analyses.

4 This is because we lack the sensitivity to constrain both the bias
and RSD parameter for each metal. Given that metal peaks are
localized along the line-of-sight, we do not expect this to play a
role in our results.



ordinate grid of the measured correlations:

where the metal matrices My;n are given by:

1
M e (i.5)eN

where (i,7) € N refers to bins computed using the cor-
rect redshifts, (¢,7) € M refers to bins computed using
the assumed redshifts, and m refers to each of the 5
metal lines described above.

For the auto-correlation, the following components are
added besides the main Lyax Ly« auto-correlation (€5 ):

gtF = SF +Z§F><m+ Z gml Xma +anoise§noise7 (]-2)
m

mi,ma

where F' x m refers to Lya-Metal correlations, m x m
refers to Metal-Metal correlations, and the sums are per-
formed over the 5 metal lines above. The anoise&noise
term models the correlated sky noise of spectra from
fibers of the same spectrograph. Guy et al. (2025)
showed that the dominant contribution is the sky back-
ground model noise and that it only affects bins with
purely transverse separation (i.e. 7| =0 h~1Mpc). Fol-
lowing DESI24-Lyq, &noise has a fixed shape as a function
of 1, computed based on the fraction of pairs at each
r, that were observed with the same spectrograph, and
Gnoise 18 a free parameter we marginalize over.

For the cross-correlation, the contaminated model is
given by:

§rvo :§FXQ+ZEQ><m+£TP> (13)

where ry g is the main LyaxQSO model, Q) x m refers
to QSO-Metal correlations, and &rp accounts for the
transverse proximity effect. Following Font-Ribera et al.
(2013), we use the isotropic form:

erp = TP 1h~'Mpc
0 r

2

) ewrin.
where the amplitude {17 is a free parameter, and we fix
Auv = 300 A~ 'Mpc (Rudie et al. 2013).

Once the contaminated models & and &, are built,
the only missing ingredient is the distortion due to con-
tinuum fitting errors. This arises because we fit the
amplitude and slope of the continuum for each indi-
vidual forest in order to account for Quasar diversity
(see Ramirez-Pérez et al. 2024). However, this process
also fits for any large-scale structure fluctuations of the
size of the forest or larger that are present in each for-
est. These continuum fitting errors lead to distortions in
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the measured correlation functions. Following Bautista
et al. (2017) and du Mas des Bourboux et al. (2017),
this effect is forward modeled through distortion matri-
ces, which for the auto- and cross-correlation are given
by:

1

auto __
DMN = 7W g W;W; E i’ 15575 (15)
M ieMm il j EN
‘, 1
MN = W E w;w; E Niit s (16)
M jem il GEN

with projection matrices, 7;;, given by:

nps = 0F — Wi _Wakik
v T Vg 29
T Xwk X weky

(17)

where 5{5 is the Kronecker delta, and x; = log A, —
log A\, with ); the observed wavelength in pixel i, and
log A\, the mean of log A in the forest of quasar q. The
distortion matrices in Equations (15) and (16) are com-
puted using model bins N that are 2 h~'Mpc in size,
while the data bins M correspond to the binning size of
the measured correlation functions (4 h~!'Mpc in size).
This means the models computed so far use the smaller 2
h~'Mpc binning for better precision, while the distorted
model, é M, matches the data binning. The distorted
model is given by:

év =Y Dunéh. (18)
N

The computation of the distortion matrices is very in-
tensive, and therefore only a small fraction of pixel pairs
are used to measure them. In the baseline analysis, this
consists of 1% of pairs, but we also test a variation where
that number is doubled in Section 4.3.

Finally, the peak and smooth components, ép and fs,
which have so far undergone the modelling process sepa-
rately, are added to produce the full correlation function
model:

E(rysre) = &gy aire) + &lajry,diry),  (19)

where (qﬁqj) rescale the coordinates of the smooth
component, while (qﬁ, q" ) rescale the coordinates of the
peak component. In a BAO analysis, qﬁ =¢q] =1and
the goal is to fit for the BAO scale parameters (qﬁ .q7).
On the other hand, in this work we wish to extract in-
formation from the full shape of the correlation func-
tions, and therefore we also fit for (qﬁ,qj_). In the case
of the cross-correlation, the line-of-sight coordinates ry|,
are further modified by an additive free parameter, Ary|,
which accounts for any systematic quasar errors.



2.3. Fitting Alcock-Paczynski and the growth rate

In this section, we introduce the parametrization used
to extract cosmological information from Ly« forest cor-
relation functions. In particular, in this work we focus
on the three main sources of information: BAO, the
Alcock-Paczynski effect, and redshift space distortions.
As BAO has already been measured from this data set
by DESI24-Lya, here we focus on the other two effects.

To isolate the AP effect, we use the parametrization
introduced by Cuceu et al. (2021):

q.1(2)

and a(z) = 1/q1(2)q)(2), (20)

where ¢ captures the anisotropy introduced by AP, and
is related to the Alcock-Paczynski parameter Dy, H(z)
through:
[DarH(2)]ga’
where H(z) is the Hubble parameter, and the subscript
fid indicates quantities computed using the fiducial cos-
mology. As we have two sets of (g, q.) parameters, we
can measure ¢ independently for the peak component
and from the broadband. We will use the symbol ¢,
to refer to the measurement of ¢ from BAO, while ¢g
will be used for the smooth component. As our end goal
is to measure AP from the full shape, we will also use
the symbol ¢¢ to refer to measurements of AP where
the anisotropy in the two components is fitted through
a single parameter (i.e., we impose ¢, = ¢s).

On the other hand, o measures an isotropic scale,
which for the peak component is related to the comoving
acoustic scale rq4, through:

D]w(Z)DH(Z)/Tg
[Dan(2)Dr(2)/r3lsa’

with Dp(z) = ¢/H(z), and speed of light, ¢. As before,
we use the symbol «, to refer to the isotropic scale pa-
rameter for the peak component, and «y for the isotropic
parameter for the smooth component. The «y parame-
ter is sensitive to the scale of matter-radiation equality,
which has been used as a stand-alone source of cosmo-
logical information with galaxy clustering (e.g. Philcox
et al. 2021; Zaborowski et al. 2025). However, in the
case of the Lya forest, its measurement has not been
validated in the presence of systematics. Given that ag
constraints are significantly weaker than o, constraints,
and would need to be independently validated, we follow
Cuceu et al. (2021) and treat ag as a nuisance parameter
to be marginalized over.

From Equation (5), we can see that measurements
of the anisotropy in the Lya-QSO cross-correlation are

$(z) = (21)

ap(z) =

(22)

sensitive to the growth rate, f. However, both Equa-
tions (4) and (5) have an implicit scaling of o2. This
means that instead of {b/z, bg, f}, we are actually sensi-
tive to the products {bos,bgos, fog}. The Lya auto-
correlation constrains b-os and 8%, which allows us to
break the degeneracy between the Lya and the QSO
part of Equation (5), and therefore measure bgog and
fos. Also note that all the parameters mentioned above
evolve with redshift, and our measurements are made at
the effective redshift of our data, z.g = 2.33.

In practice, we fit for {7, bg, f}, and rescale the end
result by og. Because og is defined using spheres of
8 h~'Mpc, there is an additional dependence on the
isotropic scale because we are rescaling the coordinates
of the model to match the data. Asthe RSD information
primarily comes from the broadband, the relevant scale
is the one measured from the smooth component. Fol-
lowing Gil-Marin et al. (2020) and Bautista et al. (2021),
we account for this effect by using a rescaling of og with
spheres of 8ays, R~ 'Mpc, where i = q|1|/3qi/3. This
effectively keeps the scale oy is fitted at constant relative
to the data. The measurements of fog presented in this
work are rescaled using the g, values derived from the
best-fit ag and ¢s.

2.4. Blinding

The analysis presented in this work was first per-
formed blinded in order to avoid human biases. Given
that we are using the same measured correlation func-
tions as DESI24-Lya, we had to work with unblinded
correlations and therefore resorted to using the follow-
ing blinding method. Within the likelihood, we add
random values to the parameters of interest, ¢s and
f. These random values are kept consistent across all
tests we do by fixing the random seed used to gener-
ate them. They are generated from Gaussians with
null mean, and standard deviations based on the pre-
vious eBOSS DR16 measurement in the case of Alcock-
Paczynski, o4, = 0.02, and the forecasted DESI DR1
uncertainty in the case of the growth rate, oy = 0.14°.
The actual values of the blinding were A¢s = —0.020
and Af = 0.02, which corresponds to a significant shift
in ¢, and a very small shift in f.

The decisions related to what constitutes the base-
line analysis were taken without knowledge of the final
results. Also, all the validation tests presented in Sec-
tion 4 were first performed blinded. In light of the tests
on mocks presented in Section 4.1, we decided before un-

5 This is because our analysis is the first to measure fog from the
Lya forest. The forecasted uncertainty is based on Cuceu et al.

(2021).



blinding that only the Alcock-Paczynski result has been
fully validated, and will therefore be used for the cos-
mological inference, as discussed in Section 5. We still
present our measurement of fog, along with all of its
validation tests, but we do not include it in the cosmo-
logical results presented in Section 6.

3. COMPRESSED RESULTS

We model and fit the four correlation functions com-
puted by DESI24-Ly« using the Vega package. We use
the iminuit minimizer (Dembinski & et al. 2020; James
& Roos 1975) to find the best fit, and sample poste-
rior distributions using the Nested Sampler PolyChord
(Handley et al. 2015a,b). We use 4 h~'Mpc bins and
compute the auto-correlations up to 200 h~'Mpc in both
| and 7, while the cross-correlations are computed
from —200 A~ 'Mpc to 200 A~ *Mpc in 7|, and from 0
h~'Mpc to 200 A~ 'Mpc in r;. This means the two
Lya auto-correlations have a total of 2500 data points
each, while the two Lya-QSO cross-correlations have
5000 points each, for a total of 15000 data points.

The maximum scale we fit is rmax = 180 h~'Mpc
for all four correlations. On the other hand, the mini-
mum scale is different for the auto vs the cross due to
differences in our confidence of the modelling of small
scales. For the auto-correlations, we use a minimum
scale of Tmin = 25 h~'Mpc, in line with Cuceu et al.
(2023b,a), while for the cross-correlation we choose a
more conservative rmi, = 40 h~'Mpc. This choice is
partly driven by the fact that for the auto-correlation we
have an empirical model for small-scale non-linearities
(Arinyo-i-Prats et al. 2015), that has been extensively
tested on measurements of the Lya power spectrum
from hydro-dynamical simulations. However, for the
cross-correlation, we do not have an equivalent model,
and therefore, we restrict our analysis to larger scales.
Furthermore, Cuceu et al. (2023b) found using eBOSS
DR16 mocks that AP measurements are unbiased when
using scales larger than 25 h~!Mpec, while a significant
bias was detected when using scales smaller than that.
We find consistent results using the DESI DR1 mocks
here (see Section 4.1). Scale cuts are implemented in

isotropic separation (i.e., |/rft +77), and after that we

are left with a total of 9188 data points.

We show the best-fit model versus data, along with
the residuals, in Figure 1. As the quantities we aim to
measure come from the anisotropy in correlation func-
tions, we compress the 2D correlations into shells of
isotropic separation and show them as a function of the
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line-of-sight angle #.° The compression is performed
through a weighted average using the covariance ma-
trix. Plots of the same data compressed into wedges
instead of shells can be found in Figures 4 and 5 of
DESI24-Lyc. Here we focus on two shells at smaller
separations (r < 75 h~!Mpc for LyaxLya, and r < 85
h~'Mpc for LyaxQSO), as these provide most of the
signal for both the AP and RSD measurements. The
equivalent plots for the shells at larger separation are
in Appendix A. Figure 1 also illustrates the impact of
changing ¢¢ and fog through the dashed and dotted
lines, respectively. We only show the fog variation for
the cross-correlation, as this is our only source of infor-
mation for this effect (see Section 2.3). A similar figure
showing the impact of several important nuisance pa-
rameters can be found in Appendix B.

The model gives a good fit to the data, with x2, =
9145.1 for 9163 degrees of freedom (PTE= 0.55). We
have found that changing the minimum separation used
does not significantly degrade the fit quality, which is
not surprising given that DESI24-Lya used 7y, = 10
h~'Mpc for both the auto and cross-correlation, and still
obtained a good fit (PTE= 0.23). When interpreting the
goodness-of-fit from the shell plots shown in Figure 1, it
is important to note that there is significant correlation
between nearby data points. Directly adjacent points
have correlation coefficients of ~ 0.5, and the correlation
matrix remains above 0.1 up to the third or fourth off-
diagonal.

Our main measurements are presented in Figure 2 and
in Table 1, where we focus on the three sources of cos-
mological information that we use: BAO, the Alcock-
Paczynski effect, and redshift space distortions. We
compare our full-shape results in blue, with the BAO
measurement by DESI24-Ly« from the same dataset in
black, and the broadband-only constraint in red (where
the BAO parameters oy, and ¢, are marginalized). The
isotropic BAO parameter (ay,) constraint is very simi-
lar to that of DESI24-Lyc, although not identical due
to the small correlation between this parameter and the
AP effect (correlation coefficient of ~ 0.16 for ¢,, and
~ 0.08 for ¢x).

The AP measurement from the broadband (¢s) is
also consistent with the AP measurement made by
DESI24-Lya (¢p), but represents a 1.7% constraint com-
pared to the previous 3.8% constraint from the BAO
peak in the same dataset. Combining the two, the full-
shape of the DESI DR1 Ly« forest correlations gives a

6 Where 6 = 0° corresponds to r| = 0, and 6 = 90° corresponds

tor) = 0.
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Figure 1. (left) Ly« forest auto-correlation function (points with error-bars) compressed into shells of separation r, and shown
as a function of the line-of-sight angle, 6. The top panel shows the shell compression, while the bottom panel shows the residuals
of the shells. The best-fit model is also compressed into the continuous lines and captures well the anisotropy present in the
data. The dashed lines indicate models where the AP effect is modified by 50 in either direction, illustrating its impact on
these shells. (right) Shell compression of the Lya-QSO cross-correlation function. 6 values below 90° correspond to Lya pixels
in front of the quasar they are correlated with, whereas values above 90° correspond to Ly« pixels behind the quasar (i.e., at
larger redshift). Here we also add a model where the value of fog is modified by 50, shown using dotted lines. Note that the
separations used to select the shells are different for the auto- and cross-correlation due to differing scale cuts.

Isotropic BAO

Alcock-Paczynski

Growth (zeg = 2.33)

BAO (DESI24-Lya)

ap = 1.000 £ 0.011

ép = 1.026 £ 0.038

Broadband

és = 0.987 £ 0.017

fos = 0.36479:058

Full-shape

ap = 0.999 £ 0.010

¢r = 0.995 £ 0.016

fos = 0.37179:95°

Table 1. Constraints on BAO, the Alcock-Paczynski effect, and the growth parameter combination fog, from BAO-only,
broadband-only, and full-shape analyses of the DESI DR1 Ly« forest correlation functions. The BAO-only results come from
DESI24-Lyc«, while the other two analyses are presented here.

1.6% constraint on the Alcock-Paczynski effect (¢r), rep-
resenting an improvement of about 2.4x in constraining
power.

We also obtain the first ever measurement of the
growth rate from 3D Ly« forest correlations, quantified
through the combined parameter fog. The constraint
is much weaker (15% — 17%) when compared to the AP
result, due to the fact that we are only using the quasar
RSD signal in the Lya-QSO cross-correlation for this
measurement.

4. ANALYSIS VALIDATION

Our approach for analysis validation closely follows
that of DESI24-Lya. First, we used a set of 150 mock re-

alizations of DESI DRI to validate our analysis pipeline,
by showing that we can recover unbiased constraints
and accurate uncertainties (Section 4.1). After that, we
performed a large set of data splits (Section 4.2) and
analysis variations (Section 4.3) in order to study the
robustness of our measurement. These tests were first
performed using the blinding method described above,
and informed the choice of baseline model.

As our analysis starts from the correlation functions
measured by DESI24-Lyc, the main purpose of this sec-
tion is to validate the robustness of the model for these
correlation functions when it comes to measurements of
¢¢ and fog. Therefore, we imposed a threshold of 1/3
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Figure 2. Constraints on the isotropic BAO scale, ap, the
Alcock-Paczynski effect, ¢, and the growth parameter com-
bination, fos. Our main results are shown in blue for the
full-shape analysis of the DESI DR1 Ly« forest correlations,
where the AP constraint is given by ¢¢. For comparison, we
also show the BAO measurement measured by DESI24-Ly«
from the same dataset in black (AP given by ¢p), and re-
sults from only the broadband in red (where we marginalize
over BAO and AP is given by ¢s). The Alcock-Paczynski
constraint from the broadband is more than a factor of two
tighter than the one from BAO.

of the DESI statistical uncertainty, opgsr, for tests of
the model to be considered successful. This corresponds
to ~ 0.005 for ¢¢ and ~ 0.02 for fog. We will show
this threshold in all figures where it was applied. Note
that for model variations, this threshold was applied to
¢s before unblinding, but we did not observe any sig-
nificant changes when working with ¢¢ post-unblinding,
and therefore present all our results in terms of ¢s.
While our main results in Section 3 were based on the
full posterior distribution as measured by the Nested
Sampler PolyChord, for this section we were limited by
computational constraints to using the iminuit mini-
mizer with Gaussian approximated uncertainties”. This
was also the case for DESI24-Lyc, but in their case the
posterior distribution of the BAO parameters was very
well approximated by a Gaussian. On the other hand, in
our case the Gaussian approximation can lead to small
differences with respect to the full posterior results as de-

7 Computed from the second derivative of the likelihood around

the best-fit point.
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scribed in Appendix C (also see Cuceu et al. 2020). We
will discuss the implications of this limitation wherever
it is relevant in this section. We will refer to measure-
ments based on the full posterior distribution as sampler
results, while those based on the best-fit with Gaussian
approximated uncertainties as fitter results.

4.1. Validation with mocks

We use the set of mocks created by Cuceu et al. (2025)
to validate the DESI DR1 Ly« forest BAO measurement
in DESI24-Lyc. For a detailed description of how these
mocks are created, see Herrera-Alcantar et al. (2023).
Furthermore, the same type of mocks were also used to
validate the Ly« full-shape analysis of eBOSS DR16 in
Cuceu et al. (2023b), although that analysis only focused
on the Alcock-Paczynski effect and did not study RSD.
Therefore, here we only give a very brief description of
these mocks, focusing on the relevant implications for
full-shape analyses.

The mocks were generated using two different sets of
fast simulations based on the LyaCoLoRe (Farr et al.
2020; Ramirez-Pérez et al. 2022) and Saclay packages
(Etourneau et al. 2023). Both of these use log-normal
density fields and simplified recipes to generate the
quasar distribution and paint the Ly« forest absorption.
The recipes were calibrated to approximately match the
mean flux, 1D power spectrum, and large-scale bias
and RSD parameters measured by eBOSS. These sim-
ulations are then used to generate mock realizations of
the DESI DR1 quasar catalog with matching synthetic
DESI spectra containing simulated Ly« forests. This
is done using the desisim package®, which simulates
the DESI DR1 footprint, magnitude and redshift dis-
tributions, spectrograph resolution, noise, and redshift
errors. At this stage, astrophysical contaminants are
also added, which include Damped Ly« systems (DLAs),
Broad Absorption Lines (BALSs), and metal absorption
(Herrera-Alcantar et al. 2023). We use the set of 100
LyaCoLoRe and 50 Saclay mocks of DESI DR1 gener-
ated in Cuceu et al. (2025) and used to validate the
analysis of DESI24-Lya.

The Ly« forest correlation functions were computed
using the same analysis pipeline and methodology that
was used to analyze the real data (Section 2). The
only difference with respect to the analysis presented
in Cuceu et al. (2025) is that we now go beyond BAO
in our model and focus on the full-shape information as
described in Section 2.2. Following Cuceu et al. (2025),
the model applied to mocks differs slightly from the one

8 https://github.com/desihub/desisim


https://github.com/desihub/desisim
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applied to data in the following aspects. First, we in-
clude extra Gaussian smoothing to account for the fi-
nite cell size in the log-normal simulations. This in-
cludes two new free parameters corresponding to the
smoothing amplitude along and across the line-of-sight,
respectively. Secondly, we ignore correlated sky residu-
als, CIV contamination, the transverse proximity effect,
and BAO broadening due to non-linear evolution since
these effects are not included in the mocks. None of
these effects are correlated with either Alcock-Paczynski
or RSD given our scale cuts, and we study their impact
below using the real data”. Finally, log-normal mocks
do not have correct small-scale clustering, so we do not
use the Arinyo model in our baseline mock fits. We
have tested including this model and freeing all 5 extra
parameters, and we find no significant impact on our
measurements. In fact, similar to the measurements on
data, we find no preference for deviations from linear
theory (i.e., the g1 parameter is consistent with zero).

We start by fitting the mean of the correlation func-
tions computed from the two sets of mocks, which we
will refer to as stacked correlations. Cuceu et al. (2025)
showed that the model described in Section 2.2 provides
an excellent fit to these stacked correlations, even when
fitting down to 10 h~'Mpc and fixing the broadband
scale parameters. Furthemore, Cuceu et al. (2025) also
found that BAO measurements are unbiased in these
mocks. Therefore, our goal here is to study whether we
recover unbiased measurements of AP and RSD. Our
measurements of ¢f and fog from the stack of mocks
are shown in Figure 3. For comparison, we also show the
input mock cosmology marked by the gray cross, along
with the DESI contours centered on the input cosmology
(continuous black), as well as the contour corresponding
to 1/3 of the DESI uncertainty (dashed black).

Figure 3 shows two measurements for each of the two
sets of mocks. The baseline results are represented
by the filled contours, and in the case of the Alcock-
Paczynski effect they show excellent agreement with the
fiducial cosmology used to generate the mocks for both
LyaCoLoRe and Saclay mocks (vertical gray line). On
the other hand, the two sets of mocks give slightly differ-
ent constraints on fog. LyaCoLoRe mocks are in agree-
ment with the fiducial value (horizontal gray line), while
Saclay mocks show a small but significant bias. The fog
measurement from Saclay mocks is on the edge of the
1/3 opgst contour in 2D. However, in 1D it corresponds
to a shift of ~ 0.5 opggr from the truth, and is detected

9 See Cuceu et al. (2023b) for a discussion of these effects and their

impact on full-shape analyses.
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Figure 3. 68% and 95% credible regions of AP (¢¢) and
RSD (fos) measurements from the stack of 100 LyaCoLoRe
(blue) and 50 Saclay (orange) mocks. The filled contours
show the results for the baseline mock analysis, while the
empty contours show results for a variation where redshift
errors affect the continuum fitting. The gray cross indicates
input mock cosmology, while the dashed black contour shows
1/3 of the DESI DR1 uncertainty. The AP measurement is
unbiased in all cases, while the RSD measurement is unbiased
for LyaCoLoRe mocks, and shows a small but significant bias
for Saclay mocks.

at a significance of more than 40. Given that LyaCoLoRe
mocks are consistent with the fiducial cosmology, it is
difficult to draw strong conclusions from this result, as
it may be indicative of an issue with one or both sets of
mocks rather than a true bias. The redshift-space map-
ping is not incorporated in the same way for the two
sets of mocks, and the two methods rely on different
approximations. We discuss this further in Section 5.
The empty contours in Figure 3 show results from
a different type of analysis of the same sets of mocks.
This variation simulates Gaussian redshift errors that
affect the continuum fitting process. The baseline anal-
ysis does include redshift errors, but only in the quasar
catalog used to compute cross-correlations. Youles et al.
(2022) found that redshift errors can also impact the
continuum fitting process, leading to spurious correla-
tions appearing in both Ly« auto and Lya-QSO cross-
correlations. Figure 3 shows that while these spurious
correlations do have an impact on our measurements,
it is much smaller than the 1/3opgrs; threshold, and
does not impact our conclusions. While this variation is
useful for testing our sensitivity to this effect, the way
redshift errors are simulated in these mocks leads to an
extreme version of this contamination (see Youles et al.
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Figure 4. Pull distributions for ¢¢ (left) and fos (right)
from the set of 150 mock analyses. The black lines show
the expected Gaussian distributions with null mean and unit
variance.

2022; Cuceu et al. 2025; Gordon et al. 2025). This is
why Cuceu et al. (2025) did not include this effect in
their baseline analysis of these mocks, and we take the
same approach here.

Using the mock baseline stacked correlation functions,
we also studied how scale cuts affect our ability to re-
cover unbiased constraints on AP and growth. Cuceu
et al. (2023b) previously performed this test for ¢ us-
ing eBOSS mocks (see their Figure 5), and our results
are in good agreement with their findings. In partic-
ular, we find that using scales below 20 h~'Mpc pro-
duces biased constraints on ¢¢ at more than 20 signif-
icance in both LyaCoLoRe and Saclay mocks. On the
other hand, for fog we find biased results when using
cross-correlation scales below 35 h~!Mpc in the case of
LyaCoLoRe mocks. For Saclay mocks, restricting both
the auto- and cross-correlation to scales larger than 50
h~'Mpc does produce fog constraints consistent with
the truth at the 20 level. However, that is largely due
to the significant increase in uncertainty, rather than a
shift in the result.

Next, we perform full-shape fits to individual mocks
and study the population statistics of the results. The
main goal here is to test the robustness of our uncer-
tainties. Similar to Cuceu et al. (2023b), we are lim-
ited by computational constraints to using the iminuit
minimizer instead of sampling the full posterior distri-
butions. Therefore, our individual mock uncertainties
are computed under the assumption that the posterior
distributions are Gaussian.

Figure 4 shows the pull distributions for ¢¢ and fog,
obtained from the difference between individual results
and the mean of all mocks, divided by the measured
uncertainty (i.e. [X — X|/ox). The results from
LyaCoLoRe mocks are shown in blue, while those from
Saclay mocks are shown in orange. We do not find any
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significant outliers, with the most extreme result being
3.30 away from the truth, which is not surprising in a
sample of 150 mocks. Figure 4 also shows the unit vari-
ance Gaussian for comparison. The distribution of pull
values for ¢¢ matches well the expected Gaussian, while
for fog the histogram shows some deviations. This could
be explained by the fact that we are using the Gaussian
approximation for the individual mock fits. We present
a comparison of sampler and fitter results for the data
in Appendix C, where we show that the Gaussian ap-
proximation used to estimate uncertainties in the fitter
case produces an uncertainty for fog of +0.057, while
the uncertainty from the sampler is asymmetric: fg:ggg.
Therefore, we should not expect a perfect match be-
tween the histogram of pull values for fog and the unit
variance Gaussian. However, a full confirmation of the
robustness of fog uncertainties would require running
the sampler on the full set of mocks, which we leave for
future work.

We also compute the standard deviations of these dis-
tributions, which we find to be 1.04 & 0.06 for Ag¢/o,
and 1.08 £ 0.06 for Afog/ofs,, with uncertainties ob-
tained through bootstrap. The 68% credible regions!®
are also very similar, with 1.03 &+ 0.10 for A¢s/og, and
1.07£0.11 for Afos/0 4. These results show that the
uncertainties for both ¢¢ and fog are well estimated
given the uncertainty from the limited number of mocks.

The tests we have performed in this section show that
measurements of the AP effect using the full shape of
Lya forest correlations are unbiased with well-estimated
uncertainties. On the other hand, growth measurements
are unbiased only when using LyaCoLoRe mocks, while
Saclay mocks show a small but significant bias of about
~ 0.50pgsi- Based in part on these results, we decided
not to use our growth rate measurements for cosmolog-
ical inference. We discuss this further in Section 5.

4.2. Data splits

The next set of tests involves data splits, where we per-
form full-shape analyses of different subsets of the data
in order to check for potential inconsistencies. We start
by fitting the two auto-correlations, Lya(A)xLya(A)
and Lya(A)xLya(B), separately from the two cross-
correlations, Lya(A)xQSO and Lya(B)xQSO. As a
joint fit of the auto and cross-correlation is needed to
break the degeneracy between the Lya and quasar RSD
terms, for this test we can only measure the Alcock-
Paczynski effect. We show the constraints on ¢¢ and
op from this data split in Figure 5. The results from

10 Computed from half the distance between the 16th and 84th

percentiles.
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Figure 5. Full-shape constraints from the two Lya auto-
correlations (blue) versus constraints from the two Lya-QSO
cross-correlations (red), as well as results from the two cor-
relations that only use the Lya(A) region (black dashed).
All three data splits are in good agreement with each other
and the baseline results that use all 4 correlations (shown in

gray).

the auto and cross-correlations are consistent with each
other. Figure 5 shows that while the a;, constraint from
the cross is tighter than the one from the auto, the op-
posite is true for ¢¢. In the case of «,, this is consistent
with what DESI24-Lya found and also with the variance
of the correlation functions, which is larger for the auto
compared to the cross in DESI DR1. On the other hand,
we find that the broadband AP constraint from the cross
is much weaker than the one from the auto, with the ¢
uncertainty from the cross being ~ 40% larger compared
to the auto. This is related to the fact that the Ly«
RSD parameter is significantly larger than the QSO one
(~ 1.5 versus ~ 0.25), which means that the anisotropy
on large scales is stronger in the Lya auto-correlation
compared to the cross-correlation.

Figure 5 also shows the results when we only use the
Lya(A) region. In this case, we are fitting both the
auto and cross-correlation (i.e., Lya(A)xLya(A) and
Lya(A)xQSO), and therefore have both AP and RSD
constraints. The results are very similar to our baseline
constraints using all 4 correlations. This is because the
Lya(B) correlations are much noisier due to a few rea-
sons, including that there are fewer forests that contain
this region, and that the region is shorter and noisier
due to the presence of other Lyman lines. We find that

—— South —— Low CIV EW I Baseline
—— North High CIV EW
0.8f + <
0.6} + g
© 0.4r + <
£ @
02+t + g
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02745 1.0 11 0.9 1.0 11
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Figure 6. AP and RSD constraints from the baseline analy-
sis (gray) and from two different data splits. In the left panel,
we show results from the samples using the South (red) vs
North (blue) imaging for quasar target selection. In the right
panel, we show results from the samples with Low (green) vs
High (orange) CIV equivalent width in the quasar spectra.

adding the two Lya(B) correlations only improves the
constraints by about 3% in both ¢¢ and fos.

The final two data splits we test are shown in Fig-
ure 6, and are based on measurements by DESI24-Lyc.
In the left panel, we show results from a data split based
on the imaging surveys used for quasar target selection.
The sample designated as "South" is based on imag-
ing from the DECam camera, and includes the entire
South Galactic Cap and the southern part of the North
Galactic Cap, at § < 32.375°. The sample designated as
"North" is based on imaging from the BASS and MzLS
surveys, and only contains 18% of quasars. In the right
panel, we show results from a split based on the equiv-
alent width (EW) of the CIV line. This split is done
because of the anti-correlation between the quasar con-
tinuum luminosity and the EW of the emission lines,
known as the Baldwin effect Baldwin (1977). We find
consistent results for both of these data splits, as shown
in Figure 6.

4.3. Analysis variations

The next set of tests we perform includes a large set
of variations in the analysis methods used up to the
measurement of the correlation functions. As the start-
ing point in this work is from the correlation functions
measured by DESI24-Ly«, these tests were all originally
performed for the validation of the BAO analysis, and
here we only reanalyze those correlation functions in
the context of the full-shape analysis. We present the
shifts in ¢¢ and fog produced by these variations in Fig-
ure 7 (points with errorbars), along with the uncertainty
from the baseline analysis for comparison (gray shaded
bands).



The first subset of analysis variations consists of
changes to the dataset. Therefore, we expect these vari-
ations to be affected by statistical fluctuations. The
shifts in ¢¢ and fog due to these variations are shown
in brown in Figure 7, and consist of the following tests:

e Only quasar targets: Use only quasars that were
originally targeted as quasars.

e No sharp lines mask: Do not mask the sharp lines
in quasar spectra, as described in Ramirez-Pérez
et al. (2024).

e > 50 pixels in forest: Use lines-of-sight that have
at least 50 valid Ly« pixels, as opposed to the 150
pixel threshold in the baseline analysis.

e Mask-Lya redshift estimates: Use a different es-
timator for quasar redshifts, that only takes into
accounts wavelengths longer than the Lya emis-
sion line.

e \pp < 1200A: Use only pixels below 1200A in
rest-frame wavelength (1205A in the baseline anal-

ysis).

e \ops > 3650A: Use only pixels above 3650A in ob-
served wavelength (36001& in the baseline analy-
sis).

o N\ops < 5500A: Use only pixels below 5500A in ob-
served wavelength (5577A in the baseline analy-
sis).

® 2q < 3.78: Use only quasars at redshifts below
3.78, which corresponds to the highest redshift in-
cluded in the mocks.

e DLAs SNR > 1: Mask DLAs in spectra that have
SNR > 1, as opposed to SNR > 3 for the baseline
analysis.

The next subset of analysis variations includes those
that affect the continuum fitting process. These varia-
tions can also introduce statistical fluctuations, as they
impact the weights used both for continuum fitting and
for measuring the correlation functions. The shifts in
AP and growth due to these changes are shown in pur-
ple in Figure 7, and consist of the following tests:

e A\ = 2.4A: Perform the pixel re-binning from
0.8A to 2.4A before the continuum fitting process,
as done in du Mas des Bourboux et al. (2020).
For this variation, we set Ufnod = 3.1, following
Ramirez-Pérez et al. (2024).
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Figure 7. Shifts in the AP and growth measurements from
the set of analysis variations performed by DESI24-Ly«. This
includes variations where the dataset is different (brown),
variations in the method to estimate the Lya overdensities
(purple), and variations in the method used to compute cor-
relations, covariances, and distortion matrices (orange). The
gray bands show the uncertainty of the baseline measure-
ment. Most of these variations are subject to statistical fluc-
tuations (especially the ones in brown and purple).

e nrss = 3.5: Reduce the factor that scales the in-
trinsic Ly« forest variance from 7 to 3.5, thereby
reducing its contribution to the weights.

e ¢ free: Include an extra term in the Lya weights
meant to capture quasar diversity, following du
Mas des Bourboux et al. (2020).

® Mpip = 1: Do not re-calibrate the instrumental
noise. See Ramirez-Pérez et al. (2024) for more
details.

e No calibration: Do not re-calibrate spectra with
the CIII region, as described in Ramirez-Pérez
et al. (2024).

The final subset of analysis variations includes changes
to how correlation functions, covariance matrices, and
distortion matrices are computed. These are shown in
orange in Figure 7, and consist of the following tests:

e A\ = 3.2A: Rebin Ly pixels in groups of 4 (3 in

the baseline analysis).

e A) = 1.6A: Rebin Ly pixels in groups of 2 (3 in
the baseline analysis).
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e nside = 32: Measure the covariance matrix from
a set of correlations measured in HEALPix pixels
with nside = 32, as opposed to nside = 16 in the
baseline analysis. This results in more HEALPix
pixels that are smaller in size.

e dmat 7| < 200 Mpc/h: Compute the distortion
matrix up to || < 200 h~'Mpc, as opposed to
r < 300 h~'Mpc in the baseline analysis.

e dmat model 4 Mpc/h: Compute the distortion ma-
trix with 4 h~!Mpc bins for the model, matching
the binning of the data. In the baseline analysis,
2 h~'Mpc bins are used for the model.

e dmat 2%: Use 2% of pixels to compute the dis-
tortion matrix, as opposed to 1% in the baseline
analysis.

e Ar =5 Mpc/h: Use5 h~!Mpc bins for the corre-
lation function measurements, as opposed to the 4
h~!Mpc bins used in the baseline analysis.

All these variations produce results consistent with
the baseline, with shifts larger than 1/3 of the DESI
uncertainty only observed for variations where we ex-
pect statistical fluctuations. As noted earlier, we used
the fitter with Gaussian approximated uncertainties for
the individual tests, while for the baseline analysis, we
computed the full posterior distribution. As shown in
Appendix C, the fitter results can be shifted with re-
spect to the sampler results due to the posterior being
asymmetric, and more importantly, due to the differ-
ence between conditioning and marginalizing over nui-
sance parameters. Therefore, we also expect some extra
variance in these results due to these differences.

4.4. Model variations

We next turn our attention to variations in the mod-
elling process. Unlike the tests in the previous section,
most of these variations were designed specifically to test
the robustness of the full-shape analysis. This means we
perform a set of tests that is fairly different from the one
done for the BAO analysis in DESI24-Lya.

The first subset of model tests involves changes to
the scale cuts, and the resulting shifts in ¢¢f and fog
are shown in Figure 8. In the baseline analysis, we
use the same maximum fitted scale for all correlations,
r < 180 h~'Mpc, while for the minimum fitted scale
We Use Tauto > 25 h~'Mpc for the auto-correlation,
and Teress > 40 h~!Mpc for the cross-correlation. Here
we test changes to these choices that go in both direc-
tions, with choices that are more conservative than the
baseline shown using green circles, and less conservative

- — r<160 Mpc/h

— — r<200 Mpc/h
. — —e— Ieross > 45 Mpc/h
— —_— Icross > 35 Mpc/h
—_— —_— rauto > 30 Mpc/h
e ——8——| ru0>20 Mpch

—0.02 0.00 0.02 0.0 0.1
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Figure 8. Similar to Figure 7, but showing shifts due to
changing the scale cuts used when fitting the model to the
measured correlation functions. Changes to the minimum
separation are performed independently for the auto and
cross-correlation, as they do not use the same limit. Cuts
that are more conservative than the baseline are shown us-
ing green circles, while less conservative cuts are shown using
red squares. These variations are also affected by statistical
fluctuations.

choices shown using red squares. These variations also
introduce statistical fluctuations because we are chang-
ing which data affects our results. This is especially true
of changes to the minimum separation, as our measure-
ments come in large part from small scales (Cuceu et al.
2021).

The results shown in Figure 8 are consistent with those
obtained using the baseline cuts. The only large shifts
are observed when decreasing the minimum scale for the
auto-correlation. For this particular case, we also ob-
serve a significant increase in the magnitude of the HCD
bias, indicating that HCDs start to play an important
role at separations below 25 h~'Mpc. While in the base-
line analysis the HCD bias is consistent with zero (see
Appendix B), in the variation with r,u, > 20 h~Mpc
we strongly detect a non-zero HCD bias at ~ 120.

The final set of variations includes changes to the
model used to fit the correlation functions. The shifts in
AP and growth produced by these variations are shown
in Figure 9, and consist of the following tests:

e Gaussian redshift errors: Use a Gaussian distribu-
tion to model redshift errors and peculiar velocities
of quasars, as opposed to a Lorentzian distribution
in the baseline analysis.

e Weak Ar| prior: Use a flat prior for the parameter
that models the systematic quasar redshift error,
—3>Ar >3 h~'Mpc. In the baseline analysis,
a Gaussian prior is used, with A(0, 1).

e Weak CIV prior: Use a flat prior for the CIV
bias parameter, with —0.5 < bory < 0. In the
baseline analysis, a Gaussian prior is used, with
N (—0.0243,0.0015).
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Figure 9. Shifts in the AP and growth measurements when
changing the model used to fit the correlation functions. The
red bands show the uncertainty from the baseline analysis,
while the smaller gray bands show the threshold used for
these tests, which represents 1/3 of the uncertainty from the
baseline analysis.

e UV background fluctuations: Add the impact
of fluctuations in the UV background following
Gontcho A Gontcho et al. (2014) and Bautista
et al. (2017).

e Lycp = 3 MpC/hI Fix the value of Lycp to 3
h~!Mpc. This is allowed to vary in the baseline
analysis.

e Lycp = 10 Mpc/h: Fix the value of Lycp to 10
h~'Mpc. This is allowed to vary in the baseline
analysis.

e Fixed Arinyo ¢;: Fix the Arinyo ¢; parameter to
the value used in BAO analyses: ¢; = 0.86. This is
based on the measurements from hydro-dynamical
simulations of Arinyo-i-Prats et al. (2015), inter-
polated to our effective redshift. In the baseline
analysis, this is allowed to vary.

e oy = 1: Fix the value of the isotropic scale param-
eter for the smooth component (as) to 1. In the
baseline analysis, this is allowed to vary.

® o5 = ap: Impose the condition that the isotropic
scale parameters for the peak and smooth com-
ponents are the same, therefore fitting for the full-
shape isotropic scale. In the baseline analysis, they
are varied independently of each other.

e Arinyo in Metals: Use the Arinyo non-linear cor-
rection when modelling the Lya-Metal correla-
tions as well.

e Fixed SilII(1207): Fix the SiIII(1207) bias param-
eter to the best-fit value obtained by DESI24-Lya:
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103b5im(1207) = —9.79. This parameter is al-
lowed to vary in the baseline analysis. The Lya-
SillI(1207) peak is outside our fitting range (|| ~
21 h~'Mpc), but we are still sensitive to its pres-
ence due to the distortion matrix (Cuceu et al.
2023b).

The only variation that produces a shift larger than
the 1/3 opggr threshold is the one where the Arinyo ¢
parameter is fixed to the value measured from the refer-
ence hydrodynamical simulation of Arinyo-i-Prats et al.
(2015), ¢1 = 0.86. However, the data disfavors such
a high value for this parameter with a significance of
~ 30 (Ax? = 9.4). See Appendix B for a discussion of
this result. This test has informed our choice of allow-
ing all parameters in the Arinyo model to vary freely
in the baseline analysis, instead of imposing constraints
based on other measurements. We note that the param-
eters of this model also have a cosmology dependency,
so it would be interesting to explore the implications
of their constraints, as recently proposed by Chaves-
Montero et al. (2025). However, since these parameters
are treated as a nuisance here, their measurement has
not been validated, so a thorough study into these con-
straints is needed before any cosmological interpretation
can take place.

The remaining tests shown in Figure 9 are all con-
sistent with the baseline measurements to within the
1/3 oprst threshold. Also note that the two variations
that relate to the isotropic scale parameter, s, both
produce significantly smaller uncertainties in both ¢y
and fog compared to the baseline analysis, and produce
shifts that are close to our threshold. For these two con-
straints, we have validated the results by running the
sampler as well. We discuss these further in Section 5.

5. DISCUSSION

The measurements presented in this work represent
the tightest Alcock-Paczynski constraint at z > 1 to
date, and the first measurement of fog from the Ly«
forest cross-correlation with quasars. To validate these
results, we performed a large set of tests, including mock
analyses, data splits, and analysis and model variations.
In this section, we wish to discuss our measurements and
the results of the validation tests.

As the starting point of our analysis was from the cor-
relation functions measured by DESI24-Lya, we largely
focused our validation on the modelling of correlations,
and all analysis choices we made were at the level of the
model. Therefore, we did not investigate in detail the
impact of changes to the analysis methodology prior to
the measurement of the correlations. The tests shown
in Figure 7 are generally consistent with the baseline
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result, with no shifts larger than 0.50 for ¢ and 0.60
for fog. Furthermore, for all of the larger shifts, we ex-
pect some variation due to statistical fluctuations caused
by either changing the dataset or changing the weights
used to compute the correlations. Future analyses that
also consider changes to the analysis method prior to
the measurement of the correlations would also need to
study whether the observed shifts are consistent with
statistical fluctuations, and if any of them are not, study
changes to the analysis method that address those shifts.
Also, as the current Ly« forest analysis framework was
built over many iterations with the goal of maximizing
BAO signal-to-noise, it would be interesting to consider
changes that instead minimize the impact of contam-
inants on full-shape analyses. For example, in-depth
tests of the impact of DLA and BAL masking on full-
shape measurements (similar to Brodzeller et al. 2025;
P. Martini et al. 2025) could inform more conservative
analysis choices.

Our validation process was also limited by the use
of the fitter with Gaussian uncertainties, instead of full
posterior sampling. As discussed in Appendix C, the pri-
mary difference is caused by the fitter not fully marginal-
izing over nuisance parameters. This could introduce
extra variance in the set of validation tests, especially
for analysis variations where the shape of the posterior
changes significantly compared to the baseline. One way
to minimize this impact would be to impose Gaussian
priors on all parameters that are not well constrained by
the data. This is already done with some of the less im-
portant parameters (bcrv, Sucp, Ary)), but those are all
informed by direct measurements from other datasets.
The parameters that are unconstrained by the data in
our analysis are the Arinyo a,, by, ky, and k, param-
eters, as well as the typical scale of un-masked HCDs,
Lycp. Priors on these parameters could be informed by
studies with mocks in the case of Lycp, or with simu-
lations in the case of the Arinyo parameters. However,
these are beyond the scope of the current work.

Another important aspect of our analysis that differ-
entiates it from galaxy clustering analyses, is that we
only measure the isotropic scale from the peak compo-
nent while marginalizing over the isotropic scale of the
broadband, as. This was a central part of the framework
introduced by Cuceu et al. (2021), and it allows us to
marginalize over potential systematics that isotropically
affect the broadband. However, this also introduces a
complication, because we still need this parameter to
rescale our fog measurements as it affects the definition
of og (Section 2.3). Furthermore, this parameter is cor-
related with both ¢¢ (p = 0.38) and with fog (p = 0.53),
meaning that systematics that affect it could still spill

over into our primary measurements as well. Because
as has so far been treated as a nuisance parameter, not
much attention was given to validating its constraint. In
our analysis we have found that it is very weakly con-
strained when compared to oy, (3.5% for oy versus 1%
for ay,), but still consistent with the fiducial cosmology
(s = 1.040 + 0.035). Therefore, the approach of fitting
for a single full-shape isotropic scale may be preferred
by future analyses. This does mean that the resulting
ar measurement would also need to be validated as part
of full-shape analyses (similar to what is done for galaxy
clustering). However, this measurement would be dom-
inated by the BAO signal given the difference in con-
straining power on «;, and oy, and therefore likely to still
be robust. Finally, if this approach was taken for future
analyses, the resulting constraints would be roughly 9%
tighter for ¢f and 18% tighter for fog based on our tests.

One of the most important parts of the validation pro-
cess is showing that we can recover unbiased constraints
using mocks. In Section 4.1 we found that ¢¢ con-
straints are unbiased for both LyaCoLoRe and Saclay
mocks, while in the case of fog only constraints from
the LyaCoLoRe mocks were consistent with the input
cosmology. Both sets of mocks contain all the major
contaminants known to affect Lya forest correlations
(HCDs, metals, BALs, redshift errors). These contam-
inants are injected in the same way for both types of
mocks (Herrera-Alcantar et al. 2023; Cuceu et al. 2025),
and the analysis and modelling are also the same. There-
fore, we consider it unlikely that the observed difference
in fog is caused by contaminants. However, this is some-
thing that could be tested in future analyses by creating
and analysing a set of uncontaminated mocks.

The impact of the fiducial cosmology was tested by
DESI24-Lya for o, in the context of DESI DR1. For ¢,
Cuceu et al. (2023b) studied this using eBOSS DR16
mocks and found no significant impact. Given that our
statistical significance is similar to that of eBOSS DR16,
we use the same mock and analysis pipelines, and our ¢
result is within 1o of the fiducial cosmology, we expect
this conclusion to hold for DESI DR1 as well. On the
other hand, this test has not been done for fog. As we
were not able to fully validate this measurement with
mocks, it is unclear whether a test of the impact of the
fiducial cosmology on fog constraints using the current
generation of mocks could be trusted. Therefore, in the
case of fog, we leave these tests for future work.

Arguably, the most important limitation with the cur-
rent Lya forest mocks is the fact that they rely on
log-normal approximation, which means they cannot be
used to test the impact of small-scale deviations from lin-
ear theory. On one hand, our analysis focuses on large



scales where linear theory holds well (e.g. Hadzhiyska
et al. 2023). Also, the onset of non-linearities happens
at smaller scales for Lya when compared to galaxy clus-
tering, both due to the higher redshift and because it
traces significantly less dense environments. On the
other hand, a number of effects introduce extra sensitiv-
ity to small-scale non-linearities, in particular the distor-
tion matrix and contamination due to metals (Bautista
et al. 2017; Busca et al. 2025). The first spreads small-
scale information to all scales along the line-of-sight,
while the second manifests as small-scale Lya-metal and
QSO-metal correlations appearing as extra peaks along
the line-of-sight. This means that incorrect modelling
of the small scales in mocks can have an impact on the
validation.

In the case of the Ly« auto-correlation, the Arinyo
model gives us a way of gauging the importance of devi-
ations from linear theory. We find that the data prefers
values of the Arinyo ¢; parameter consistent with zero
(Appendix B), and disfavours large deviations from lin-
ear theory over the scales we fit. Furthermore, we do not
find significant correlations between any of the Arinyo
parameters and ¢f and fog, nor with any of the other
nuisance parameters. On the other hand, this type of
test is more difficult for the cross-correlation, because
our model for small-scale deviations from linear theory
in the cross-correlation is very simplistic, and dominated
by the impact of redshift errors. Furthermore, the small-
scale quasar clustering in the LyaCoLoRe mocks is signif-
icantly different than the one measured from data and
N-body simulations (Ramirez-Pérez et al. 2022; Youles
et al. 2022; Casas et al. 2025). These facts led us to
take a much more conservative approach in our analysis
of the cross-correlation, with the minimum scale used
being r > 40 h~'Mpc, as opposed to r > 25 h~!Mpc
for the auto-correlation. Nevertheless, we find that the
fos measurement is somewhat correlated with both o,
(p = 0.56) and arp (p = —0.39), indicating it is still
fairly sensitive to the modelling of small-scale deviations
from linear theory.

When comparing the realism of the mock correla-
tion functions, Cuceu et al. (2025) found that the
stacked cross-correlation of the DESI DR1 Saclay
mocks matches the DESI data better when compared to
the LyaCoLoRe one. On the other hand, the LyaCoLoRe
stacked auto-correlation performs better than the one
from Saclay mocks. However, in the end both sets of
mocks are well fit by our model (see Figures 6 and 7 in
Cuceu et al. 2025). Given this, it is difficult to draw
a clear conclusion from our fog results in Section 4.1.
While the fog signal comes from the cross-correlation,
this measurement relies on the effective Lyar RSD term
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Figure 10. Measurements of the growth rate times the am-
plitude of fluctuations, fos, as a function of redshift. The
prediction from the Planck CMB data assuming the ACDM
model is shown as the gray line. Measurements from galaxy
clustering are shown in orange for the Sloan Digital Sky
Survey (SDSS) and in blue for DESI. Our constraint using
the cross-correlation between the Ly« forest and quasars is
shown in red, and it includes an additional systematic un-
certainty based on results from mocks.

being calibrated by the auto-correlation. If we only used
the cross-correlation alone, the two would be degener-
ate. Based on this, we conclude that at this stage we
cannot fully confirm an unbiased fog measurement, or
provide a well-understood measurement of a systematic
uncertainty for this parameter. Further study with more
realistic mocks that go beyond the log-normal approxi-
mation is needed to fully validate an fog measurement
from the Ly« forest (e.g. Hadzhiyska et al. 2023; Sini-
gaglia et al. 2023). Therefore, in the case of the present
analysis, we decided before unblinding that we would
not use the resulting fog constraint for cosmology infer-
ence.

To put our fog measurement in context, in Figure 10
we compare it to constraints from galaxy clustering at
lower redshifts (Alam et al. 2017, 2021; DESI Collab-
oration et al. 2024a). We include an extra systematic
uncertainty based on the shift measured from the stack
of Saclay mocks, but caution that this is not a well-
understood systematic as discussed above. The result
we obtain is:

fos(zer = 2.33) = 0.37 70052 (stat) £0.033 (sys). (23)

To our knowledge, this is the first direct measurement
of fog from large-scale structure at z > 2.

We now turn our attention back to the validation of
the AP measurement. In this case, both sets of mocks
show unbiased results. Furthermore, we found that the
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impact of spurious correlations due to redshift errors
(Youles et al. 2022) is much smaller than the current
statistical uncertainties, and well within the threshold
of 1/3 opgsi (Figure 3). A model for this contamination
was recently introduced by Gordon et al. (2025). This
was built by propagating the effect of redshift errors
from the smearing of the mean quasar continuum to the
resulting spurious correlations. Using the same set of
mocks we use here, they showed that this model can
correct the small shift observed in AP and RSD. As the
statistical uncertainty of our measurements will shrink
with the upcoming DESI data releases, these spurious
correlations are likely to become a dominant source of
systematic uncertainty, and this model will likely play
an important role in future such analyses. Indeed, it
has already become important for the DESI DR2 BAO
analysis (Casas et al. 2025). However, at the level of the
DR1 full-shape analysis, this systematic is still small,
and therefore, we did not use the model developed by
Gordon et al. (2025).

While the mocks we use contain all the major contam-
inants known to affect Ly« forest correlations, they do
not include a number of the less significant effects (see
Cuceu et al. 2023b, 2025). These include CIV contam-
ination, the transverse proximity effect, BAO broaden-
ing due to non-linear evolution, UV background fluctu-
ations, and correlated sky residuals. In the case of CIV
contamination, the test shown in Figure 9, labeled Weak
CIV prior, shows that the impact of this contamination
is negligible. Without the Gaussian prior, we find that
the CIV bias parameter is consistent with zero (within
1o), indicating no detection of CIV contamination in
the Lya forest correlations given current uncertainties.
The transverse proximity effect only impacts the cross-
correlation, and as discussed in Section 4.2, the cross
is less constraining than the auto when it comes to ¢¢
measurements. The results from the auto and cross are
also consistent, as shown in Figure 5, indicating that this
contamination is not a cause for concern in case of AP
measurements. The BAO broadening due to non-linear
evolution only impacts the peak component, while most
of our AP information comes from scales smaller than
the BAO scale. It does affect the measurement of o,
and ¢, but those were validated as part of the BAO
analysis by DESI24-Lya.

UV  background fluctuations introduce a scale-
dependent bias (Pontzen 2014; Gontcho A Gontcho et al.
2014). This is not present in our baseline analysis as it
has not been detected at a significant level so far. In Sec-
tion 4.4, we perform a test where we model this effect
following Gontcho A Gontcho et al. (2014) and Bautista
et al. (2017). Similar to previous works (e.g. Bautista

et al. 2017; Cuceu et al. 2023a; DESI Collaboration et al.
2025d), we do not detect it at a significant level (within
1o of zero). We also find no impact on the AP measure-
ment (Figure 9).

Correlated sky residuals were studied by Guy et al.
(2025) using a synthetic data set created from the DESI
DRI1 data by replacing the original Lya ¢ with realiza-
tions of the sky subtraction residuals. The correlation
function of this mock data set gives the contamination
expected in Lya forest correlations. Guy et al. (2025)
then built a model for this contamination and showed
that it fits the measurement from the mock data set very
well. This model is used both here and in DESI24-Lyc,
and it has a free amplitude parameter, a,oise. This pa-
rameter does have a mild correlation with ¢¢ (p = 0.24).
However, given that this contamination is very well un-
derstood and modelled, we do not consider it a signifi-
cant source of concern. Nevertheless, this effect should
be prioritized for inclusion in future mock data sets.

In conclusion, we have found that the measurement of
the AP effect is robust, while the measurement of fog
could not be fully validated due to deficiencies with the
mock data sets. Therefore, in the following section we
only use our measurements of ¢ to derive cosmological
constraints.

6. COSMOLOGICAL INTERPRETATION

In this section, we study the cosmological implica-
tions of our Alcock-Paczynski measurement, alone and
in combination with other data sets. We begin in Sec-
tion 6.1 with the constraints on combinations of cos-
mic distances corresponding to our measurement. Af-
ter that, we briefly introduce the external data sets we
use in Section 6.2, and then present our results using
the ACDM model in Section 6.3. Finally, we present
constraints on the equation of state of dark energy in
Section 6.4.

6.1. Distance measurements

We first focus on the relevant distance combinations
for our AP and isotropic BAO measurements, which are
given by Equations (21) and (22), respectively. The
measurements corresponding to our full-shape results
are:

AP : Dyr/Dpy(zesr) = 4.525 £ 0.071, (24)
BAO : [DyDp(zeq)]'? Jrq = 18.36 £ 0.18,
with the effective redshift of our measurements equal to
Zof = 2.33, and the correlation coefficient between the
two distance combinations equal to 0.09. We also com-
pute the distance ratio corresponding to our AP mea-
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Figure 11. Constraints on the Alcock-Paczynski parameter
given by the distance ratio Das/Dp, and the distance com-
bination corresponding to our isotropic BAO measurement,
[Drv Dy (chf)]l/2 /ra. DESI Lya BAO results are shown in
grey for DR1 (DESI24-Ly«) and in black dashed for DR2
(DESI Collaboration et al. 2025¢), while the eBOSS Ly« full-
shape results from Cuceu et al. (2023a) are shown in blue.
Our broadband-only AP constraint is given by the horizon-
tal bands in red, while the full-shape result, which includes
broadband AP and BAO information, is shown in purple.

surement from the broadband (BB) alone:
broadband AP : Dj;/Dy(zeg) = 4.48940.076. (25)

In this case, we marginalize over the scale parameters of
the peak component. We will use this constraint when
combining our measurement with DESI DR2 Lya BAO.

In Figure 11, we compare our results with the DR1
and DR2 DESI Lya BAO measurements (DESI Col-
laboration et al. 2025d,c), and with eBOSS Ly« full-
shape (Cuceu et al. 2023a). Our broadband-only AP
constraint is shown as the horizontal shaded area in
red. The DESI full-shape constraint is shown in purple,
and it contains information from both the broadband
through the AP effect and from BAO. Adding the AP in-
formation from the broadband improves upon the BAO
constraint by an impressive factor of 2.4x (purple versus
grey). Furthermore, the full-shape Alcock-Paczynski re-
sult from DESI DR1 is 37% tighter than the DESI DR2
BAO constraint (purple versus black), with the two mea-
surements being in excellent agreement. While the BAO
information is highly correlated between DR1 and DR2,
the broadband AP measurement is independent of both
DESI DR1 and DR2 BAO as discussed in Appendix D.
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When compared to the results from the eBOSS full-
shape analysis (blue in Figure 11), our constraints pre-
fer slightly lower values in both the isotropic and the
AP direction. We have computed the correlation coef-
ficient between our results and those from eBOSS us-
ing the same method as described in Appendix F of
DESI24-Lyc, and in Appendix D below. We find a cor-
relation coefficient of 13%, which is very similar to the
10% correlation DESI24-Lya found between the DESI
DR1 BAO and eBOSS BAO results. Given that the
correlation is small, we conclude that the eBOSS and
DESTI full-shape results are consistent.

We also provide our constraints of the more common
distance combinations, Dy /rq and Dy /rq. The results
from the full-shape ¢¢ and o, measurements are:

Dy (zet)/7a = 8.632 % 0.105,
Dar(zest)/7a = 39.05 £ 0.52,
p(Dan/ra, D frq) = —0.244,

DESI DR1
full-shape

(26)
where p gives the correlation coefficient between Dy /1y
and Djs/rq. For comparison, the DESI DR2 BAO
constraints from DESI Collaboration et al. (2025¢) are
Dp(2zest)/rq = 8.632+0.101 and Dy (zegt)/ra = 38.99+
0.53 (p = —0.43), again showing the excellent agreement
between the two. Both our analysis and that of DESI
Collaboration et al. (2025¢) were performed blinded, and
there were no modifications that impact the position of
either constraint post-unblinding. Our analysis was un-
blinded about five months prior to the unblinding of
the DESI DR2 BAO measurement. When compared to
the distances measured by DESI24-Ly« using DESI DR1
BAO, our uncertainties are 35% smaller for Dy /ry and
43% smaller for Dy /rq.

As our broadband Alcock-Paczynski constraint is in-
dependent from the DESI DR2 BAO measurement, we
also combine the two, and obtain the following distance
ratios:

Dy (zeg)/ra = 8.646 + 0.077,
D (zemr)/7a = 38.90 + 0.38,
p(DM/Td,DH/’Fd) = —0.016.

DR2 BAO
+ DR1 AP

(27)
This corresponds to a 0.9% measurement of Dy /74, and
a 1% measurement of Dy /ry.

In the following sections, we will use both the DESI
DRI full-shape constraints from Equation (26), and the
combination of the DR1 broadband AP and DR2 BAO
constraints from Equation (27). We will refer to con-
straints that use Equation (26) as Lya-FS , those that
use Equation (27) as Best-Lya, and those that only use
the Lya broadband AP constraint as Lya-AP.
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6.2. Other datasets

For the cosmological analysis, we combine our mea-
surement with results from a number of external probes
in order to obtain the tightest constraints. These closely
match the probes used in DESI Collaboration et al.
(2025b), and they also describe the motivation behind
these choices in more detail.

Besides the DESI DR2 Ly« forest BAO measurement,
described above, we also use DESI BAO measurements
from galaxy clustering at lower redshifts. We use the
latest results from DESI DR2 presented in DESI Col-
laboration et al. (2025b). These consist of Djys/rq and
Dy /rq measurements in 5 redshift bins that span the
range 0.5 < z < 1.5, and one isotropic BAO constraint
at 2 =0.295.

In order to calibrate the scale of the sound horizon, rq,
BAO data needs to be combined with an external mea-
surement of the baryon density Qyh2. This allows us to
constrain the Hubble constant Hy, by breaking its inher-
ent degeneracy with ry. We use the Q,h? estimate from
Schoneberg (2024), which is based on Big Bang Nucle-
osynthesis (BBN) and measurements of the primordial
deuterium abundance (Cooke et al. 2018), and is given
by:

Qph? = 0.02218 + 0.00055. (28)
This is based on the PRyMordial code (Burns et al.
2024), and includes marginalisation over uncertainties
in nuclear reaction rates.

We use CMB measurements from Planck (Planck Col-
laboration et al. 2020b,a) and the Atacama Cosmology
Telescope (ACT; Madhavacheril et al. 2024; Qu et al.
2024; MacCrann et al. 2024). This includes the Planck
temperature (TT), polarization (EE) and cross (TE)
power spectra using the simall, Commander (for £ < 30)
and CamSpec likelihoods (for ¢ > 30; Efstathiou & Grat-
ton 2021; Rosenberg et al. 2022), and the combination of
Planck and ACT DR6 CMB lensing from Madhavacheril
et al. (2024). DESI Collaboration et al. (2025b) found
that using some of the other CMB likelihoods available
in the literature (e.g. Tristram et al. 2024) does not sig-
nificantly impact dark energy constraints. Therefore, in
this work we only focus on combinations with the like-
lihoods mentioned above, and refer the reader to Ap-
pendix A of DESI Collaboration et al. (2025b) and to
Garcia-Quintero et al. (2025), for discussions of the im-
pact of different CMB likelihoods on current dark energy
constraints.

Finally, for constraints on the equation-of-state of
dark energy, we also combine our measurement with re-
sults from Type Ia supernovae (SNe) analyses. Follow-
ing DESI Collaboration et al. (2025a) and DESI Collab-
oration et al. (2025b), we study combinations with each

of the three SNe samples from Pantheon+ (Scolnic et al.
2022; Brout et al. 2022), Union3 (Rubin et al. 2023), and
the Dark Energy Survey Year 5 (DESY5; DES Collabo-
ration et al. 2024). The Pantheon+ and Union3 samples
consist of spectroscopically-classified SNe drawn from
multiple observational programs. They have a signifi-
cant fraction of objects in common, but use different cal-
ibration, modelling and treatment of systematic uncer-
tainties. On the other hand, DESY5 consists of a large
sample of photometrically-classified SNe at z > 0.1, with
uniform calibration based on a single survey, and a small
set of SNe at z < 0.1, which are drawn from historical
sources. We use the publicly available Cobaya likeli-
hoods for the three SNe samples.!!

6.3. ACDM constraints

We start with cosmological constraints in the ACDM
model, focusing on the measurements from Ly« alone
(Section 6.1) and in combination with DESI DR2 BAO
(Section 6.2). We use the Cobaya package (Torrado
& Lewis 2019, 2021) and the associated Markov Chain
Monte Carlo Metropolis sampler (Lewis & Bridle 2002;
Lewis 2013) for cosmological inference. Chains are run
until the convergence criterion based on the Gelman-
Rubin statistic (Gelman & Rubin 1992) satisfies R—1 <
0.01. Theory models are computed using CAMB and
Cobaya likelihoods, and we use the same priors as DESI
Collaboration et al. (2025b) for our cosmological analy-
ses.

In ACDM, measurements of Dys/ry and Dy /ryq are
sensitive only to two cosmological parameters: 2,
and the degenerate combination hryq, where h =
Hy /(100 km s=! Mpc™'). Therefore, we directly sam-
ple these two parameters. The constraints from DESI
DRI1 full-shape are:

0.024
Qm = 0.3097 0058

DESI DR1 Lya-FS, (29)
hrq = (100.1 £+ 3.4) Mpc

with a correlation coefficient p = —0.95. This is consis-
tent with the individual DESI DR2 BAO measurements,
as well as the combined measurement presented in DESI
Collaboration et al. (2025b).

The constraints from the combination of DESI DR2
Lya BAO and DR1 Ly« AP, which we denote Best-Lya,
are:

O = 0.29915-022

DESI Best-Ly«, (30)
hrq = (101.3 £+ 2.8) Mpc

1 https://github.com/CobayaSampler/sn_data
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with p = —0.97. DRI Ly« full-shape gives an ~ 8%
constraint on the matter fraction, while the Best-Ly«
measurement gives a ~ 7% constraint.

For comparison, the three SNe samples introduced
above give ), constraints of ~ 5% (DESY5), ~ 7%
(Uniond), and ~ 5% (Pantheon+), respectively. This
means the Lya forest measurements from DESI already
provide constraints that are competitive with current
SNe measurements. However, Ly« prefers smaller €2,
values when compared to the three SNe samples. Our
Best-Lya measurement is 1.30 lower than that from
Pantheon+, with the difference increasing to 1.7¢ for
Union3, and 20 for DESY5. While these differences
are not statistically significant, they follow the trend
of DESI BAO measurements (DESI Collaboration et al.
2025a,b), which also prefer smaller 2,,, values compared
to SNe.

Our measurements are fully consistent with the CMB
constraints on 2, and hrq, and therefore cannot cur-
rently provide insight into the small tension reported in
DESI Collaboration et al. (2025b) between CMB and
DESI BAO constraints. We discuss this later in this
section in the context of Figure 12.

We next combine our broadband AP measurement
(denoted Lya-AP) with all of the DESI DR2 BAO
results (now including galaxy BAO). We will refer to
this combination as either "Lya-AP+BAQO" or "Best-
Lya+Galaxy BAO", but the two are equivalent. The
result we obtain is:

Best-Lya

Q= 0.2972 £ 0.0081, (31)
+ Galaxy BAO,

hrq = (101.55 4 0.70) Mpc

with p = —0.92. This corresponds to a 6% tighter con-
straint on €,,,, and 4% tighter on hArq when compared to
DESI DR2 BAO alone. Given that we are only adding
the DR1 Lya AP constraint on top of the combined
DESI DR2 BAO measurement, we consider that even
this small improvement is fairly impressive, and shows
the potential of Lyawe AP measurements with future DESI
data releases. However, given there is no significant shift
in the result when adding Lya AP, the tensions between
this constraint and SNe 2,,, results remain the same as
the ones reported in DEST Collaboration et al. (2025b).

In order to break the degeneracy in hrq, we need to
calibrate the relative BAO distance measurements. This
can be achieved by adding an Qh? prior from BBN,
which, along with our €2,,, measurement, helps constrain
rq, and results in a measurement of the Hubble constant
Hy. The constraint from DR1 Ly« FS is:

Ho = (67.7+2.1) kms~ ! Mpc™' (Lya-FS + BBN),
(32)
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Figure 12. Constraints on the Hubble constant and the
matter fraction within the ACDM model from DESI mea-
surements combined with an Q,h? prior from BBN, which
helps break the degeneracy in hrq. The results from DR1
Lya full-shape are shown in blue, while the Best-Lya com-
bination is shown in red, and includes DR1 Lya AP and
DR2 Lya BAO. The Lya constraints agree well with both
the DESI DR2 galaxy BAO results (black) and the CMB (or-
ange), but are in tension with SHOES (grey). The combined
result in purple includes all DEST DR2 BAO measurements
from both galaxies and Lya and the DR1 Lya AP constraint.

while the constraint from the Best-Lya measurement is:

Hy = (68.3 +1.6) kms™! Mpc™! (Best-Lya + BBN).
(33)
These represent 3.1% and 2.3% constraints on Hy, re-
spectively.

We compare our measurements with those from the
CMB, DESI DR2 galaxy BAO, and SHOES (Breuval
et al. 2024), in Figure 12. The Ly« constraints (blue
and red) are in good agreement with both the CMB and
DESI galaxy BAO measurements. This plot shows that
the 2.30 tension reported in DESI Collaboration et al.
(2025b) between DESI BAO and the CMB is driven by
DESI galaxies. Interestingly, the Ly« results align well
with the direction of the tension due to the high red-
shift of the Lya forest, and because the Ly« isotropic
BAO constraint () is in excellent agreement with the
CMB prediction in ACDM. Significant improvements in
the Lya AP constraint (e.g. from future DESI data re-
leases) would shrink the major axis of the Ly« ellipses
in Figure 12, and could shed light on this tension. We
discuss this further in Section 6.6.

While the Lya measurements agree with the CMB
constraints, they are significantly lower than the cos-
mic distance ladder results from SHOES (Breuval et al.
2024), which are shown using the vertical grey bands in
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Figure 12. The two Ly« constraints are in 2.40 (LyaFS)
and 2.7¢0 (Best-Lya) tension with SHOES.

Finally, when combining our Lya AP constraint with
all DESI DR2 BAO measurements, we obtain an Hy
value of:

Hy = (68.49 + 0.58) kms™! Mpc™*

34
(DESI DR2 BAO + DRI Lya-AP + BBN). (34)

This is almost identical with the constraint from DESI
DR2 BAO alone, which means both the tension with the
CMB (2.30) and with SHOES (4.50) remain the same as
reported in DESI Collaboration et al. (2025b).

Our results show that a weaker Hubble tension of
the same sign persists within ACDM using only DESI
Lya forest data (2.70) or only DESI BAO plus Lya-AP
(4.50), with no CMB data. These constraints do still
assume standard pre-recombination physics to compute
rq, and they rely on the BBN prior of Equation (28).
Therefore, early dark energy or other departures from
ACDM that affect the sound horizon r; would change
the level of Hj tension for both DESI results and for the
CMB.

6.4. Dark energy

Next, we turn our attention to constraints on the na-
ture of dark energy, focusing on measurements of its
equation-of-state parameter: w(z) = P(z)/p(z), where
P(2) is the dark energy pressure, and p(z) is its energy
density. We use the common Chevallier-Polarksy-Linder
parametric model (Chevallier & Polarski 2001; Linder
2003), where the time-evolution of the equation-of-state
as a function of the expansion factor a = (1 + 2)7 %, is
given by:

w(a) = wo + we (1l — a), (35)

where wy is the equation-of-state today and w, describes
its rate of change, with w ~ wgy +w, in the distant past.
Following DESI Collaboration et al. (2025b), we use
wide flat priors with wy € U[-3,1], w, € U[—3,2], and
also impose the condition wg + w, < 0 to enforce early
matter domination. To quantify the statistical signifi-
cance of the preference for evolving dark energy, we use
the Ax3;ap between the best fit ACDM and wow,CDM
models for a particular combination of datasets.

As the Lya measurements are at z > 2, combinations
with the CMB do not lead to significant constraints on
wy — wy. This is because both results come from be-
fore the epoch of dark energy domination, which leads
to similar parameter degeneracies. Instead, we need to
combine our results with low-redshift probes, so Ly« can
play the role of the high-redshift anchor for the dark en-
ergy evolution (similar to the role played by the CMB).
Here we consider two low-redshift probes: DESI Galaxy

Best-Lya + CMB + Union3
B Best-Lya + CMB + Pantheon+
B Best-Lya + CMB + DESY5
Best-Lya + CMB + Galaxy BAO

Ty SRS~ | A——

0 0.8 —0.6 —0.4 -0.2 0.0
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Figure 13. Posterior distributions of the dark energy
equation-of-state parameters wo and w, when combining the
Best-Lya measurement from DESI with the CMB and either
of the three SNe datasets (filled contours), or with DESI
Galaxy BAO constraints (dashed empty contour). The in-
tersection of the gray dashed lines indicates the ACDM limit
(wo = =1, we = 0). The significance of rejection of ACDM is
not significant for combinations with SNe, ranging between
1.10 and 2.40. On the other hand, the combination with
DESI Galaxy BAO shows a more significant 3.10 deviation
from ACDM, at the same level found by DESI Collaboration
et al. (2025Db).

BAO and Type Ia Supernovae. We present wy — wyq
constraints for various combinations of the four probes
(Lya, Galaxy BAO, Supernovae, CMB), focusing on
those where the Lya measurements play a significant
role.

As our best measurement is given by the combination
of DR1 Lya AP and DR2 Lya BAO (Best-Lya), we will
use this result for our dark energy constraints. We have
also performed the same analysis using only the DR1
Lya full-shape constraints and found consistent but less
constraining results.

In Table 2, we show Ax3;,p values and the associated
frequentist significance of the preference for wyw,CDM
over ACDM given combinations between our measure-
ment and various other data sets (described in Sec-
tion 6.2). The top half of the table shows results
when combining the Best-Lya constraint with non-DESI
probes, while the second half shows results when adding
our broadband AP measurement to DESI DR2 BAO
measurements (i.e., also including Galaxy BAO). We
find that data combinations without DESI Galaxy BAO
do not significantly exclude ACDM, with the preference
for wow,CDM ranging between 0.8c and 2.1c¢ when
combining Lya with SNe, and slightly increasing to
1.10 — 2.40 when also adding CMB data. The marginal-



Datasets AxZap | Significance
Best-Lya-+Pantheon+ —1.8 0.80
Best-Lya+Union3 —5.6 1.90
Best-Lya+DESY5 —6.6 2.10
Best-Lya+CMB+Pantheon+ —-2.5 1.10
Best-Lya+CMB+Union3 —6.3 2.00
Best-Lya+CMB+DESY5 —8.4 2.40
Lya-AP+BAO —4.6 1.60
Lya-AP+BAO+CMB —12.3 3.1o
Lya-AP+BAO+CMB+Pantheon+ | —10.8 2.80
Lya-AP+BAO+CMB+Union3 —17.6 3.80
Lya-AP+BAO+CMB-+DESY5 —21.2 4.20

Table 2. Difference in the effective xap value of the
best-fit wow,CDM model and the best-fit ACDM model
for various combinations of datasets, along with the corre-
sponding significance levels given two extra free parameters.
Combinations labeled Lya-AP+BAO are equivalent to Best-
Lya+Galaxy BAO.

ized posterior distributions of the equation-of-state pa-
rameters, wg and w,, from the combination of Lya,
CMB, and SNe are shown as filled contours in Figure 13,
and are given by:

w, = —0.5370-32 -+Pantheon+,
when combined with Pantheon+,
wy = —0.7070 13 Best-Lya+CMB (37)
we = —1.0670:5% | +Union3,
with Union3, and
wy = —0.76475 05 Best-Lya+CMB (38)
w, = —0.88703T | +DESYS,

for the combination with DESY5.

On the other hand, combinations that include Galaxy
BAO (second half of Table 2) show more significant de-
viations from ACDM, in line with the results presented
in DESI Collaboration et al. (2025b). In fact the re-
sults presented in the second half of Table 2 are almost
identical to those based on DR2 BAO alone (DESI Col-
laboration et al. 2025b). This is not surprising given
that DESI DR2 BAO includes the BAO measurement
from Lyca, which provides a similar constraining power
on AP as our DR1 broadband AP measurement here
(see Section 6.1).

The constraint from the combination of Lyc«, Galaxy
BAO, and CMB is also shown in Figure 13 (empty con-
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Figure 14. Similar to Figure 13, but showing the impact of
adding the DESI Best-Lya constraint to the combination of
CMB and DESY5 SNe (green filled versus empty contours),
and to the combination of CMB and DESI Galaxy BAO
measurements (pink filled versus empty contours). In the
first case, adding Ly« leads to tighter constraints that are
closer to ACDM. For the second combination, adding Ly«
does not shrink the constraints, but does shift the posterior
towards ACDM, slightly reducing the tension from 3.30 to
3.10.

tour). This constraint is not as tight as the ones us-
ing SNe, but shows a more pronounced deviation from
ACDM, at 3.10 significance. The marginalized posterior
for this combination is:

(39)

wo = —0.43 + 0.21} Best-Lya+CMB

we = —1.72£0.58 | +Galaxy BAO,

which is very similar to the constraint from DESI DR2
BAO and CMB presented in DESI Collaboration et al.
(2025D).

All the combinations shown in Figure 13 prefer a
similar region in the wy — w, space, with wg > —1
and w, < 0, and have similar degeneracy directions,
although not identical and not all pointed exactly at
ACDM. The regions where the empty contour intersects
each of the three filled contours very roughly correspond
to the joint posteriors obtained when combining Lya,
Galaxy BAO, CMB, and SNe. These combinations give
results very similar to those presented in DESI Collabo-
ration et al. (2025b), with the same significance levels of
the preference for wow,CDM over ACDM, ranging from
2.80 to 4.20 (Table 2).

To better understand the role played by Lyc«, in Fig-
ure 14 we show results from two of the combinations
presented above, with and without the Best-Lya con-
straint. First, the green contours show the constraints
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from the combination of CMB and DESY5 SNe with-
out Lya (filled) and with Lya (empty). In this case,
adding Lya leads to tighter constraints, corresponding
to ~ 22% larger figure-of-merit, and an increase in the
tension with ACDM from 2.20 to 2.40. On the other
hand, adding Ly« to the combination of CMB and DESI
Galaxies (pink filled versus empty contours) does not
improve the constraints, but it does shift the posterior
towards ACDM, slightly reducing the tension from 3.30
to 3.10. Figure 14 also illustrates that shifts along the
degeneracy direction for either of these combinations
cannot fully reconcile the combined DESI, CMB, and
DESY5 SNe constraint with ACDM.

6.5. Other constraints

In this section, we present several other cosmological
constraints that are improved by the addition of our
Lya AP measurement. These include neutrino mass and
curvature constraints.

Our AP measurement is not directly sensitive to mas-
sive neutrinos. However, it provides a geometrical mea-
surement on ),,, which can help improve CMB con-
straints on the neutrino mass. This is because the neu-
trino constraints from the CMB are highly correlated
with several other parameters, including 2, (Planck
Collaboration et al. 2020a; Loverde & Weiner 2024).
This is exactly the same way that BAO measurements
contribute to neutrino mass constraints (DEST Collabo-
ration et al. 2025a,b).

We sample the sum of the neutrino masses, > m,,, as-
suming three degenerate mass eigenstates, and closely
follow the analysis setup described in DESI Collabora-
tion et al. (2025b). Within ACDM, combining our Best-
Lya constraint with the CMB produces the following
upper bound:

> my, < 0.156 ¢V (95%, Best-Lya+CMB).  (40)

When adding our Lya-AP measurement to the combi-
nation of CMB and DESI DR2 BAO, we obtain:

> my, < 0.0638 eV (95%, Lya-AP+BAO+CMB),
(41)
which is similar but slightly tighter than the constraint
presented in DESI Collaboration et al. (2025b). When
extending to wow, CDM, our Lya-AP measurement does
not change the constraints from BAO+CMB. We note
that these neutrino mass constraints do depend on
the likelihood used for the CMB. Here we only use
the CamSpec likelihood, but DESI Collaboration et al.
(2025b) and Elbers et al. (2025) present results using all
three likelihoods currently available.
When allowing curvature to vary, Alcock-Paczynski
measurements constrain a degenerate combination of

Q,, and the curvature fraction  (see Cuceu et al.
2023a). Combining our constraint with other AP and
BAO measurements at lower redshifts helps break this
degeneracy, leading to constraints on curvature. The
result from the combination of Lya-AP and DESI DR2
BAO is given by:

Qp = 0.017 £ 0.036 (Lya-AP+BAO)  (42)

This is consistent with a flat Universe, and represents
a 14% tighter constraint compared to that from BAO
alone. However, when combined with BAO+CMB, the
Lya constraint does not change the result presented in
DESI Collaboration et al. (2025b).

6.6. Cosmology Discussion

We conclude this part with a discussion of our cos-
mological constraints, with an eye on the value added
by the improved Lya forest Alcock-Paczynski measure-
ment presented here, and the potential value of future
such analyses. Within ACDM, our measurement is con-
sistent with both the CMB and DESI Galaxy BAO re-
sults, which means it cannot currently provide insight
into the tension observed between the two. However, the
disagreement is exactly along the direction constrained
by the AP effect at high redshift, which means Ly«
full-shape analyses with future DESI data releases could
shed light on this tension.

Within ACDM, adding our DR1 Ly« broadband AP
to DESI DR2 BAO results in a 6% reduction in the ,,
uncertainty. The AP measurement also helps tighten
upper bounds on the neutrino mass and DESI con-
straints on curvature. However, given that here we are
combining the DR1 Lya AP constraint with DR2 BAO,
the improvements are fairly small. We expect the im-
provements to be more significant with the next iteration
of this analysis using DESI DR2.

When it comes to constraints on the dark energy
equation-of-state parameters, we found that our Ly«
AP constraint is particularly useful in combination with
Supernovae alone and when also including the CMB.
These combinations produce fairly tight constraints on
wg and w,, rivaling those from the joint BAO and CMB
analysis. On the other hand, adding our Lya AP con-
straint to combinations that contain DESI DR2 BAO
does not lead to any significant changes in the poste-
rior. This is in part because DEST DR2 BAO contains
a Lya BAO measurement at the same redshift as our
DR1 broadband AP constraint, and with a similar un-
certainty (1.7% for DR1 broadband AP, and 2.1% for
DR2 BAO). However, even when we compared with the
results from CMB and Galaxy BAO alone (i.e., with-
out Lya), we found that adding Lya does not result in
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Figure 15. DESI constraints on the isotropic BAO distance Dy /rq (top), and on the Alcock-Paczynski parameter Das/Dy
(bottom), relative to the CMB best-fit ACDM model (black line). The DESI DR2 BAO measurements are shown in black, our
DRI1 Lya broadband AP constraint is shown in purple, and the Best-Lya constraint on AP is shown in red. For visualization
purposes, the Lya constraints are shown at slightly different redshifts. The constraints within the wow,CDM model from the
combination of DESI BAO and CMB are shown in blue, with the dashed line indicating the best-fit model. We also show
constraints from the combination of DESY5 SNe and CMB within wow,CDM in orange (best-fit represented by the dotted
line). This shows that within wow,CDM, current data prefer AP values that are ~ 2% lower than the CMB ACDM predictions
in the range 1 < z < 2.5. Our Best-Lya combination gives a 1.3% constraint on AP at z = 2.33, but this falls right in between
the ACDM and wow,CDM best-fit models. Cuceu et al. (2021) forecasted Ly« broadband AP constraints of 0.3% — 0.9% with
a 5-year DESI survey, meaning Lya could play an important role in future dark energy constraints from DESI.

tighter constraints, but does produce a small shift to-
wards ACDM.

To gain a better understanding of these results, we
project the wyw,CDM posterior distributions into the
space of our measurements in Figure 15. The fig-
ure shows the DESI constraints on the isotropic BAO
distance Dy /rq in the top panel and on the Alcock-
Paczynski parameter in the bottom panel, both normal-
ized relative to the best-fit ACDM model from the CMB.
The actual measurements are represented by points
with error bars, while the inferred posteriors within
wow, CDM are shown using the colored bands, with the
dashed and dotted lines representing the best-fit mod-
els. The blue bands show results from DESI DR2 BAO
and the CMB, while the orange bands show results from
DESY5 SNe and the CMB.

The top panel of Figure 15 shows that DESI Galax-
ies at z < 1 are the primary driver of the tension
with the CMB ACDM model and of the preference for
wow, CDM. This is because the uncertainties of the BAO

measurements in this region are similar to the uncer-
tainty in the wow,CDM posterior (black points versus
blue bands), and are significantly tighter than the uncer-
tainty in the SNe4+CMB posterior. On the other hand,
at z > 1.5 the wow,CDM posteriors agree well with each
other and with the CMB ACDM model, as this region
is constrained very tightly by the CMB acoustic scale.
This means future improvements in the isotropic BAO
measurements at high redshift will not be very helpful to
dark energy constraints that include CMB information.

When it comes to the Alcock-Paczynski constraints,
shown in the lower panel of Figure 15, the conclusions
are quite different. At z > 1, both wyw,CDM poste-
riors prefer AP values that are ~ 2% smaller than the
CMB prediction in ACDM. In this region, our measure-
ment from DESI DR1 Ly« full-shape (purple) gives the
tightest constraint to date (1.7%; shown in purple), and
its combination with DR2 Lya BAO produces a 1.3%
constraint, which is shown in red in Figure 15. The in-
ferred constraints from SNe+CMB are similar in this
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region (~ 0.9%), while the ones from BAO+CMB are
significantly tighter (~ 0.3%). This explains why adding
Lya to the former helped improve the constraints, while
adding it to the latter did not. Furthermore, the Ly«
constraints are currently consistent with both the CMB
ACDM model and the best-fit wow, CDM models, mean-
ing they do not strongly pull in either direction.

The fact that AP uncertainties are significantly larger
than the BAO+CMB inferred constraints in wow,CDM
(blue bands) means they do not currently play as sig-
nificant a role as low-redshift isotropic BAO constraints.
However, these constraints are expected to improve with
full-shape analyses of DESI DR2 on both the Ly« and
Galaxy clustering side. Figure 15 shows that future full-
shape analyses with emission line galaxies in the range
1 < z < 1.5, and with Lya at z > 2, could help im-
prove upon current constraints. The Ly« forest is par-
ticularly powerful when it comes to AP constraints, as
we have seen here. With DESI DRI, it led to a 2.4x
tighter constraint when compared to BAO. Cuceu et al.
(2021) forecasted Lya broadband AP uncertainties in
the range 0.3% — 0.9% for the full 5-year DESI survey,
with the main contributing factor being the minimum
scale used in the analysis. Given that the difference be-
tween ACDM and wyw,CDM is ~ 2% in this region,
future DESI Ly« forest analyses could play an impor-
tant role in deciphering the nature of dark energy.

More generally, the DESI DR2 analysis suggests that
the dark energy density ppr(z) peaks at z ~ 0.3 — 1
and declines significantly towards higher redshift. The
wow, CDM model provides a compact parameterization
that allows this behavior, but if the basic finding of
evolving dark energy does hold up, there is no reason to
expect that wyw,CDM provides a full description. The
correct physical model might even involve exchanges of
energy between the dark energy, matter, and radiation
components, rather than dark energy evolution on its
own. In this context, measurements of Dg(z), which
directly probe the energy density at z > 2 are espe-
cially valuable, whereas Djs(z) constrains an integral
over H(z) and has limited room to depart from the
trend measured by galaxies at lower redshift and 6, at
z ~ 1100 (see, e.g., Eqs. 3 and 6 of DESI Collabo-
ration et al. 2025b). Lya forest BAO is already quite
good at measuring Dy because the strong redshift-space
distortions amplify the BAO signal in the line-of-sight
direction. However, a full-shape Lya AP measurement
in combination with BAO gives greater leverage on the
energy density, improving Dy /r4 constraints by a factor
of ~ 1.5 relative to BAO alone (Cuceu et al. 2021). Even
moderate gains in precision may play a critical role in
distinguishing physical models of evolving dark energy.

Finally, while the discussion here focuses on a dynamic
dark energy equation-of-state as the way to reconcile
BAO and CMB results, several other potential expla-
nations have recently appeared in the literature (e.g.,
Chen & Zaldarriaga 2025; Sailer et al. 2025). If alter-
native explanations lead to different predictions for the
behaviour of the high-redshift AP parameter compared
to wow,CDM, the Ly« forest would also help test these
alternatives. A concrete example is non-zero curvature,
as proposed by Chen & Zaldarriaga (2025), for which
the best-fit BAO4+CMB constraints predict AP values
roughly consistent with ACDM at z ~ 2 (see their Fig-
ure 6). Therefore, future DESI Ly« forest full-shape
analyses could also shed light on whether curvature or
a dynamic dark energy equation-of-state offer better ex-
planations for the current tension.

7. SUMMARY

We have presented a full-shape analysis of Lya forest
3D correlation functions measured from the first data
release (DR1) of DESI. We used both the Lya auto-
correlation and its cross-correlation with quasars, which
were measured by DESI Collaboration et al. (2025d).
The first goal of this analysis was to measure the Alcock-
Paczynski (AP) effect from a broad range of scales in
order to improve upon the expansion rate constraints
based on BAO measurements from the same data set
(DESI Collaboration et al. 2025d). The second goal was
to use RSD in the Lya-QSO cross-correlation to measure
the product of the growth rate and the amplitude of
fluctuations in spheres of 8 h~'Mpc, fos.

Our analysis, introduced in Section 2, largely fol-
lows the methods previously used for the Ly« full-shape
analysis of eBOSS (Cuceu et al. 2023b,a), and for the
first DESI Lya BAO measurement (DESI Collaboration
et al. 2025d). The DESI Ly« forest analysis leading to
the measurement of correlation functions was presented
in Ramirez-Pérez et al. (2024); Gordon et al. (2023);
DESI Collaboration et al. (2025d). The model used to
fit the Ly« correlations and extract full-shape informa-
tion is described in Sections 2.2 and 2.3. Our analysis
was first done blinded as described in Section 2.4.

Our main results are presented in Section 3, and in-
clude a 1.6% constraint on the Alcock-Paczynski effect
and a ~ 16% constraint on fos, at an effective red-
shift zeg = 2.33. The AP measurement represents a
factor of 2.4x improvement compared to the BAO anal-
ysis of the same dataset, and is almost 40% better than
the BAO constraint from the second DESI data release
(DR2; DESI Collaboration et al. 2025¢). The fog mea-
surement is the first of its kind from the Lya-QSO cross-



correlation, and to our knowledge, the first direct growth
rate constraint at z > 2.

In Section 4, we performed a large set of tests to vali-
date our measurements, including tests with two differ-
ent sets of mocks, data splits, and analysis and modelling
variations. The tests on mocks, presented in Section 4.1,
show that we can recover unbiased AP constraints in the
presence of all the major Ly« forest contaminants. Fur-
thermore, we found no evidence of significant systematic
shifts in AP with the tests on data, as detailed in Sec-
tions 4.2 to 4.4.

On the other hand, for fog, one of the two sets of
mocks shows a ~ 0.50 bias, which we were not able to
track down to any particular systematic effect. There-
fore, we decided not to use the fog constraint for cos-
mological inference as discussed in Section 5. Our fi-
nal growth rate measurement, including a systematic
uncertainty based on the shift observed in mocks, is:
fos(zeg) = 0.37 75022 (stat) 4 0.033 (sys).

We present the cosmological interpretation of our
AP measurement alone, and in combination with other
data sets, in Section 6. The Ly« full-shape analysis
from DESI DR1 measures the ratios Dp(ze)/ra =
8.632 4+ 0.105 and Dps(zer)/rq = 39.05 £ 0.52, where
Dy is the Hubble distance, Dj; is the transverse co-
moving distance, and r4 is the sound horizon at the drag
epoch. We also combined our DR1 broadband AP con-
straint with the Lya BAO measurement from DEST DR2
(DESI Collaboration et al. 2025c), and obtained the ra-
tios Dy (zet)/ra = 8.646 + 0.077 and Dpr(zest)/ra =
38.90 + 0.38.

Within ACDM our measurements are consistent with
both CMB and galaxy clustering BAO constraints, as
discussed in Section 6.3. Using a BBN prior on the
baryon density, we measure the Hubble constant to be
Hy=68.3+1.6 kms~!Mpc~! in ACDM. When allow-
ing for evolving dark energy equation-of-state parame-
ters (Section 6.4), we find that Ly« helps improve con-
straints from the combination of Supernovae and CMB,
and slightly increases the tension with ACDM. On the
other hand, for combinations that include CMB and
Galaxy BAO results, adding Ly« leads to a small shift
towards ACDM, but does not improve constraints.

Finally, in Section 6.6 we discuss our cosmology re-
sults and the role future DESI Lya forest analyses are
expected to play when it comes to studying the nature of
dark energy. We show that further incremental improve-
ments in isotropic BAO constraints at z > 1.5 will not
help because this quantity is constrained very precisely
by the CMB within wyw, CDM. On the other hand, best-
fit models using ACDM or wyw, CDM currently give pre-
dictions of the Alcock-Paczynski effect that are ~ 2%
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different at z > 1. Ly« full-shape analyses using future
DESI data releases are expected to produce sub-percent
constraints of the AP effect (Cuceu et al. 2021), and
could therefore play a key role in deciphering the nature
of dark energy.

8. DATA AVAILABILITY

The data used in this analysis is public as part of DESI
Data Release 1 (details in https://data.desi.lbl.gov/doc/
releases/). The data points corresponding to the figures
from this paper will be available in a Zenodo repository.
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Figure 16. Similar to figure 1, but showing the shell compression for larger scales. The impact of changing the AP and RSD
parameters by 5o is lower than our statistical uncertainty for these shells, indicating that large scales do not contribute very
significantly to our constraints.

APPENDIX

A. LARGE-SCALE FITS

In Section 3, we showed a comparison between the best-fit model and the data correlation functions when compressing
into shells at smaller separations. Here we show the equivalent plots for the larger separations. These are illustrated
in Figure 16, where the blue shells roughly capture the information from the BAO region (left for the auto-correlation,
and right for the cross-correlation), while the red shells show the broadband information at scales larger than BAO.
Similar to Figure 1, the dashed and dotted lines indicate models where we vary AP and fog, respectively. In this case,
changing ¢r and fog by 50 produces a change in the model that is smaller than our uncertainties. This indicates that
large scales do not contribute very significantly to our constraints.

B. NUISANCE PARAMETERS

Our analysis has 21 nuisance parameters, introduced in Section 2.2. These include the Ly« bias and RSD parameters,
5 parameters related to the Arinyo model, 13 parameters related to contaminants and systematics, and the isotropic
scale of the broadband, as. Our priors are presented in Table 3, and largely follow the priors used by DESI24-Lyc.'?
The important exceptions are the systematic quasar redshift error, Ar), which had a flat prior in DESI24-Lyc, and
the Arinyo parameters, {q1, kv, @y, by, kp}, which were fixed in DESI24-Lya. As we use a significantly larger minimum
separation for the cross-correlation compared to DESI24-Lya (40 h~Mpc versus 10 h~'Mpc), we found that Ar|| was
poorly constrained and decided to impose a wide Gaussian prior to discourage extreme values. Ar| has been measured
by Bault et al. (2025) for the DESI DR1 quasar sample and found to be significantly smaller than 1 h~!Mpc (also see
Brodzeller et al. 2023). The prior has no impact on our results as shown in Section 4.4. This was also recently done in
DESI Collaboration et al. (2025c¢), and we use the same prior. In the case of the Arinyo parameters, we chose wide flat

12' As mentioned in Section 2.3, we sample the growth rate, f, and
treat fog as a derived parameter.
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Parameter Priors
{a, ¢} 1[0.01, 2.00]
f 14[0.00, 2.00]
br U[—2.00,0.00]
Br U[0.00,5.00]
bo 1[0.00,10.00]
bracp U[—0.20, 0.00]
Brcp N (0.500,0.090)
Lucp(h™'Mpc) | U[0.00,15.00]
10%bgirr1100) | U[—500.00, 0.00]
10%bgirr1108) | U[—500.00, 0.00]
10%bsirr(1260) | U[—500.00,0.00]
10®bsirri(i207) | U[—500.00, 0.00]
10%bery (e N(—24.3,1.5)
Ary(h~"Mpc) N(0.0,1.0)
ou(h~"Mpc) U[0.00, 15.00]
0" U[0.00, 2.00]
10%*anoise 1[0.00, 100.00]
¢ 4]0.00, 2.00]
ke 14[0.30, 2.00]
v 4]0.10,1.00]
by U[1.00, 2.00]
kp U[5.00,22.00]

Table 3. Parameter priors used in our analysis. U[min, max] indicates a flat prior while N'(u, o) indicates a Gaussian with
mean u and standard deviation o.

priors based on the fits to hydrodynamical simulations from Arinyo-i-Prats et al. (2015) and Chabanier et al. (2024).
Only one of these parameters, ¢i, is constrained by the data. The other four parameters, {k,,a,,b.,kp}, produce
posteriors consistent with the flat priors we imposed and show no significant correlation with our main parameters (¢s
and fog).

In Figure 17, we show the impact of changing several of the important nuisance parameters on the lowest separation
shell for both the auto-correlation (left) and the cross-correlation (right). The magnitude of the variation in each
parameter was chosen such that the change in the model can be visualized in the lower panels of Figure 17. For the
auto-correlation, we show the impact of changing the Lya bias and RSD parameters, along with the HCD bias and
the main parameter in the Arinyo model (g;). The other HCD and Arinyo parameters are not included here, as they
do not produce significant changes. None of the parameters shown produces changes similar to those produced by AP.
Both biases and the RSD parameter produce changes in the slope of the anisotropy, while AP affects the curvature
of the anisotropy. On the other hand, for the cross-correlation, the Lya and QSO RSD terms are degenerate (see
Section 2.2), which means the impact of the Lya RSD parameter is very similar to the impact of fos. However, G is
tightly constrained by the auto-correlation, thus allowing us to break this degeneracy. In the case of AP, the impact
of the smearing due to redshift errors, modelled through the o, parameter, shows some similarity to the impact of
¢¢. However, as we will see in Figure 18 below, there is no significant correlation between the posteriors of the two
parameters. This is partly because a majority of the ¢¢ information comes from the auto-correlation. Nevertheless,
the complete lack of correlation between the two parameters indicates that we are able to distinguish the two effects.

We present the marginalized posterior distribution for the main parameters and a selection of nuisance parameters
in Figure 18. We selected the subset of nuisance parameters that show any visible correlation with either of the two
main parameters. The Lycp parameter, which represents the typical length scale of unmasked HCDs, is completely
unconstrained as we just recover the flat prior. This is not surprising given the scale cuts we use, with both Cuceu
et al. (2023a) and DESI Collaboration et al. (2025c) finding similar behaviour. DESI Collaboration et al. (2025c¢)
decided to impose a Gaussian prior on this parameter, as they found this had no impact on their BAO constraints.
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Figure 17. Similar to Figure 1, but showing only one shell at the smallest separations used in our analysis, and including the
effect of changing several of the important nuisance parameters. For the auto-correlation (left), none of the nuisance parameters
produce changes similar to those produced by changing AP. On the other hand, for the cross-correlation (right), the impact of
fos is very similar to that of S, as the Lya and QSO RSD terms are degenerate on large scales. This is why the auto-correlation
is needed for our fos constraints, as it helps constrain Sr. While AP looks quite different from RSD in this compression, its
impact has some similarity to that of redshift errors (dashed blue versus cyan).

However, in our case, we found that imposing constraints on this parameter has a small impact on ¢ due to the small
correlation between the two parameters (see Figure 18), and decided to keep using the flat prior.

Besides the unconstrained parameters described above, we also have two parameters that only have upper or lower
bounds. These are the HCD bias, bycp, which only has a lower bound, and ¢;, which only has an upper bound. In
the case of bgcp, this behaviour was encountered before (Cuceu et al. 2023a; DESI Collaboration et al. 2025¢) when
using scale cuts r > 25 h~!Mpc, as we do here. For the Arinyo g, parameter, this is the first ever measurement on real
data, with all previous measurements taking place on hydro-simulations. The constraint we obtain, ¢; < 0.51 at 95%
CR, is smaller than the value used in previous Lya BAO analyses, g1 = 0.86, which was based on the result from the
reference simulation of Arinyo-i-Prats et al. (2015), interpolated to our effective redshift. However, both Arinyo-i-Prats
et al. (2015) and more recent analyses (e.g. Chabanier et al. 2024; Chaves-Montero et al. 2025) have found a wide
range of values for this parameter depending on the exact simulation and model setup, some of which are consistent
with our results. Nevertheless, we caution against over-interpreting our results in the context of future analyses on
hydro-simulations due to two main reasons. First, given that we could not test the Arinyo model in mocks, we do not
exclude the possibility that this parameter is also capturing some subdominant systematic effects (e.g., from imperfect
modelling of HCDs, metals, or the distortion matrix). Secondly, this parameter was treated as a nuisance parameter
in this analysis, and the robustness of its measurement to analysis and modelling variations has not been tested. It
would be interesting to perform an analysis that specifically aims to measure the Arinyo parameters for the purpose
of comparing with results from hydro-simulations, but that is beyond the scope of this work.

C. COMPARISON OF SAMPLER AND FITTER RESULTS

The main results presented in this paper are given by marginalized posterior distributions over the parameters
of interest (¢¢, fos), obtained from the full posterior distribution over all parameters, which is sampled using the
PolyChord Nested Sampler. However, due to computational constraints, a significant part of our validation results
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Figure 18. Posterior distribution for ¢r and fos, along with a selection of nuisance parameters that show some degree of
correlation with either of the two main parameters.

were obtained using the iminuit minimizer with Gaussian approximated uncertainties. These include the fits to
individual mocks, and most of the analysis and modelling variations presented in Section 4. Here, we discuss the
differences between the two types of analyses and their impact on our validation.

The first difference relevant to our analysis is due to parameter uncertainties being approximated as Gaussian when
using the fitter. The main results affected by this approximation are the tests of the robustness of uncertainties using
mocks (Section 4.1), which include the pull distributions presented in Figure 4. This is because the uncertainties in
the individual mock fits are approximated as Gaussian, while the distribution of parameter results in mocks is not
Gaussian. Nevertheless, we found that the Gaussian approximation works well and produces accurate uncertainties,
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Figure 19. Comparison of AP and growth results using a sampler and marginalization versus a fitter and minimization. Both
results use the baseline model described in Section 2.2. The dashed lines indicate the best-fit values obtained by the fitter (red)
and the maximum a posteriori values from the sampler (blue). The fitter minimizes the x? over all parameters, and estimates
the Gaussian uncertainty using the second derivative of the x? around the best fit. On the other hand, the sampler computes
the full posterior distribution, which allows us to marginalize over nuisance parameters. The primary difference arises because
the fitter results are conditioned on the best-fit value of each nuisance parameter, whereas the sampler results are marginalized
over nuisance parameters.

especially for ¢¢. Finally, this approximation does not impact our analysis and modelling variations, because in that
case, we are only testing for shifts in the best-fit parameter values.

The other main difference relevant to our analysis arises from the fact that when using the sampler, we marginalize
over nuisance parameters, whereas the fitter results for ¢¢ and fog are conditioned on the best-fit values of the nuisance
parameters. This is relevant because a number of nuisance parameters are either completely or partly unconstrained
by the data (see Appendix B). We illustrate this in Figure 19, where we compare sampler and fitter constraints using
our baseline model. We also show the best-fit parameter values from the fitter using the dashed red lines, and the
maximum a posteriori results from the sampler using the dashed blue lines. We found that the parameter primarily
responsible for this difference is Lycp.'® This is because this parameter is completely unconstrained and has a small
correlation with ¢ (p ~ 0.2). Sampler results marginalize over all values of this parameter within the flat prior
boundary 0 < Lycp < 15 h~'Mpc, while the fitter tries to find a best-fit value, which in most cases ends up being
either the upper or lower bound of the flat prior (in the baseline analysis it is the upper bound). Based on tests with
mocks, we expect this parameter to have values between 3 h~'Mpc and 7 h~'Mpc, with the larger values obtained
when no DLAs are masked (see Appendix B of DESI24-Ly«a). The flat prior bounds were chosen to be larger than
this range, in order to be conservative. In Section 4.4 we found that fixing this parameter to either 3 h~'Mpc or 10
h~'Mpc does not have a significant impact on ¢¢ constraints, producing shifts of at most 0.10. Nevertheless, because
the fitter tends to choose either the upper or lower bound of the flat prior on Lycp, our individual mock results and
analysis variations likely have some extra variance. Therefore, future Lya full-shape analyses could choose a more
restrictive prior for this parameter, given that it has a small impact on results. For example, a Gaussian prior could
be imposed based on the range of results found in mocks, as was recently done by DESI Collaboration et al. (2025c¢).

13 This conclusion was reached after performing tests where uncon-
strained parameters are fixed one-by-one. We found that fixing
Lyicp brings the sampler and fitter results in very good agree-
ment.
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D. COVARIANCE BETWEEN DESI DR1 BROADBAND AP AND DR2 BAO

To quantify the covariance between our DESI DR1 broadband AP measurements and BAO results from DESI DR2,
we use the method described in Appendix F of DESI24-Lya. First, we compute the joint covariance matrix of DESI
DR1 and DR2 using only the Ly«a(A) region. This is done using the same method for computing the covariance
matrix of the four DR1 correlations as described in Section 2.1, but replacing the DR1 Ly«(B) region correlations
with the DR2 Lya(A) region correlations (DESI Collaboration et al. 2025¢). This covariance matrix now includes the
cross-covariance between the DR1 Lya(A) correlations and the DR2 Lya(A) correlations. Similar to DESI24-Lyc, we
ignore Ly«a(B) correlations, as they contribute a very small amount of information (see Section 3).

We next produce a set of 4096 Monte Carlo realisations of the Ly«(A) auto and QSO cross-correlations for both DESI
DR1 and DR2 using the best-fit model from Section 3, with noise generated from the covariance matrix described above.
This means the auto and cross-correlation pairs generated for DR1 and DR2 have realistic noise and cross-covariance.
After that, we perform full-shape fits on the set of DR1 correlations using the model described in Section 2.2 with
independent ¢¢ and ¢, parameters. In parallel, we also perform BAO fits on the set of DR2 correlations using the
model described in DESI Collaboration et al. (2025¢). This results in a set of 4096 broadband AP constraints based
on DESI DRI, and a set of 4096 BAO constraints based on DESI DR2.

Using these two sets of best fit parameters, we can compute the cross-covariance between DR1 AP and DR2 BAO.
The correlation coefficients we obtain between DR1 ¢s and the DR2 BAO parameters, o and ., are:

p(@P™, afR2) = —0.015 £ 0.016, (1)
p(6PR, aDR%) = 0.001 = 0.016, (D2)
where the uncertainties are computed through bootstrap. Therefore, we conclude that the cross-covariance between

DESI DR1 broadband AP and DR2 BAO is consistent with zero, and the two measurements can be treated as
independent.



