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ABSTRACT

Improvements for existing debris bed and molten pool models in the SCDAP/RELAP5/MOD3.1
code are described in this report. Model improvements to address (a) debris bed formation, heating, and
melting, (b) molten pool formation and growth, and (c) molten pool crust failure are discussed. Relevant
data, existing models, proposed modeling changes, and the anticipated impact of the changes are
discussed. Recommendations for the assessment of improved models are provided.
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EXECUTIVE SUMMARY

The SCDAP/RELAPS computer code is designed to describe the overall reactor coolant system
(RCS) thermal-hydraulic response, core damage progression, and, in combination with VICTORIA,
fission product release and transport during severe accidents. The code is being developed at the Idaho
National Engineering Laboratory (INEL) under the primary sponsorship of the Office of Nuclear
Regulatory Research of the U. S. Nuclear Regulatory Commission (NRC).

The objective of this design report is to describe proposed improvements in existing debris bed and
molten pool models. Model improvements to address (a) debris bed formation, heating, and melting,
(b) molten pool formation and growth, and (c) molten pool crust failure are discussed. Relevant data,
existing models, proposed modeling changes, and the anticipated impact of the changes are discussed.
Recommendations for the assessment of improved models are provided.

The SCDAP/RELAPS peer review committee noted that the physical understanding of important
phenomena associated with debris and molten behavior was limited, severely restricting the development
of improved models. However, additional data have become available, and in some cases, new correlations
have been developed. This new information, in addition to earlier data, has been used in a number of cases
to develop a complete model. In other cases, the assessment of the data by the experimentalists is still
incomplete so it is only possible to develop the basic framework for a new model. Specific parameters for
that new model can then be refined as the assessment of the data is completed. In most cases, these
parameters would be incorporated during the developmental assessment of the new model.

The model improvements recommended in this report address specific modeling deficiencies
identified by the peer review committee, including treatment of (a) the effects of conduction and radiation
heat transfer in porous debris beds, (b) the melting of porous and non-porous debris, (c) the transition
between intact, debris bed, and molten pool geometries, (d) the transient start-up of natural circulation heat
transfer in molten pools, and (e) extension of existing cohesive debris bed models to account for the
inclusion of closed and open porosity. Important modeling deficiencies that have been identified through
analysis of the later stages of TMI-2, full plant calculations, and review of recent experiments will also be
addressed. These deficiencies include (a) the abrupt transitions from intact geometries to different types of
debris beds or molten pools, (b) the inability to accurately predict the failure and subsequent drainage of
the molten pool when the molten pool is surrounded by water, and (c) an inaccurate portrayal of rubble bed
particle sizes and porosities.

Specific model recommendations in debris bed formation, heating, and melting; molten pool
formation and growth; and molten pool crust are summarized below.

Debris bed formation, héating, and melting

Fundamental changes in the debris formation and characteristics models are proposed so that they
can better represent the observed behavior from existing bundle meltdown experiments. Good examples
include the (a) gradual transition from an intact geometry to ceramic cohesive debris bed geometry, (b) the
systematic variation in rubble debris porosity and particle sizes depending on peak temperatures and
cooling rates, and (c) large increases in closed porosity of metallic blockages in the presence of control and



structural materials. Possible changes in effective thermal conductivity correlations for rubble debris beds
are proposed based on initial assessments of more recently-developed correlations. The incorporation of a
thermal equilibrium model to treat the relocation of molten material within a loose rubble is proposed for
the detailed two-dimensional COUPLE lower plenum debris model.

The most noticeable impact of the new models will be a much more accurate representation of the
formation and behavior of debris beds relative to the currently available data base. Cohesive debris beds
will form more gradually over a temperature range more consistent with (a) the range of melting
temperatures of different mixture of materials and (b) the rod-to-rod variations in power and cooling
conditions in a representative assembly. Rubble debris beds will form over a range of peak temperatures
and cooling rates as shown in both the quenched and slow-cooled experiments. More importantly, rubble
debris beds will not always be assumed to be spatially uniform. The proposed changes in debris bed
characteristics models will also have a significant impact on the subsequent heating and melting of debris
beds. The incorporation of more detailed thermal-hydraulic models will be much more influenced by the
local rubble bed porosities and particle sizes than the previous models during the dry out and quenching of
debris beds. The convective heat transfer and flow patterns in single phase steam will also be impacted
since debris-bed-specific friction factors and heat transfer coefficients will be used rather than existing
RELAPS bundle correlations. The effective heat transfer within debris beds will also depend strongly on
the porosity and effective particle size.

Molten pool formation and growth
The following modifications to the SCDAP/RELAPS molten pool heat transfer models are proposed.

. A transient form of heat transfer correlations obtained from the Kymildinen, et al. COPO
tests should be incorporated. It is recommended that these correlations be used because
they were obtained from higher Rayleigh number tests and they are consistent with data
obtained from several other two- and three-dimensional investigations. Switching to these
correlations would include the use of ‘a separate, horizontal, heat transfer coefficient and"
allow non-hemispherical geometries to be modeled. Cylindrical and hemispherical pool
shapes and aspect ratios will be included.

. The effects of vapor transport on convection heat transfer should be included. Although
additional data are needed to validate the proposed modifications, it is suggested that hori-
zontal heat transfer be modeled using correlations proposed by Greene, et al. and that
upward and downward heat transfer be modeled using the Ginsberg and Greene correla-
tion. Use of this method requires selecting a boiling regime based on the average void
fraction of the melt and calculating a bubble terminal vapor velocity. It is recommended
that the pool void fraction be based on the quantity of materials that vaporize as debris is
subsumed into the growing pool.

The implementation of these changes will result in a number of positive changes in the code. The
recommended correlations better represent the higher Rayleigh numbers expected in plant calculations.

previous experiments. In addition, these correlations would allow the code to model semicircular segment
and torispherical geometries, rather than mapping these geometries onto a hemispherical geometry. Results
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indicate that heat transfer coefficients vary by as much as 20%, when the proper geometry is considered. In
addition, the incorporation of a transient form of these correlations can reduce the heat transfer by more
than a factor of two during the initial phases molten pool heat up, while the inclusion of vapor transport
mechanisms could increase the heat transfer by several orders of magnitude.

Molten pool crust failure

A new model that better represents both the thermal and mechanical aspects of crust failure, and the
implications of the implementation of the new model is proposed. Although this new model clearly
represents more of the critical processes associated with crust failure, it must be noted that the precise
timing and location of the failure will still have relatively large uncertainties. To account for these
uncertainties a bounding approach, which allows the user to bound the mass or energy of the melt
relocating after crust failure, is recommended. The upper and lower bounds consider uncertainties in
permeability, high temperature mechanical properties, crust thickness and stress concentrations from
flaws. Effects of the uncertainties in crust failure will be established during the developmental assessment
process and grouped in a consistent manner so that a reasonable upper and lower bound on the crust failure
timing and location can be established easily by the code user. This bounding approach is consistent with
the bounding approach used in the current slumping models. As a result, the user should be able to quickly
establish an upper and lower bound on the melt mass and energy at lower head failure caused by
uncertainties in crust failure and melt slamping processes by selecting a single option in the code.

The proposed model changes will have the most significant impact on plant calculations where, like
TMI-2, the core is partially or totally reflooded during molten pool formation and crust failure is likely. For
these conditions, the current thermally-based models cannot predict the location nor the timing of crust
failure without user intervention. For the TMI-2 calculations, this either resulted in no failure at all because
the outer assemblies remained relatively cool following the reflooding of the core or bottom failure of the
molten pool for an extreme core uncovery scenario. The new models will be able to account for the likely
changes in crust failure thicknesses due to (a) rapid pressure fluctuations, which increases the loading on
the crust and (b) the height of the molten pool. In general, the combination of structural and thermally
based models should be better able to predict both location and timing of failure because the strength of the
crust and loading applied to the crust are considered.

Assessment of the new models

The assessment of the proposed new models can utilize a combination of detailed code-to-data
comparisons, full plant calculations, TMI-2 analyses, and comparisons with more detailed models. The
code-to-data comparisons can be used to assess the debris bed transition and characteristics models,
effective thermal conductivity models, and, to a more limited extent, molten pool natural circulation
models. Full plant studies can be used to evaluate the overall integration of the models to ensure that
“physically unrealistic” behavior and nodalization sensitivities have been significantly reduced over the
current version of the code. These calculations can also be used to evaluate the coupled effects of debris
formation and flow diversion. The TMI-2 analyses can be used to assess the formation of debris beds,
molten pool formation and growth, and molten pool crust failure when the debris beds and molten pool are
covered by water. Comparisons with more mechanistic models can be used to assess the transition criteria,
metallic and ceramic melt formation, debris heating and initial melting, and molten pool formation.
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1. INTRODUCTION

The SCDAP/RELAPS computer code is designed to describe the overall reactor coolant system
(RCS) thermal-hydraulic response, core damage progression, and, in combination with VICTORIA,
fission product release and transport during severe accidents. The code is being developed at the Idaho
National Engineering Laboratory (INEL) under the primary sponsorship of the Office of Nuclear
Regulatory Research of the U. S. Nuclear Regulatory Commission (NRC). The development of the current
version of the code, SCDAP/RELAP5/MOD3.1, was started in the spring of 1992.1-1 This version of the
code was developed in parallel with a formal peer review of SCDAP/RELAP5/MOD3!2 and contains a
number of model and code improvements recommended by the code users and the peer review committee.

Although many of the peer review comments were addressed in MOD3.1, there were a number that
could not be incorporated prior to the release of MOD3.1 for general applications. However, in parallel
with the release of MOD3.1, a general plan was de,velopedl’3 that described a phased approach to address
the remainder of the peer review committee concerns. After some iterations on the plan, the following
general approach was started. First, the code and modeling improvements undertaken by the code
developers would focus on the higher priority models associated with the later stages of an accident.
Although most of these models were generally applicable to PWR and BWR designs, design-specific
models developed at the INEL would emphasize PWR behavior. Oak Ridge National Laboratory (ORNL)
code developers would focus on the higher priority BWR-specific models. Second, the model
improvements for the early stages of the accident would be undertaken by Cooperative Severe Accident
Research Program (CSARP) member countries with modeling development and assessment guidelines
developed by the INEL. In all cases, prior to the incorporation of new or improved models, a design report
describing these models would be prepared for NRC review and approval. This design report is one of a
series of design reports being prepared to discuss different model and code improvements.

The objective of this design report is to describe proposed improvements in existing debris bed and
molten pool models. Model improvements to address (a) debris bed formation, heating, and melting,
(b) molten pool formation and growth, and (c) molten pool crust failure are discussed. In each section,
relevant data, existing models, proposed modeling changes, and the anticipated impact of the changes are
discussed. Recommendations for the assessment of improved models are provided in the final section.

At the time of the peer review, the review committee noted that the physical understanding of
important phenomena associated with debris and molten behavior was limited, severely restricting the
development of improved models. However, since that time, additional data have become available, and in
some cases, new correlations have been developed. This new information, in addition to earlier data, has
been used in a number of cases to develop a complete model. Models for effective thermal conductivity in
porous debris beds and transient natural circulation in molten pools are good examples where sufficient
data or correlations exist to develop final models. In other cases, the assessment of the data by the
experimentalists is still incomplete so it is only possible to develop the basic framework for a new model.
Specific parameters for that new model can then be refined as the assessment of the data is completed. In
most cases, these parameters would be incorporated during the developmental assessment of the new
model. Examples in this category include the formation of (a) rubble debris beds as a result of reflood, and
(b) porous cohesive debris beds as the result of the melting of mixtures of fuel rod, control rod/blade, and
structural materials. In these examples, development of a model that can take into account a range of
particle sizes, porosities, and compositions observed in the experiments is possible. However, final particle
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size distributions or debris bed porosities will be established as the assessment of existing experiments or
ongoing experiments are completed.

Specific modeling deficiencies identified by the peer review committee that will be resolved by the
proposed modeling improvements include the following. More recent effective thermal conductivity
correlations that better address the effects of conduction and radiation heat transfer in porous debris beds
will be incorporated. The melting of porous and non-porous debris will be better represented through
improvements in models to treat the relocation of melt within porous debris and convective and radiative
boundary conditions on the exterior of debris beds. Incorporation of improved models for fuel rod
fragmentation and the transition between intact, debris bed, and molten pool geometries will reduce the
TMI-2 bias in existing models. Replacement of existing steady state molten pool correlations with
transient correlations will better represent the transient, startup of natural circulation heat transfer in
molten pools. The addition of thermal and structural models for molten pool crust failure will greatly
reduce the parametric nature of molten pool crust failure and subsequent drainage of the molten pool.
Extension of existing cohesive debris bed models to account for the inclusion of closed and open porosity
will allow for the incorporation of experimentally derived porosity correlations. Extension of the existing
rubble debris models to allow for the incorporation of porosity and particle size correlations will eliminate
the reliance on user input or TMI-2 biases in particle bed sizes and porosities.

Important modeling deficiencies that have been identified through analysis of the later stages of
TMI-2, full plant calculations, and review of recent experiments will also be addressed. For example,
analysis of the later stages of the TMI-2 accident and the LOFT LP-FP-2 experiment indicated that the
transitions from intact geometries to different types of debris beds or molten pools were too abrupt given
the typical size of representative flow channels in the core. As a consequence, under some conditions, it
was predicted that diversion of flow from one flow channel to another following a transition, resulted in
the formation and accelerated heatup of isolated regions of debris beds surrounded by intact assemblies
even though such behavior was not observed. Analysis of the TMI-2 accident also indicated that existing
parametric models for molten pool crust failure cannot accurately predict the failure and subsequent
drainage of the molten pool when the molten pool is surrounded by water rather than superheated steam.
Review of data for cohesive debris beds indicated that the refrozen melts can contain a high degree of
closed porosity under some conditions. However existing models do not account for closed porosity in
determining the properties or overall volume of the blockages formed by refreezing material.

It should be noted that this report does not address all of the deficiencies associated with debris or
molten pool behavior that have been noted by the peer review or observed during the assessment or
application of the code during the later stages of an accident. Because of the unavailability of data
sufficient to develop best estimate, first order models, the following modeling deficiencies are not
addressed: (a) interactions of the material slumping from a molten pool in the core with lower structures in
the vessel or water in the vessel, (b) the cracking and cooling of cohesive masses of frozen material
associated with quench or reflood, and (c) debris bed material properties including density, specific heat,
and other thermal properties of mixtures of previously molten material. In these cases, existing bounding
or parametric models will be maintained until additional data or information becomes available.

1.1 References
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2. DEBRIS HEATUP AND MELTING

As discussed in this section, existing models do not account for the observed wide diversity in the
nature of the debris beds. To address this, fundamental changes in the debris formation and characteristics
models are prbposed so that they can better represent the observed behavior. However, as described in this
section, the development of correlations using the existing data base is not yet complete, so the models will
be developed in such a fashion that scoping correlations can be incorporated based on the limited review
contained in this document and then refined as the experimentalists and analysts develop more general
correlations. Debris heating and melting has been observed in a wide variety of experiments, as well as the
initial stages of the TMI-2 accident. As summarized in this section, the experiments clearly show the
transition from an intact geometry to a geometry composed of zones of loose debris, highly damaged
structures, and cohesive debris beds. In some cases, there is strong evidence of fuel desintering, resulting in
the formation of a loose debris bed of a fine powder and very little porosity. In other cases, the fuel
remained relatively intact with larger fragments of fuel contained within remnants of oxidized Zircaloy
cladding even though the bundle was reflooded with water. In some cases, the cohesive debris beds,
formed as a consequence of the refreezing of molten or liquefied assembly materials, contained no
apparent open or closed porosity. Cooling and oxidation of the debris occurred only on the exterior or
within isolated tortuous flow holes. In other cases, the cohesive debris beds were highly porous with an
appearance of a foamy-like structure. That porosity appeared to be closed with very little evidence of
oxidation within the porosity. This behavior was also observed in the TMI-2 accident although the scale
was much larger.

The improved models for debris bed formation, with experimentally derived correlations for debris
bed particle sizes, porosities, and other bed characteristics are used as the basis for other modeling
improvements associated with the heating and melting of these debris beds described in this section. This
section ends with a discussion of the anticipated impact of the model improvements.

2.1 Review of Pertinent Data

The TMI-2 accident provides the most information on the type of debris that can be formed during
the transition from the early to later stages of a severe accident.2! As shown in Figure 2-1, the first type of
debris that was formed occurred between 150-160 minutes into the accident when the water level was near
the bottom of the core. Two types of debris regions were forming at this time, a solidified crust (composed
primarily of metallic materials from the liquefaction of fuel rod cladding, spacer grids, and control rods)
and fuel rod remnants. By 173 minutes (Figure 2-2), the solidified crust at the bottom had grown radially
as additional assemblies reached temperatures above 1700 K and axially as more fuel rod material had
relocated. As indicated on Figure 2-3, SCDAP/RELAP5/MOD3.1 calculations®2 indicate that nearly all of
the upper portions of the core had reached temperatures above 2000 K with many of the centermost regions
exceeding 2870 K where a UO,-ZrO, eutectic is formed. During and following the B-pump transient at
174 minutes, the debris beds formed earlier may have continued to grow. In addition, two debris types
were hypothesized as shown in Figure 2-4, an upper debris bed of fragmented fuel rods and an upper crust
of frozen UO,-Zr0O,. It is also hypothesized that a small voided region formed at the top of the core due to
the consolidation of the molten material in the molten pool in the centermost region of the core. Later in
the accident, between 224-226 minutes, this voided region increased in size, as molten material relocated
from the molten pool into the lower plenum (Figure 2-5). In addition, a debris bed was formed in the lower
plenum. Even though it was likely composed of primarily (U,Zr)O,, the form of the debris bed is



somewhat different than that in the core. In the core, the molten and frozen (U,Zr)0, was forming around
remnants of fuel rods, while in the lower plenum, this material was surrounding structural materials. With
the possible exception of the debris in the lower plenum, the type of debris beds or debris regions formed
in TMI-2 are consistent with those formed in nearly all of the early phase experiments conducted to date.
However, the different types of debris béds that form depend upon the type of materials present, peak
temperatures, initial heating rates, and cooling rates. Examples of the different type of debris beds formed
during representative experiments are discussed in the remainder of this section.
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For experiments where peak bundle temperatures were limnited to 2200 K, the formation of cohesive
blockages is still incomplete as shown in the example of the CORA-2 experiment.2'3’2’4 As shown in
Figure 2-6, an artist’s rendition of the damaged bundle, four types of debris beds were observed in the
CORA-2 experiment - (1) a lower region composed of loose, fine rubble collecting upon the lower grid
spacer, (2) a zone of relocated solidified melt, (3) another zone of loose rubble with an axially varying
concentration of rubble surrounding relatively intact fuel rod stubs, and (4) a voided region formed by the
collapse of the fuel rods. The metallographic cross sections are shown in Figure 2-7. This experiment was
limited to a peak temperature slightly above the melting point of Zircaloy (2150-2250 K), had an initial
heating rate of 1 K/s, and was slowly cooled. The bundle had three grid spacers, a lower and upper grid
spacer of Zircaloy and a middle Inconel grid spacer. The bundle was composed of UO; fuel rods and fuel
rod simulators.

Fragmentation of
solid pellet rods

Local collection
of rubble

Loose rubble

Dense rubble

Relocated solidified
melt

Collection of fine
rubble on lower
grid spacer

Figure 2-6. Artist’s rendition of the damage occurring in the CORA-2 experiment.
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Figure 2-7. Metallographic cross-sections and external view for the CORA-2 experiment.



The blockage formed at the 253 mm elevation was composed of Zircaloy and Inconel with small
amounts of UO,. Instead of being porous, this blockage was heavily cracked. There is some evidence of
oxidation on the outer surface of the blockage. The loose debris was apparently formed during cooldown
from the collapse of two regions of fuel. The fine rubble on the lower spacer grid apparently came from the
collapse of fuel pellets immediately below the cohesive blockage at the 130-200 mm elevation. The loose
debris sitting on top of the blockage came from the collapse of the fuel columns in the upper half of the
bundle. In both cases the fragmented fuel and cladding shards came from regions where the cladding had
deformed and opened up. This flowering of the cladding occurred over much of the bundle from 150 mm
and above even though the fuel rods were not prepressurized. They were sealed, however, so the internal
pressure increased until the cladding ruptured as the rods heated up.

As the peak bundle temperatures are increased to 2400 K and above, the cohesive blockage becomes
more complete. As shown in Figures 2-8 and 2-9, in the CORA-3 experiment, which was nearly identical
to CORA-2, but with a peak temperature between 2600-2700 K, a cohesive blockage is formed on top of
the lower grid spacer. The blockage still has isolated flow passages with evidence of oxidation in the flow
channels. As was the case for CORA-2, there is little evidence of closed porosity in the frozen melt
although it is heavily cracked. In a similar experiment, ESBU-2A,23 with peak temperatures in excess of
2400 K, the blockages are very similar. The blockage formed in the lower portion of the ESBU-2A bundle
was nearly identical to that of the CORA-3 experiment as shown in Figures 2-10 and 2-11. These
photographs also show very clearly the difference in the upper and lower surface of the cohesive melt. The
bottom of the blockage (Figure 2-10) indicates that the initial blockage formed as an accumulation of
rivulets that did not wet the surface of the cladding very well. The upper surface (Figure 2-11) shows that
the later accumulation of melt wet the rods well. The blockages occurring in CORA-3 and ESBU-2A also
look very much like the lower crust samples taken from TMI-2 (Figure 2-12). The TMI-2 lower crust
consisted of UO, pellets and small, solid UO, particles surrounded by previously molten structural and
control materials. The composition of the metallic material was principally Zr, U, Fe and significant
amounts of Ag and In.

oo
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Figure 2-8. Artist’s rendition of the damage occurring in the CORA-3 experiment.
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Figure 2-12. Sample of lower crust from center of TMI-2 core.

Comparisons of the blockage data from the CORA-2, CORA-3, and ESBU-2A experiments also
indicate that the flow holes become progressively smaller as higher temperatures are reached and more
material accumulates. In the lower temperature CORA-2 experiment, the melt had accumulated to a depth
of 5-10 cm but most of the outer flow channels were still open. In the CORA-3 and ESBU-2A experiment
the melt had accumulated to a depth of 10 cm with the flow paths limited to one or two flow channels per
small array of rods. These flow channels were somewhat tortuous and had a gradually decreasing flow area
from the bottom to the top of the melt.

As shown in Figures 2-13 through 2-17 for LOFT LP-FP-2,2 there is little evidence of remaining
flow holes once ceramic melting temperatures are reached. In the regions where peak temperatures in
excess of 2880 K were reached, there is noticeable closed porosity in the frozen ceramic material but little
evidence of flow channels. The results from the PBF SFD experimentsz‘7’ 2-8,29,2-10 ghow similar trends.
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Figure 2-16. LOFT LP-FP-2 metallographic cross-section from the region where ceramic blockage

occurred (SW corner).



Figure 2-17. LOFT LP-FP-2 metallographic cross-section from the region where a ceramic blockage
occurred (SE corner).

The isolated flow holes are also less likely in regions where significant mixing of fuel and control rod
materials occur due to the formation of highly porous, foamy melts at temperatures of 2200-2300 K or
below. As shown in the horizontal cross-sections for CORA-5%3 (Figure 2-18), an experiment like CORA-
2 but with stainless steel clad, Ag-In-Cd control rods included in the fuel bundle, the frozen material over
much of the bundle cross-section is highly porous. As shown in the enlarged vertical cross-section in
Figure 2-19, much of the porosity is closed in the vicinity of the original control rod position. The porosity
also appears to be insensitive to the type of absorber material present (stainless steel cladding is present in
all cases). As shown in Figure 2-20 and Figure 2-21, the porosity in the frozen material for DF-4,211, 2712
an experiment with stainless steel and B4C control blades, appears very much like the melt from CORA-5
with stainless steel and Ag-In-Cd. However, it can not be always assumed that frozen crusts with stainless
steel and control material mixed with Zircaloy and fuel are always highly porous. In cross-sections from
the TMI-2 lower crust (Figure 2-12), very little porosity is visible. Very little porosity also is visible in the
cross-sections from the metallic melt regions from the LOFT LP-FP-2 and SFD 1-4 experiments, although
the density of the melt is less than would be expected for Zircaloy, silver, or stainless steel.




Figure 2-18. Metallographic cross-sections and external view for the CORA-5 experiment.
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Figure 2-19. Close-up metallographic cross-sectional view of the porosity in the Zr-In-ss blockage in the
CORA-5 experiment.

PSR A ©
Figure 2-20. Close-up metallographic cross-sectional view of the porosity in the upper portion of the Zr-
B4C-ss blockage in the DF-4 experiment.
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Figure 2-21. Close-up metallographic cross-sectional view of the porosity in a middle portion of the Zr-
B4C-ss blockage in the DF-4 experiment. ‘

The formation of loose debris varied substantially between the different experiments. Loose debris
was formed during the slow cooldown phases in the ESBU-2A experiment (Figure 2-22), CORA-2,
(Figures 2-6 and 2-7), and PBF SFD 1-4 (Figure 2-23). The loose debris was very fine, desintered fuel
grains, in the ESBU-2A, and relatively large in the other two experiments. However, loose debris was not
formed in CORA-3, Figures 2-8 and 2-9, and other PBF experiments that were slowly cooled. Loose debris
was also formed in the experiments that were rapidly quenched. Representative cross-sections are shown
in Figures 2-24, 2-25, and 2-26 for CORA-12, an experiment with stainless steel, Ag-In-Cd control rods,
and Figure 2-27 for CORA-17, an experiment with stainless steel, B4C control blades. Interesting contrasts
can be seen in comparing the cross-sections from CORA-5 and CORA-12 where the only significant
difference is the cooling rate. In the bundle views in Figures 2-18 and 2-24, there is not a dramatic
difference in the overall appearance of the bundles although there is a small amount of fragmented material
in CORA-12, but not in CORA-5. If the closeup view is taken, there is more of a contrast. The blockage in
CORA-5 (Figure 2-19) retains a porous appearance with a few fine cracks, while similar views for CORA-
12 (Figures 2-25 and 2-26), show that the blockage is much more extensively cracked although the overall
integrity of the blockage is maintained. This heavy cracking is also apparent in the cross-section taken
through the fuel rods in CORA-12 (Figures 2-25 and 2-26). A similar contrast can be made for the
experiments with stainless steel and B4C control blades. The cross-section from CORA-17 (Figure 2-27)
can be contrasted to CORA-16 (Figure 2-28), an experiment identical to CORA-17 except it was slowly
cooled. Like the experiment with Ag-In-Cd, the quenched bundle shows some fragmentation relative to the
entrenched bundle but there is still significant amounts of fuel, cladding, and control blade material that
remain intact.
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Figure 2-24. Metallographic cross-sections and external view from the CORA-12 experiment.
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2.2 Review of Existing In-Core and Lower Plenum Debris Models

The in-core and lower plenum debris models are described in detail in Volume II of the SCDAP/
RELAP5 code manuals.>13 However, the highlights of the models are summarized in this section.
Lumped parameter models are used in the core region so that each thermal-hydraulic volume in the core
has a corresponding state - either intact components, intact components with a metallic blockage, rubble
debris, or a metallic ceramic cohesive debris. In the lower plenum, a detailed 2D model is used. Each
element in the mesh can have a different state and composition. The mesh is typically much finer than the
thermal-hydraulic mesh.

In the core region, the temperature in the two intact configurations with and without a metallic
blockage are computed using individual component 1D or 2D heat conduction models. These models will
not be discussed in this report. The temperatures in the rubble debris beds are computed using a lumped
parameter model so the rubble in each thermal hydraulic volume has a single temperature using a mass
average specific heat and heat generation rate. Convective heat transfer from the debris to the coolant is the
only heat transfer mechanism considered. An integral method is used to compute the temperature profile in
a metallic or cohesive debris region. The temperature profile is assumed to be parabolic in the axial
elevation. Convective and radiative heat transfer boundary conditions at the top and the bottom of the
cohesive debris, or convective heat fluxes from an internal molten pool are used to compute the melt front
position and axial temperature distribution within the blockage. Radial heat transfer is neglected.
Oxidation and decay heat generation are considered for all of the configurations.

In the lower plenum, a 2D finite element model is used with an arbitrary, user defined mesh.
Convective and radiative boundary conditions can be applied to all exposed surfaces. Heat removed by
coolant within the porous debris bed is also considered. Decay and oxidation heat generation are
considered.

There are three fundamental aspects to these models which are described in more detail in the next
three subsections. First the transition criteria used to form debris regions within the core and lower plenum
are discussed. Second, the characteristics of the debris beds are discussed. Third the effective thermal
conductivity models used to represent heat transfer within porous debris in the lower plenum are discussed.
Effective thermal conductivity models are not used in the core region since debris bed temperatures are
computed using lumped parameter models.

2.2.1 Transition Criteria for Debris Bed Formation

The transition criteria for debris bed formation are shown schematically in Figures 2-29, 2-30, and 2-
31. The criteria for the transition between an intact configuration to a rubble bed are shown in Figure 2-29.
Rubble debris is formed if either (a) embrittled fuel rods (thickness of the cladding B -layer, Arg< 0.1 mm)
cools below a fragmentation temperature (default is T, +100 K) or (b) the cladding temperature exceeds
the melting point of Zircaloy (Tz,m) while the cladding oxide thickness.is less than 1x10”m. A cohesive
debris region is formed if either the thickness of the frozen crust as predicted by the fuel rod melt
relocation models exceed 5 cm (Figure 2-30), or the (U,Zr)O, melting temperature (2870 K) is reached
(Figure 2-31). In the latter case, molten pool models are also invoked to determine the natural circulation in
the molten pool. Adjacent regions of debris are also combined on a thermal-hydraulic volume by volume
basis.
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In the lower plenum, debris beds are formed as material relocates into the lower plenum from either
the relocation of material from intact components or the slumping of a molten pool. A rubble debris bed is
formed if the slumping material is assumed to quench. A cohesive molten pool is formed if the slumped
material is assumed to relocate without quenching.
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2.2.2 Debris Bed Characteristics

The characteristics of the debris beds in the core and lower plenum are based strictly upon the results
from the TMI-2 accident. In the core, rubble debris is assumed to form with an average porosity of 0.54
and an average particle diameter of 0.87 mm. In the lower plenum, an average porosity of 50% and particle
size of 10 mm is used for rubble debris. The porosities and particle sizes are not changed during the heatup
and melting of the debris beds. Cohesive debris beds have zero porosity. Melt relocation within the rubble
debris regions is not considered although the rubble debris bed will be mixed with underlying molten pools
if either (a) the rubble reaches the melting point of (U,Zr)O, or (b) the upper crust on the molten pool thins
below 5 mm. A molten pool can also spread radially or axially into a rubble debris.

2.2.3 Effective Thermal Conductivity for Lower Plenum Loose Debris
Heat transfer in a dry, porous debris bed involves both conduction and radiation. The overall

effective conductivity, k.., of the debris bed is estimated using the following relationship based on Imura-
Takegoshi2'14 model combined with the Vortme:yerz‘15 radiation model.

kcﬂ‘ = kcond + krad @1
where

Keona = effective conductivity due to conduction, W/mK

K, = effective conductivity due to radiation, W/mK.

The effective conductivity due to conduction is estimated by applying the following relationships

from Imura-TakegoshiZ'14

[ g )
- ¥
g = el ¥+ — | 2-2)
D = 0'3¢l.6.u—0.044 (2_3)
o '
¥ = o (2-4)
k,
v = c 2-5)
f
where
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gas or vapor thermal conductivity, W/mK

solid particle thermal conductivity, W/mK

debris bed porosity.

The effective conductivity due to radiation is estimated by applying the following relationship from
Vort:meyerz'15

K, = 4n0d T

where

radiation exchange factor

Stefan Boltzmann constant (5.672 x 108 W/m?K%)

particle effective diameter, m

particle average temperature, K.

(2-6)

-7

(2-8)

(2-9)

(2-10)

In Reference 2-15, Vortmeyer compares various relationships for the radiation exchange factor, 1,
from several references for a range of particle emissivities and concludes that all of the relationships yield
approximately the same numerical values for the radiation exchange factor. Typical values for the
radiation exchange factor for a case with a porosity of 0.4 are shown below in Table 2-1 for various
emissivities.

Table 2-1. Comparison of estimates for radiation exchange factor (¢ = 0.4) .

Argo Wakeo
€ and Schotte?!” | Laubitz?!® | Vortmeyer? ! and Kasparek?20
Smith?16 Kato?1?
0.20 0.11 0.20 0.27 0.24 0.21 0.35
0.35 0.21 0.35 0.46 0.35 0.37 0.48
0.60 043 0.60 0.80 0.59 0.65 0.72
0.85 0.74 0.85 1.13 0.93 0.96 0.97
1.00 1.00 1.00 1.32 1.22 1.15 1.12
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Experiments considering a wide range of particle materials (glass, bronze, copper, iron, alumina),
sizes (0.04 to 3.25 mm), and particle bed porosities (0.29 to 0.39) and gas or vapor types (helium, Freon-
12, air) and pressures (1 x 10 to 0.1 MPa) were used to develop the Imura-Takegoshi and Vortmeyer
model. The Imura-Takegoshi and Vortmeyer references are also cited as the basis for the debris bed
effective conductivity model used in the DEBRIS late-phase melt progression model>2! developed by
Sandia National Laboratory (SNL). However, SNL has modified the equation for predicting the effective
conductivity associated with radiation to the equation shown below

K,y = 4eond, T’ngy, : . (2-11)
where

] = debris particle emissivity

- empirical parameter (ngy, = 0.25 is the value estimated for the MP

experiments).

A comparison of the equations used in the SNL DEBRIS and INEL COUPLE models indicates that
different equations for the radiation exchange factor were selected in these models. Calculations discussed
in Section 2.4 illustrate that results from the INEL and SNL interpretations of the Imura-Takegoshi and
Vortmeyer model are significantly different.

2.3 Proposed Model Improvements

As described in Section 2.1, the debris beds forming in the core region are expected to be very
heterogeneous during the transition from an intact geometry. For example in the LOFT LP-FP-2 center
fuel assembly, the debris regions consisted of small masses of both metallic and ceramic material,
relatively intact rods with intact or “flowered cladding,” grid spacer and other control remnants, and
relatively loose debris. The loose debris formed, and ceramic melting occurred during reflood. The cross-
sectional average open porosity varied from 0% in the ceramic melting region, to 15% in the region where
the metallic melts had occurred, to nearly 75% where the loose debris had accumulated. The heterogeneous
nature of the debris beds cannot be adequately described by the existing models. Although the existing
models describe ceramic melting regions and relatively intact portions of the bundle, the open porosity in
regions where the metallic material freezes can not be described well (it is assumed to be completely
blocked in the center of the bundle) and porosity and character particle sizes in the loose debris regions
cannot be predicted. '

The transition between the different states of the core also cannot be described very well by the
existing models because a very abrupt transition is assumed. For the LOFT LP-FP-2 experiment, the
weakness of the abrupt transition models was the most evident. As described in the SCDAP/RELAPS/
MOD3.1 assessment documents,?22 the abrupt transition from an intact to ballooned geometry, and to
metallic blockage formation resulted in an over prediction of the flow diversion from the central fuel
assembly to outer peripheral assemblies. This was resolved by subdividing the central fuel assembly into
several parallel flow paths to smooth the transition. However, use of such a fine radial nodalization is
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impractical during the analysis of a full plant. As a result, physically unrealistic blockage and flow
diversions have been observed in some full plant calculations.

The diversity of debris bed porosities (and particle sizes for loose rubble) observed in the
experiments cannot be described by existing models. In the case of metallic and ceramic blockages, the
extensive closed porosity observed in the experiments with control and structural materials is not
represented. As a result the volume of the blockages can be underpredicted by as much as 50% in the most
extreme cases. In the case of rubble debris, the possible desintering of the fuel, as was most apparent in the
ESBU-2A experiment, and the variation in particle size and porosities observed in the other experiments
cannot be described using the single porosity and particle size correlations used in the code. As a result, the
volume and thermal-hydraulic characteristics of the rubble debris are not accurately described.

The nature of the debris bed formed in the lower plenum of TMI-2 also cannot be described by the
simple porosity and particle size model. Even though this model was originally developed as a result of the
very early “grab” samples taken from the TMI-2 lower plenum, subsequent examination and analysis of
this debris has indicated that a much more diverse model is required.

However, even though the geometries of the debris beds (and the transition from one geometry to
another) are not well characterized by existing models, it is clear that the basic mechanisms leading to the
formation of debris beds in the core are described quite well by existing models. The temperatures and
time for the formation of (a) metallic blockages due to the interaction between grid spacers, control rod
spacers, and fuel rod cladding, and (b) ceramic blockages due to (U,Zr)O, melting are very consistent with
the experimentally observed behavior. The ability of existing models to predict the conditions leading to
the formation of rubble debris is less clear due to difficulty in interpreting existing experiments, but the
basic trends predicted by the models are also consistent.

The ability of the existing models to predict the subsequent behavior of the debris bed is less clear
because the data base for debris heating, melting, or quenching is much more limited. As a result, the
motivation for developing improved models in this area comes primarily from the desire to develop more
mechanistic models, as suggested by the peer reviewers, and to eliminate physically unrealistic behavior
observed in full plant calculations.

Consequently, it is proposed that the general framework of the existing incore and lower plenum
debris models remain the same as before. That is, in the core region prior to the formation of complete
ceramic blockage and molten pools, each thermal hydraulic volume within the core has a corresponding
single intact or debris state. For rubble debris in the core a lumped parameter thermal model will be used so
that the rubble in each thermal-hydraulic volume has a single temperature, since the heat removed by the
coolant within the rubble should be the dominant mode of heat transfer. For metallic or ceramic cohesive
debris regions, the heat conduction within the debris would be represented using an integral method. In this
way, the temperature profiles and melting fronts can be established. This approach would also apply to
rubble debris volumes which have melted and formed a cohesive debris bed. This approach would be
modified somewhat once molten pools are formed but an integral approach will still be essential to
estimate the temperature gradients in the vicinity of the molten pool crust. However, the transition criteria
used to form these debris beds and debris bed characteristics would be modified to better reflect the current
data base as discussed in Sections 2.3.1 and 2.3.2.
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In the lower plenum, the existing 2D finite element model would be used. However, the relocation of
material within the debris bed once melting has occurred will be included as described in Section 2.3.3 to
reflect the changes in initial porosity and volume during melting. In addition, the existing effective thermal
conductivity model will be modified as described in Section 2.3.3.

2.3.1 Transition Criteria for Debris Bed Formation

The transition criteria for rubble formation will be modified to reflect the following general trends
noted in the data discussed in Section 2.1. ’

(1) The quenching of hot bundles with temperatures in excess of Zircaloy melting also
resulted in the formation of a rubble debris bed. However, only portions of the experimen-
tal bundles were fragmented. In the CORA-12, CORA-13, CORA-17, and LOFT LP-FP-2
experiments, only the upper portions of the bundles were shattered indicating that the peak
temperatures and time at peak temperatures are important factors. In comparing the
CORA experiments with LOFT LP-FP-2, the shattering was much more extensive in the
LOFT experiment than in the CORA experiments. The primary difference between these
two sets of experiments is the peak temperatures reached. The temperatures in the LOFT
experiment were much higher than in the CORA experiments. In the LOFT experiments
the upper portion of the bundle was above 2400 K for nearly four minutes while the peak
temperatures in the CORA experiments reached only 2150-2250 K for a similar period of
time.

In addition, there was no noticeable shattering of the fuel in regions where (a) the average
fuel temperature reached or exceeded the melting temperature of (U,Zr)O,, (b) “flowered”
cladding remained on the fuel, or (c) noticeable quantities of metallic or ceramic frozen
materials were observed. It should be noted that the fuel was extensively cracked in these
regions where “flowered” cladding or metallic frozen material were present but the frag-
mented fuel was held in place by the cladding or frozen material. In the case of the flow-
ered cladding, the cladding was intact lower in the bundle although the peak temperatures
were the same as the upper portion of the bundle where there were no remnants of clad-
ding. In all cases the remnants of zircaloy examined were most highly oxidized towards
the top of bundle, so it is likely that the “flowered” cladding survived in lower regions
where the cladding was less heavily oxidized.

? Shattering of the fuel was observed in a limited number of tests that were slowly cooled.
Limited fragmentation of the CORA-2 bundle was observed, extensive fragmentation was
observed in the PBF SFD 1-4 experiment, and extensive fragmentation was observed in
the SBU experiments. However, shattering did not occur in the majority of the experi-
ments that were slowly cooled. The only mechanism that appears to be consistent for the
experiments where extensive fragmentation occurred was that the peak temperatures were
greater than 2300 K for an extended period of time and the upper portion of the bundle
where fragmentation occurred was steam starved.

Therefore, the following general criteria are proposed for rubble formation. First, the cladding will
shatter into coarse fragments if the cladding is embrittled and the cladding is quenched, unless the cladding
is surrounded by previously molten material. Second, the fuel will shatter if the cladding has been
previously removed by shattering or melting in a steam starved environment and the fuel is quenched,
unless the fuel is surrounded by previously molten material or reaches a peak temperature near the melting
point of (U,Zr)O,. The amount of fuel fragmentation will increase from a minimum to complete
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fragmentation as the peak temperature of the fuel increases from the melting point of Zircaloy to a
temperature near the melting point of (U,Zr)O,. Fuel desintering will only occur if the fuel has limited
burnup and is cooled from a peak temperature of between 2200-2400 K under steam starved conditions.
The breakup of the cladding and fuel will only occur on cooldown when the temperatures are relatively
low. The specific parameters to be used will be determined through code-to-data comparisons.

The transition criteria for the formation of a metallic cohesive debris bed will remain the same as
before. That is, a cohesive bed will be formed with zero open porosity for vertical flow when the frozen
crust thickness predicted by the fuel rod relocation models exceeds 5 cm. The vertical flow area region will
be linearly decreased from the original flow area to zero as a function of the frozen crust thickness. The
corresponding loss coefficient for the reduced flow area will be increased accordingly using a smooth area
change formulation. The horizontal flow area computed using the height of the debris within a volume will
go to zero as the height of the bed approaches the height of the thermal hydraulic volume. The
corresponding loss coefficient will also be based upon a small area change formation. The transition
criteria for a ceramic cohesive debris bed will be slightly altered to reflect the experimentally observed
trend that the flow area does not instantly reduce to zero across an assembly as (U,Zr)0O, melt temperatures
are reached. Instead a linear reduction in flow area, and associated increase in loss coefficient using a
smooth area change will be used to reflect a smooth transition to a blocked volume around the melting
temperature of (U,Zr)O,. The temperature range for the transition will be established during the
developmental assessment of the model.

2.3.2 Debris Bed Characteristics

The porosity and effective particle size of-a rubble debris bed will be modified to reflect the
heterogeneous nature of the debris beds observed in the experiments where rubble beds were formed.
Because the porosity and particle size are not truly independent, particle sizes and porosities will be
assumed to be related. For example, very fine particles form rubble beds of relatively low porosity while
particles on the order of the original fuel rod dimensions form a rubble debris bed with approximately the
same volume as the original intact bundle. The particle size and porosity will also reflect the variation in
fragmentation as noted in the previous section. Therefore, the following general criteria will be used for the
initial porosity and effective particle size in rubble beds. The specific values will be refined as additional
results became available from the metallographic examination of the CORA and other reflood tests.

L. The average particle sizes for rubble formed during quench (non desintered fuel) will be
based on the axially varying bundle average data from CORA-12, CORA-13, CORA-17,
LOFT FP-2, and PBF SFD ST. An initial particle size will be based on the visual examina-
tion of the cross-sections of the bundles and reflect an average of 1/10 the original fuel
pellet diameter for the debris in the coolant channels, (the particles varied from ~ 1/20 to
full pellet diameters) and fuel pellet diameter in the fuel rod stubs. The surface-weighted
and volume-weighted average particle sizes will be based upon the fraction of pellet stubs
and loose debris at a given axial elevation. In general terms, the loose debris sitting on top
of obstructions including grid spacers, ballooned and ruptured fuel rod stubs, or cohesive
blockages will be an average of the fuel rod diameter with the number of particles consis-
tent with the total mass of fuel shattered.

2. The average particle size for desintered fuel in the flow channel will be the estimated fuel
grain size. The surface- and volume-weighted average patticle size will be determined
using the same approach as for quench-induced fragmentation including the effect of fuel
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rod stubs.

3. The average open porosity of the rubble in the flow channels will be determined from the
same experiments noted in item 1 above but will be correlated to the volume average par-
ticle size to reflect the variation in porosity for debris within an array of fuel rod stubs and
for debris where the fuel rods have been completely shattered. Because porosity data are
not available for the ESBU experiments where fuel desintering occurred, the porosity will
be assumed to be zero. In all cases, a fluidization limit will have to be determined for the
loose debris above open obstructions, such as grid spacers, to insure that porosity and bed
height will increase to the appropriate levels when high velocity vapor or liquid is injected
from below.

The porosity of cohesive debris beds will be modified to reflect the foaming of metallic debris beds
in the presence of control and structural materials and the porosity observed in ceramic blockage. It is
likely that the porosity of the metallic and ceramic material will be a strong function of pressure (less
foaming at high pressure) and fission product retention, however, it is not clear whether there will be
adequate data to quantify the functional dependence of such effects. For the time being, the porosity of
metallic blockages will be linear functions of (a) control and structural mass fractions and (b) pressure with
zero closed porosity for a zero control and structure mass fractions (CORA-2 and ESBU) and 50% porosity
at atmospheric pressure for a well mixed composition (CORA-5 and DF-4) and zero porosity for high
pressures (SFD 1-4). The porosity of ceramic blockages will be determined from the porosity of ceramic
blockages in the PBF SFD, LOFT LP-FP-2 experiments and would include the influence of pressure and
irradiation history. -

The surface- and volume-averages particle sizes in rubble beds and porosities in all debris beds
would also be modified to account for the melting of the debris. The porosity would be reduced as the
composition mass-weighted melting temperature are reached using the temperatures shown on Figure 2-
32. That is, for a bed composed primarily UO, and ZrO,, the porosity would be reduced linearly to zero as
(U,Zr)O, melting temperature are reached. If the debris bed is composed of UO,, ZrO,, Zircaloy, control
material, and structural material, then the porosity would be reduced linearly from the original porosity
starting at formation temperatures where Zircaloy and control/structural material eutectics are noticeable
(~1500 K) and decreasing to zero as (U,Zr)O, melting temperatures are reached. For cohesive debris beds,
the height of the bed would only be reduced as the upper melting point is reached, that is, when the
porosity approaches zero. For rubble debris beds, the height of the bed would be reduced as the porosity is
decreased assuming that rubble settles to eliminate any voided regions. The average particle size in the
rubble debris would also be decreased to be consistent with the particle size/porosity relationship noted in
the preceeding section. The effects of fission gas release or vapor pressure in the more volatile
constituents, leading to additional foaming as above the melting point is reached would be neglected. The
radial spreading of material from one debris bed region or thermal hydraulic flow channel to another,
would also be neglected until a molten pool has been formed.
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Figure 2-32. Important damage progression stages and melting temperatures.
23.3 Effective thermal conductivity models for lower plenum loose debris

Reference 2-23 compares recently measured effective thermal conductivities with various
correlations for predicting the effective conductivity of a porous debris. In the Reference 2-23 tests, three
different packing materials (alumina, aluminum, and glass) of various particle diameters (2.5 to 13.5 mm)
were tested. Internal bed temperature profiles and corresponding effective thermal conductivities were
measured under steady state conditions for temperatures ranging from 350 to 1300 K. This recent study

concluded that the overall effective conductivity could best be modeled by applying the following
correlation

Ker = 0.8K,0nq_zps +4€d,0T° (2-12)

where k. . 4_7ps is the effective conductivity due to conduction proposed by Zehner-Bauer-Schliinder,

which is given by2-24,2-25
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Ciorm = particle shape factor
Xg = radiation éffects factor
pzk = contact conduction factor
S
k°" = oxidation effects factor.

(2-13)

(2-14)

(2-15)

(2-16)

(2-17)

(2-18)

(2-19)

(2-20)

Reference 2-25 provides typical values for the above particle characteristics for many of the particle
materials, shapes, and sizes of interest in severe accident debris beds. Values for the form factor for
spherical and broken particles are summarized below in Table 2-2. Expressions for estimating the radiation
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effects factor, x,, as a function of the radiation influence coefficient, R,,,.,, and the mass fraction, MF,

are also included in Table 2-2.
Table 2-2. Typical parameters and equations for estimating form and radiation effects factors.
Form Radiation
Particle factor, Radiation effects factor, x, mﬂuefxce
geometry coefficient,
Cform
Rt'orm
spherical - 1.25 xg = Regemdy 1.00
monodisperse
spherical - 125 | x; = ! 1.00
binary mixture (MFI)/(Rformdpl) + (I_MF!)/(RformdPZ)
broken 1.4 Xy = ! 1.00
z (M l=i) / (Rformdpi)
—i=1Ln

Values for the oxidation effects factor and the contact conduction factor and must be determined
experimentally. Typical values for these factors and emissivities for particles considered in severe accident

debris beds are listed below in Table 2-3.2-25, 2-26, 2-27

Table 2-3. Typical particle characteristics.

Material Emissivity Oxidation Effects Factor, Contact Condzuctlon
S..7k,, Factor, p°,
Ceramic 0.8-0.85 0.00 3.5x 10
Metallic
Oxidized 3 4
Unoxidized 0.85 0.15 x10 1.5x 10
0.30 0.00 1.5x 10

Results in Reference 2-23 indicate that there is good agreement between data and predictions
obtained with Equation (2-12) for a range of particle sizes, particle compositions, and particle
temperatures. However, it should be noted that a limited number of comparisons between results from
Equation (2-12) and experimental data have been performed. For example, the Reference 2-23 study was
limited because all of the particle beds consisted of a single particle size (although a range of particle sizes
were tested), all the particle beds had approximately the same bulk porosity (0.38), all of the tests were
conducted at the same pressure, and none of the particles were oxidized. Hence, it is recommended that a
revised model based on Equation (2-12) be incorporated into the code and then assessed for a wider range
of conditions (see Sections 2.4 and 5). If the assessment indicates that this model more accurately predicts
the heat transfer in debris beds than the existing model, then the existing model could be replaced.
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2.4 Expected Impact of Improved Models

The most noticeable impact of the new models will be a much more accurate representation of the
formation and behavior of debris beds relative to the currently available data base. Cohesive debris beds
will form more gradually over a temperature range more consistent with (a) the range of melting
temperatures of different mixture of materials and (b) the rod-to-rod variations in power and cooling
conditions in a representative assembly. Rubble debris beds will form over a range of peak temperatures
and cooling rates as shown in both the quenched and slow-cooled experiments. More importantly, rubble
debris beds will not always be assumed to be spatially uniform. In most cases, as discussed in Section 2.1,
the relative fraction of the fuel that is shattered during quench will still be small relative to the overall
height of the bundle. Thus the previous assumption that all of the fuel would shatter during the quenching
process where the cladding was embrittled clearly overpredicts the volume of rubble debris beds. The
desintering of the fuel, although it occurs over a very limited range of conditions, will also be very
important because a very dense layer of debris can be formed. This layer will not be coolable from water
from above as indicated by the particle size dependencies of most dryout correlations. If the debris forms
on top of a cohesive layer, the debris will act much like an additional layer of cohesive debris. Fuel
desintering during cooldown will also have an important impact on fission gas release because all of the
fission gases on the grain boundaries will be released.

These modeling changes will also have a noticeable impact on plant calculations, and code-to-data
comparisons for experiments such as LOFT LP-FP-2, because the flow diversion associated with the
formation of debris beds will occur more gradually over a range of temperatures rather than at a fixed
temperature as in the current models. For example, as a metallic layer is formed, the reduction in vertical
flow area and increase in local vertical loss coefficients will occur at lower temperatures due to the
foaming of the melt in the presence of control and structural materials. The reduction in flow areas, both
vertical and horizontal, in a region of ceramic melting will also occur more gradually. Although the
specific effect of flow diversions can not be quantified until the developmental assessment of these
proposed models is completed, the effect should be very beneficial in several instances. For example, as
noted earlier, in the LOFT LP-FP-2 experiment, a radial nodalization significantly finer than typically used
in plant calculations was necessary to properly account for the observed flow diversion. With these
modeling changes, a radial nodalization more typical of plant calculations should be able to better predict
the observed behavior. A number of plant calculations have been performed where the formation of
blockages or rubble debris has been very sensitive to nodalization because of the abrupt transition from one
geometry to another. These proposed modeling changes should significantly reduce the sensitivity to
nodalization during the later stages of an accident. Recent calculations for TMI-2 have indicated that a
number of problems associated with the current transition models could be eliminated by the proposed
changes. For example, outer assemblies in the core may have heated up too slowly due to the abrupt
diversion of steam from the center of the core to the outer assemblies. In addition, the flow moving back
toward the center of the core above the blocked region may have been too high resulting in an over
prediction of the temperature of the centermost portion of the upper grid. (A horse shoe damage pattern
was formed so that the peak temperature of the upper grid had a maximum at a mid-radius position rather
than in the radial center). )

The proposed changes in debris bed characteristics models will have a significant impact on the

subsequent heating and melting of debris beds. The incorporation of more detailed thermal-hydraulic
models will be much more influenced by the local rubble bed porosities and particle sizes than the previous
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thermal hydraulic models during the dryout and quenching of debris beds. The convective heat transfer and
flow patterns in single phase steam will also be impacted since debris-bed-specific friction factors and heat
transfer coefficients will be used rather than existing RELAPS5 bundle correlations. However, the
quantification of these effects will require assessment using the new thermal-hydraulic models. As
discussed in the next section, the effective heat transfer within debris beds will also depend strongly on the
porosity and effective particle size, independent of the specific correlations ultimately selected.

2.441 Combarison of Effective Thermal Conductivity Models

As discussed in Section 2.3.3, the overall effective conductivity of a porous debris bed is estimated in
SCDAP/RELAPS using the Imura-Takegoshi and Vortmeyer model. Figure 2-33 illustrates the manner in
which this model predicts the total effective conductivity as a function of particle temperature for a debris
bed containing ceramic 0.01 m diameter particles with 50% porosity. Contributions associated with
conduction and radiation to the overall Imura-Takegoshi and Vortmeyer model effective conductivity are
also shown in Figure 2-33. As indicated in this figure, radiation contributions exceed the conduction
contributions once the particle temperatures exceed approximately 1420 K.
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Figure 2-33. Effective conductivity predicted by the INEL Imura-Takegoshi and Vortmeyer model.

Figures 2-34 and 2-35 illustrate the sensitivity of Imura-Takegoshi and Vortmeyer model effective
conductivity predictions to particle size and porosity. Upper and lower bounds for these sensitivity studies
correspond to upper and lower ranges expected for debris bed particle size and porosity during a severe
accident. Results in Figure 2-34 were obtained from calculations assuming a ceramic debris bed with 50%
porosity. As illustrated in this figure, higher effective conductivities are predicted for debris beds
containing larger particles. This increase in effective conductivity comes from the radiation heat transfer
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contribution to the effective conductivity and is associated with the increased surface area for radiation
associated with larger particles. Results in Figure 2-35 were obtained from calculations assuming a
ceramic debris bed containing 0.01 m diameter particles. Although not as sensitive to porosity assumptions
as to debris bed particle assumptions, results in this figure indicate that higher effective conductivities are
predicted for debris beds with lower porosities. This increase in effective conductivity comes from the
conduction heat transfer contribution to the effective conductivity and is associated with the reduced
volume of solid in the debris bed.
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Figure 2-34. INEL Imura-Takegoshi and Vortmeyer model sensitivity to particle diameter.
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Figure 2-35. INEL Imura-Takegoshi and Vortmeyer model sensitivity to debris bed porosity.

As discussed in Section 2.3.3, the INEL interpretation of the Imura-Takegoshi and Vortmeyer model
differs from the SNL interpretation in the DEBRIS model. This difference is attributed to the manner in
which the conductivity associated with radiation heat transfer is modeled, specifically in the radiation
exchange factor. Figure 2-36 compares predictions from the INEL and SNL interpretation of the Imura-
Takegoshi and Vortmeyer model for a debris bed containing 0.01 m particles with 50% porosity. As
illustrated in Figure 2-36, the effective conductivity predicted by the SNL version of this model is
considerably higher than the INEL version of this model.
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Figure 2-36. Comparison of various effective conductivity model predictions.

In Section 2.3.3, it is recommended that the Nasr et al. model for predicting debris bed effective
conductivity be incorporated in SCDAP/RELAPS. This correlation was developed using data from a wide
range of particle sizes, materials, and temperatures. Figure 2-36 also contains a curve representing
predictions from the Nasr, et al. model. As illustrated in Figure 2-36, the Nasr, et al. correlation will lead to
effective conductivities that are between a factor of 2 to 6 times larger than values that are predicted with
the existing SCDAP/RELAPS effective conductivity model. However, the proposed revision will still yield
values that are lower than the SNL interpretation of the Imura-Takegoshi and Vortmeyer model.

Figures 2-37 through 2-39 illustrate the sensitivity of the Nasr, et al. model to particle size, debris bed
porosity, and particle composition, respectively. As discussed below, the Nasr, et al. model sensitivity to
particle size is similar to the Imura-Takegoshi and Vortmeyer model currently in SCDAP/RELAPS.
However, the sensitivity of the Nasr, et al. model to debris bed porosity differs considerably from the
Imura-Takegoshi and Vortmeyer . ’
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Figure 2-38. Sensitivity of Nasr, et al. model predictions to debris bed porosity.
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Figure 2-39. Sensitivity of Nasr, et al. model predictions to particle composition.

In Figure 2-37, calculation results are compared for cases assuming a debris bed containing
uniformly sized, spherical ceramic debris particles with 50% porosity. Consistent with the INEL Imura-
Takegoshi and Vortmeyer model results shown in Figure 2-34, higher effective conductivities are
predicted by the Nasr, et al. model for cases assuming larger particle sizes in the debris bed.

Figure 2-38 compares results from calculations assuming a debris bed containing uniformly sized,
spherically shaped, 0.01 m diameter ceramic debris particle debris beds with various porosities. Unlike the
INEL Imura-Takegoshi and Vortmeyer model results shown in Figure 2-35, higher effective conductivities
are predicted by the Nasr, et al. model for cases assuming larger porosity debris beds. As discussed in
Section 5, additional work is needed to assess the Nasr, et al. model’s sensitivity to debris bed porosity.

Although the current INEL Imura-Takegoshi and Vortmeyer model is capable of considering various
particle compositions, the current SCDAP/RELAPS model does not consider oxidation effects. In Figure
2-39, calculation results are presented for cases considering various particle material compositions and
oxidations. To obtain the results shown in Figure 2-39, calculations considered a debris bed containing
uniformly sized, spherical, 0.01 m diameter particles with 50% porosity. Results shown in Figure 2-39
indicate that the effective conductivities predicted for oxidized metallic debris will exceed the effective
conductivities predicted for.either ceramic or unoxidized metallic debris. This is because oxidized metallic
debris has a high emissivity and a high oxidation effects factor (see Table 2-3). As discussed in Section
2.3.3, the Nasr, et al study did not assess their proposed model against tests considering particles composed
of materials expected in a severe accident debris bed. Hence, it is proposed that additional work be
performed to assess the Nasr, et al. model against tests considering more prototypic severe accident debris
bed material compositions.
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3. MOLTEN POOL FORMATION AND GROWTH

During a severe accident, there is the potential for molten pools to form that are internally heated by
fission product decay heat. Two locations within the reactor vessel have been identified where such pools
may form - the core region and the lower plenum of the reactor vessel after relocation of molten material
from the core region. Because heat transfer from molten pools may significantly impact subsequent
accident progression, a study was conducted to review existing experimental and analytical studies of
molten pool behavior, assess uncertainties in the current SCDAP/RELAP5/MOD3.13-! molten pool heat
transfer model, and make recommendations for reducing uncertainties in the SCDAP/RELAP5/MOD3.1
molten pool heat transfer model. -

3.1 Molten Pool Formation

The first occurrence of the melting of fuel and cladding oxide marks a significant advancement in the
severity of an accident. If melting is driven by decay heat, rather than oxidation, melt progression will con-
tinue unless reflood occurs. The molten material does not immediately slump from the core region.
Instead, the liquefied material either permeates into a colder region of the core and freezes or the move-
ment of the liquefied material is blocked by the nonporous debris formed during the metallic meltdown of
the core. As liquefaction continues, the possibility increases that the pool may melt the material supporting
it, and a large amount of molten material may suddenly slump into the lower head of the reactor vessel.
Thus, unabated fuel melting can lead to a thermal attack of the reactor vessel and a significant increase in
the severity of an accident.

Figure 3-1 illustrates a partially molten reactor, nodalized into four axial nodes and three axial flow
channels. The material in axial nodes 2 and 3 of flow channel 1 has been heated to the point where it is
molten. If the region around the molten material is significantly cooler than the freezing temperature of the
molten material, then a stable crust of previously molten material is formed that holds the molten material
in place. If the region around the molten material is hot, then a stable crust does not form and the force of
gravity causes the molten material to spread downward and laterally.
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Figure 3-1. Molten pool formation in the reactor core.




Physical processes associated with molten pool formation and heat transfer in the core and lower
head region are illustrated in Figure 3-2. Turbulent natural convection mixes molten material in the pool.
Heat fluxes from the molten pool to the crust vary with location. As discussed in Section 3.2.4, the heat
flux on the upper part of the crust is significantly larger than that on the bottom part. In the core region, the
stability of the crust containing the molten pool is determined based on the relative values of the heat
fluxes on its inner and outer surfaces. If the crust is stable, the molten material stays in place. Otherwise,
the molten material spreads. In the lower head, a pool will grow if the heat transferred to the crust, via
turbulent convection, is greater than the heat removed from the crust to the overlying layer of coolant and
to the vessel. The temperature of the molten material is calculated based on the difference between the heat
generated in the molten pool and the heat transferred from the molten pool at its boundary.
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Figure 3-2. Heat transfer mechanisms associated with molten pools formation.

3.2 Review of Existing In-Core and Lower Plenum Debris Models
Some background material applicable to predicting molten pool heat transfer is summarized in this
section. Dimensionless parameters used to characterize molten pools are quantified using results from a
representative SCDAP/RELAP5/MOD?3.1 calculation. An overview of data applicable to this phenomena
is also provided in this section. More detailed information on these subjects may be found in Appendix A.

3.2.1 Characteristic Dimensionless Groups

For steady-state heat transfer, data are usually correlated in terms of the surface-averaged Nusselt
number, Nu, a modified Rayleigh number, Ra, and the fluid Prandtl number, Pr, which are defined by

Nu = — (3-21)
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Pr=2 (3-23)
where

k = thermal conductivity (W/mK)

h = average heat transfer coefficient (W/m?K)

L = characteristic length (m)

g = acceleration due to gravity (m/s?)

B = volumetric coefficient of thermal expansion (K/m3)

o = thermal diffusivity of the fluid in the pool (m2/s)

\Y = kinematic viscosity of the fluid in the pool (m?¥s)

"

q

volumetric heat generation rate within the pool (W/m).

For transient heat transfer, data are typically correlated using the Fourier number, Fo, and the
transient Rayleigh number, Ra', which are defined by

Fo = — . (3-24)
Ra' = % : (3-25)

3.2.2 Typical Ranges for Molten Pool Heat Transfer Parameters

As part of this study, the range over which the data were obtained was compared to the range of
conditions expected during a severe LWR accident. Representative ranges for the dimensionless groups
defined in Section 3.2.1 were quantified using representative upper and lower input values and using
results from a representative SCDAP/RELAP5/MOD?3.1 calculation. Values estimated from these sources
are summarized in Table 3-1.




Upper and lower ranges listed in Table 3-1 were quantified using information in Reference 3-2 and
Reference 3-3. These values were obtained by considering a range of debris conditions and reactor designs.
Metallic and debris compositions were considered in estimating values for debris thermal properties.
Volumetric heat generation rates were quantified using results from previous calculations. Pool
characteristic lengths were quantified considering pool sizes possible in the core and in the vessel lower
plenum (i.e., upper bounds for the pool radius were based on core and vessel radii).

Table 3-1. Ranges for variables used to estimate pool heat transfer parameters.

Parameter/Units Condition
Thermal Properties . 80% U0,/20%
Ceramic . . .
. Metallic Material ZrO, (by weight)
Material d
(U0, at ~3200 K) (SS-304 at ~1700 K) Compoun
2 (at ~2900 K)
p, kg/m® 8400 7250 9300
Cps JkgK 500 560 650
k, W/mK 3.8 38 3.8
B, K1 1.6 x 10 3.5x10% 7.1x 107
o, m%/s 9.0x 10”7 9.4x 10 6.2x 107
v,m%/s 54x107 3.2x107 4.8x107
Pr 0.6 0.03 0.8
Heat Source and Lower Bound/Upper Bound Reference 3-4
Geometry
q" , W/m® 1.0 x 10°/2.0 x 10° 1.98 x 10°
L, m (core) 1.0/2.4 <15
L, m (vessel) 1.072.8 Not available

In addition, values for these dimensionless groups were quantified based on conditions predicted in a
recently completed set of SCDAP/RELAPS/MOD3.1 calculations performed for a Surry station blackout
event.3* In these calculations, a molten pool is predicted to form in the core region at approximately 4.9
hours after reactor scram. At approximately 5.4 hours, the molten material within the pool in the core
region (approximately 49,000 kg of UO, and 12,000 kg of ZrO,) is predicted to relocate to the lower head,
where it forms a second molten pool.

Using values in Table 3-1, the Rayleigh number applicable to pools in the core region is estimated to
range from 1012 to 10!7. For pools that form in the lower head of the vessel, the Rayleigh number is
estimated to range from 1013 to 1017. Debris Prandtl numbes are estimated to range from 0.03 to 0.8. As
will be discussed in Section 3.2.3, this range of parameters is considerably different that the range for
which most natural circulation heat transfer data for fluids with internal heating were obtained.
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3.2.3 Data for Modeling Molten Pool Natural Convection

Appendix A reviews a_representative sample of experimental and numerical investigations
performed to investigate heat transfer from molten pools with volumetric heat sources. In addition to
original references reporting natural convection investigations, information in previous reviews (e.g.,
Reference 3-5 through Reference 3-9) were considered. Although integral data may become available from
the planned RASPLAV experiments,3‘1° information in Appendix A indicates that there are no integral
test data available for validating natural convection heat transfer models for severe accident conditions.
However, there are considerably more data available for predicting heat transfer from a molten pool than
were available at the time that the current model was implemented into SCDAP/RELAPS/MOD3.1.

Data were primarily obtained for single component pools experiencing steady-state natural
convection. Both flat and curved geometries were studied for two- and three-dimensional test cavities. In
addition, various “fixed” boundary conditions, such as adiabatic and constant temperature conditions, were
investigated. The studies are limited in the fluid Prandtl number and Rayleigh number ranges considered.
For example, experimental investigations typically use conducting aqueous solutions with a Prandtl
number of approximately 7, which is considerably higher than the 0.03 to 0.8 range estimated for fluids in
severe accident molten pools; and Rayleigh numbers in the experimental investigations reviewed are less
than 103, which is considerably less than the 1017 upper limit estimated for severe accident molten pools.

This review indicates that there are several phenomena significantly impacting heat transfer from a
molten pool for which' there are limited data, such as the impact of vapor transport in the pool, multiple
components in the pool, melting and solidification at pool boundaries, and the transient natural convection
behavior prior to the time period when steady-state natural convection is established. Nevertheless, the
available data indicate that significant reductions in modeling uncertainties can be obtained by modifying
the existing SCDAP/RELAPS models for molten pool heat transfer.

3.2.4 Current SCDAP/RELAP5/MOD3.1 Molten Pool Heat Transfer Model

For reference purposes, a brief description of the method used to estimate heat transfer from a molten.
pool in SCDAP/RELAP5/MOD3.1 is summarized below. As discussed above, SCDAP/RELAPS can
model the formation of a molten pool in two locations: the core region and the vessel lower head. In the
core region, various axial and radial locations are divided up into nodes and flow channels; whereas in the
vessel lower head, a two-dimensional finite element conduction model, based on the COUPLE code, is
used to model the molten pool and vessel. As discussed below, the method used in SCDAP/RELAPS to
estimate heat transfer to the pool boundaries is similar for pools forming in either the core region or the
vessel lower head. Potential uncertainties associated with the current method used to predict heat transfer
are also identified.

In order to estimate heat transfer from a molten pool, SCDAP/RELAPS maps the volume of molten
material onto a pool with hemispherical geometry. Natural convection heat transfer coefficients from a
hemispherical pool are estimated using the following steady-state correlations recommended by Mayinger,
Jahn, Reineke, and Steinbrenner.3-113-12

Nu, = 0.36Ra"? (3-26)




Nu, = 0.54Ra™"® (3-27)

As discussed in Appendix A, these correlations are based on experimental data obtained from a
“slice” hemispherical geometry. In the experiments used to obtain these correlations, the Rayleigh number
for the experimental fluid was varied from 1 x 107 to 5 x 1010, and the Prandtl number for the experimental
fluid, water, was around 7. Hence, the ranges for which these correlations were obtained are considerably
different than the ranges expected for severe accident conditions.

According to data presented by Jahn and Reineke,>12 the heat transfer along the bottom surface
varies with location. A maximum downward heat flux, approximately twice the average downward heat
flux, occurs at the upper edge of the pool; and the minimum heat flux occurs at the bottom center of the
pool. In SCDAP/RELAP5/MOD3.1, the total volume of molten material, irrespective of material
composition, is mapped onto a hemispherical shape and heat transfer coefficients estimated for this
idealized, hemispherical, geometry are mapped back into the actual configuration of the molten pool. For
example, the heat transfer coefficient at the bottom center of the idealized pool is applied to the bottom
center of the actual pool.

Note that two of the above simplifying assumptions may lead to erroneous code predictions. First,
the assumption that the entire volume of molten material, irrespective of melt composition, can be used to
estimate an effective radius for the pool neglects the effects of density-stratified, multiple layers on natural
convection. As will be discussed in Section 3.3.4.3, data indicate that models for predicting natural
convection in multiple component pools should consider effects such as (a) internal heating present in one
or both layers within the pool, (b) the potential for crusts to form at the interface between the layers, and
(c) material interactions occurring between the melt layers. Second, the assumption that the molten volume
of material within the pool can be mapped onto a hemispherical geometry may lead to erroneous
predictions for heat transfer coefficients. Scoping calculations performed in Section 3.4 illustrate the errors
that may be introduced when pool geometry effects are ignored.

3.3 Proposed Modifications for Molten Pool Natural
Convection Heat Transfer Model

Data and analyses pertinent to natural convection in a molten pool are reviewed in Appendix A. In
this section, recommendations from this review are summarized. The impact of implementing these
recommendations into SCDAP/RELAPS is assessed in Section 3.4.

3.3.1 Steady-State Natural Convection

As discussed in Section 3.2.3, a considerable number of numerical and experimental investigations
have been performed to predict steady-state heat transfer from single component molten pools. Figure 3-3
through Figure 3-5 compare correlations obtained from investigations concentrating on fluids with higher
Rayleigh numbers. In these figures, correlations are plotted for the range of Rayleigh number for which
they were obtained. Labels indicate if correlations were experimentally or analytically obtained.
Figure 3-3 compares correlations for predicting upward heat transfer; Figure 3-4 compares correlations for
predicting horizontal heat transfer; and Figure 3-5 compares correlations for predicting downward heat
transfer. In these figures, curves marked “Mayinger - experimental slice” correspond to correlations



currently used in SCDAP/RELAPS5. A dashed curve, labeled “Recommended,” is included in each figure
that corresponds to correlations that this review indicates should be used for modeling molten pool
behavior in SCDAP/RELAPS. These “Recommended” correlations correspond to data obtained from the
Kymildinen, et al. COPO tests.>13 These tests were obtained for a higher Rayleigh number fluid than
other tests (COPO tests investigated Rayleigh number up to 1015). Furthermore, as illustrated in
Figures 3-3 through 3-5, these correlations are consistent with many of the correlations recommended from
several other two and three dimensional investigations. .
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Figure 3-3. Comparison of high Rayleigh number correlations for upward heat transfer (to side-
walls). .
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Figure 3-4. Comparison of high Rayleigh number correlations for horizontal heat transfer (to side
walls).
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Figure 3-5. Comparison of high Rayleigh number correlations for predicting downward heat transfer.

3-8



It is interesting to note that although the correlations plotted in these figures were obtained from
various cavity geometries (rectangular, hemispherical, and slice), there is generally less scatter than from
correlations obtained from a single geometry. An obvious exception where more scatter is observed is with
correlations obtained for hemispherical geometries (Mayinger""11 - numerical hemisphere, Frantz and
Dhir-14 and Asfia and Dhir"1> - experimental hemisphere, Gabor’ 16 .. experimental hemisphere).
Although one might conclude that these differences suggest that two-dimensional data are not applicable to
three-dimensional geometries, one should note that there is considerable disagreement among the
three-dimensional investigations. Furthermore, a review of References 3-11, 3-14, and 3-16 indicates that
there may have been more uncertainty associated with the experimental hemispherical investigations and
that the numerical study may have incorrectly modeled turbulent heat transfer. Therefore, the best
correlations for predicting steady-state natural convection appear to be the correlations corresponding to
the two-dimensional COPO test results, which in many cases are consistent with the Steinberner and
Reineke® 17 correlations obtained using a three-dimensional rectangular cavity.?

For upward and lateral heat transfer, the COPO data were found to be in good agreement with the
following correlations proposed by Steinbemner and Reineke for heat transfer from a rectangular cavity>"!7

Nu, = 0.345Ra"** (3-28)

Nu, = 0.85Ra™"” . (3-29)

For the downwards heat flux, the data were found to compare well with the original version of the
correlation developed by Mayinger>11

H 0.26

.18
Nu, = 0.54Ra™ &)

(3-30)

where the characteristic length used in the Nusselt and Rayleigh numbers is the height of the curved
portion of the test vessel, H,. As shown above in Equation (3-30), the original form of the Mayinger

correlation includes a geometry correction factor to account for non-hemispherical pools.

Figure 3-6 compares local heat flux measurements for the lower, curved boundary in the Mayinger,
et al. slice tests,>!! the Frantz and Dhir hemispherical tests,3"14 the Asfia and Dhir hemispherical tests, 319
and the Kymaliinen, et al. COPO slice tests.3-13 Although results in Figure 3-6 indicate a significant
difference in the manner that the local heat transfer coefficient will vary as a function of angle along the
pool’s lower surface, the curves are similar in that they go from nearly zero on the bottom surface (at zero
degrees) to approximately a factor of 2 or 2.5 at the point where the curved bottom surface intersects the
vertical wall (at approximately 90 degrees for the Frantz and Dhir, the Asfia and Dhir H/R, = I tests, and
the Mayinger tests, approximately 50 degrees for the Asfia and Dhir H/R,, = 0.4 test, and approximately 45

a. Discussions indicate that the recommended correlations are consistent with preliminary results from

recently completed natural convection heat transfer tests at the University of California - Santa Barbara3-18




consistently indicate a much steeper rise in local heat transfer. However, results from the torispherical
COPO slice tests indicate a much more linear increase in the local heat transfer coefficient than observed in
any of the other experiments. Although data from the recently obtained Asfia/Dhir and Frantz/Dhir
hemispherical tests are consistent, it should be noted that they were obtained from the same experimental
setup. Results from the Asfia and Dhir tests also indicate that upper pool surface boundary conditions also
have a slight effect on variations in the heat transfer coefficient.

Because the data for predicting local heat transfer are limited and because the Mayinger curve,
which is currently used in SCDAP/RELAPS, appears to give an average of the results obtained from other
experimental setups, it is suggested that SCDAP/RELAPS continue to use the Mayinger results for
modeling variations in the local heat transfer coefficient along the bottom surface. Note that the Mayinger
results are applied in a manner that allows heat transfer coefficients to rise more rapidly along pool
surfaces with pool depth to radius ratios less than unity so that the maximum value of approximately 2
occurs at the point where the curved bottom surface intersects the vertical wall.
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Figure 3-6. Comparison of local heat transfer results.

It should be noted that the proposed recommendations would result in the code’s model considering
semicircular segment and torispherical geometries rather than mapping the pool’s shape onto a
hemispherical geometry. As discussed above, this recommendation will be implemented by including a
separate correlation for horizontal heat transfer and applying the geometry correction factor suggested by
Kymildinen (and originally in the Mayinger, et al correlation).
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In summary, it is suggested that the steady-state heat transfer correlations used in SCDAP/RELAP5
be modified to reflect data obtained from more recently completed, higher Rayleigh number results from
the COPO facility. Note that implementation of this recommendation would allow more general shapes of
molten pools to be modeled (from a semicircular segment to a cylinder bounded below by a curved lower
surface). Data for predicting variations in local heat transfer on the curved lower surface were also
reviewed. However, at this time it is felt that SCDAP/RELAPS5 should continue to use the Mayinger data
for predicting local values on the lower surface.

3.3.2 Transient Natural Convection

For the high Rayleigh numbers that will occur in large pools during a severe accident, experimental
evidence indicates that the thermal resistance in convecting regions is determined by relatively thin
boundary layers. Thus, several references [References 3-7, 3-19, and 3-20] suggest that it is more
appropriate to model heat transfer from such pools using correlations based on the temperatures
differences that exist across the convecting region because this approach allows lateral cooling to be
included and transient calculations to be performed. Unfortunately, only two experimental investigations
reporting transient natural convection data from pools with volumetric heating sources were found in the
literature.3-21:3-22 In these experiments, correlations relating the pool Fourier number and the step increase
or decrease in pool Rayleigh number were obtained. Temperature differences occurring in the pool during
the transient time periods were also reported.

Data from these experiments and information in Table.3-1 were used to estimate the time periods
required for steady-state natural convection to become established in moiten pools that might form during
a severe accident. Results indicate that between 1 and 11 hours are required before steady-state natural
convection is established. Analyses indicate that transient convection time periods are dependent on pool
material composition. For example, the time periods estimated for mixed oxide melt are considerably
higher because of the lower thermal diffusivity for this material (estimates range from 6 to 11 hours).

References 3-7, 3-19, and 3-20 describe the following method for modeling heat transfer from a
molten pool during the transient and steady-state stages by converting empirical correlations based on a

steady-state Rayleigh number to correlations based on a transient Rayleigh number. In general,
steady-state correlations have the form

Nu = A,Ra’ ' (3-31)

where the steady-state Nusselt number and the steady-state Rayleigh number are given by

11]) L2
Nu = qYAT (3-32)
"t LS
Ra = gBO?vk = Ra'Nu . (3-33)
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Using a transient Rayleigh number, Ra’', defined by

Ra _ gBL'AT
= — = -34
Ra Nu ov (3-34)
the correlation given by Equation (3-31) is equivalent to
.
Nu = (A,Ra™)'"7 | (3-35)

The above method has been successfully implemented in severe accident analysis codes, such as the
MELTPV3-1® and PAMPUR?? codes.

In Appendix A, this method is validated using data obtained by Min and Kulacki for a cylinder
bounded below by a spherical segment. In addition, the Min and Kulacki data are used to estimate the error
introduced when a steady state correlation is applied to a transient pool. Results indicate that the transient
correlation predicts the steady-state experimental data nearly as well as the steady-state correlation (the
transient correlation is within 15% of the experimental values, whereas the steady-state correlation is
within 12% of the experimental values). However, when the steady-state and transient correlations are
applied to transient pool data, large differences are observed. Figure 3-7 compares predictions from the
transient and steady-state cormrelation as a function of transient Rayleigh number. In this figure, three
transient tests are considered (Runs 149, 150, and 151) corresponding to three step increases in the
steady-state predictions. While the transient correlation indicates a smooth increase in Nusselt number,
corresponding to the temperature increases observed in the pool, the steady-state correlation predicts a
constant Nusselt number corresponding to the volumetric heat generation rate in the pool. As illustrated in
Figure 3-7, it is not correct to apply a steady-state correlation to predict heat transfer from a transient
molten pool.
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Figure 3-7. Comparison of transient and steady-state correlations as a function of transient Rayleigh
number. )

In summary, it is recommended that transient correlations be obtained from the steady-state
correlations for predicting molten pool heat transfer. Therefore, the steady-state correlations recommended

in Section 3.3.1 become

Nu, = 0.250Ra'*** (3-36)

Nu, = 0.818Ra"*** (3-37)
H 0317 0220

Nug = 0472(5) Ra®®. (3-38)

3.3.3 Vapor Transport

If the temperature in the molten pool exceeds the boiling temperatures of one or more of the metallic
or oxidic components, vaporization and pool boiling occurs. In addition, the presence of fission products in
molten pools formed during severe accidents may lead to gases bubbling up through the melt. There is a
limited amount of experimental and theoretical work available in the literature to investigate the effect of
boiling on heat transfer from a fluid with internal heating. However, results from these analyses illustrate
that the presence of vapors in a molten pool may significantly enhance heat losses from the pool.
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Most studies investigating convective heat transfer with vapor transport concentrate on the heat
transfer to side boundaries of the pool. Earlier attempts to model the heat transfer associated with boiling
pools attempted to describe this heat transfer as combined natural convection (due to the density
differences in the fluid) and forced convection (due to the vapor lift associated with boiling).3'24’3'25 3-26
Subsequent works propose that the heat transfer was better described as enhanced natural convection using
the following correlation for lateral heat transfer.3-27-3-28 '

Nu, = 1.54Ra)” (3-39)
for Ra, < 1.9 x 10!}, and

Nu, = 0.0314Ra,® (3-40)
for Ra, >1.9x 1011, where the boiling Rayleigh number is defined by

_ gcosGOL'L3

Ra,
ov

(3-41)

where @' is the void fraction and 0 is the angle at which the boundary is inclined from the vertical. These
correlations were found to agree not only with the more recently obtained data, but also with data obtained
from earlier studies. Because these latter correlations were in better agreement with the data and because
they are simpler to implement into a systems analysis code, such as SCDAP/RELAPS, it is recommended
that heat transfer to sidewalls in pools with boiling be modeled using these latter formulations.

Implementation of this model into SCDAP/RELAPS requires that the pool void fraction be
estimated. This void fraction corresponds to gases associated with fission gas generation and gases
associated with pool components that vaporize at lower temperatures. Preliminary review indicates that
fission gas generation will primarily occur during early stages of pool formation. Hence, it is
recommended that the pool void fraction be based on the quantity of materials vaporize as debris is
subsusrr;‘egd into the growing pool. This method is similar to the method currently used in the CORCON
code.””

Studies in this area are limited because they only concentrate on heat transfer to sidewalls. Although
additional data are needed for validation, it is recommended that heat transfer to upper and lower surfaces
be modeled using the Ginsberg and Greene correlation®3? based on horizontal heat transfer at liquid/liquid
interfaces subjected to a gas flux.

Vr 0.5
h, = 5055 (L) pyos (3-42)
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where

h, heat transfer coefficient to the upper surface, W/m?K
k pool fluid thermal conductivity, W/mK

Iy bubble effective radius, m

v, pool fluid kinematic viscosity, m%/s

Pr pool fluid Prandtl number

V, bubble superficial vapor velocity, m/s.

This recommended approach is similar to the method currently used in the CORCON-MOD23-% computer
program to predict heat losses from a molten pool containing gases due to concrete decomposition.

Using these recommended correlations, the ratio of the sideward to upward heat transfer coefficient,
which is equal to the ratio of the sideward to downward heat transfer coefficient, was estimated.
Calculations were performed for a molten pool, containing primarily UO, for a range of pool void
fractions, a range of bubble compositions, and minimum and maximum pool vapor bubble radii (0.0012
and 0.0431 m).3-3% In estimating the vapor velocity, V,, relationships between the vapor velocity and the
terminal vapor bubble velocity, V.., proposed by Greene, et al.3-27:3-28 yere applied for various flow
regimes. For incipient boiling (0.00 <@ <0.03), bubble nucleation began at a threshold value of
V,/V,, = 0.2. For bubbly flow (0.03 < 0.<0.6), 0.8<V./V_<1.0. For churn turbulent (0. = 0.4 aftera
peak above 0.55), 1.0 < V,/V,_ <2.0. The terminal vapor bubble velocity in a stagnant liquid, V., was
estimated by applying

025 :
E_g_(p‘_p_").:l . (3-43)

V.=14
[ P

Results, shown in Figure 3-8, indicate that the upward heat transfer coefficient will be at least a
factor of two larger than the sideward heat transfer coefficient for the pool void fractions considered.
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Figure 3-8. Ratios of heat transfer coefficients as a function of pool void fraction.

3.3.4 Phenomena Requiring Additional Data and/or Analyses

This review identified several areas where data indicate that other phenomena may impact molten
pool heat transfer, but the data are insufficient to recommend what additional modeling modifications are
required to predict these phenomena. These phenomena are summarized in this section.

3.3.4.1 Prototypic Materials. As discussed in Section 3.2.2, the Prandtl number for molten
pool material is expected to range between approximately 0.05 and 0.8. These values are considerably
lower than the values for fluids used in experiments reviewed in Section 3.3.1 (typically ranging around
7.0). There are limited data for molten pools containing prototypic materials.3-313-323-33 Regults from
these experiments are considerably different from those using non-prototypic fluids. First, experiments
using UO, have observed that the upward heat flux will be suppressed because of void formation that
occurs as the material undergoes a volume reduction as it solidifies. Secondly, an enhanced downward heat
transfer was observed in the molten UO, tests that cannot currently be explained. Although it has been
suggested that this enhanced downward heat transfer may be due to an errors in estimating the heatup of
the debris or neglecting radiation heat transfer within the debris, additional data are needed to
quantitatively estimate what, if any, material property effects may impact convective heat transfer from a
molten pool. Some of the OECD-sponsored RASPLAV tests currently planned by the Russian Research
Institute (Reference 3-10) will use prototypic materials and may provide insight into the effects of
prototypic materials. If such data are obtained from the planned RASPLAV tests, molten pool models in
SCDAP/RELAPS should be reevaluated.

3.34.2 Melting and Solidification. There has been limited research on convective heat
transfer from a volumetrically heated liquid undergoing a phase change. Note that convective motion
. within the liquid may be introduced via several mechanisms: 1) temperature and/or concentration gradients
in the presence of a gravitational field (natural convection), 2) the intrinsic density differences associated
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with the transition between the phases and the movement of the solid-liquid front (bulk convection), and 3)
the presence of surface tension gradients at the “free” surface of the liquid (surface tension driven
convection). Although the effects of natural convection on solidification and melting of metals has been
recognized as significant for some time, most of the studies in this area are qualitative rather than
quantitative. Results suggest that natural convection significantly impacts the manner in which melting
and solidification occurs in a molten pool during a severe accident. The motion in the fluid will enhance
heat fluxes (and accelerate melting or decrease solidification) along upper portions of the side walls and the
upper walls. Furthermore, data indicate that several phenomena associated with solidification and melting
will increase fluid motion within the liquid, such as the increase in fluid volume associated with melting. In
this review, limited amounts of quantitative results were found for predicting heat transfer along melting or
solidifying surfaces. 333341 These data were obtained for a limited range of conditions, significantly
different than those expected for a molten pool during a severe accident. Therefore, it is not recommended
that these correlations be incorporated into SCDAP/RELAPS molten pool models.

In summary, there are several phenomena associated with melting and solidification that are
currently included in SCDAP/RELAP5 models. For example, the ability of crusts to form and melt due to
heat transfer from the pool is included in SCDAP/RELAPS models. Furthermore, the change in volume
associated with melting and solidification is also considered, although the model assumes that the pool
collapses rather than solidifies with voids in it. SCDAP/RELAPS models do not include any enhanced
fluid motion due to melting and solidification phenomena. The models also do not consider the potential
for solids to become entrained in the melt and the effects of these entrained solids on heat transfer from the
pool. At this time, it is suggested that additional numerical studies and if possible, experimental tests, be
performed to investigate the above phenomena before modifications associated with melting and
solidification are proposed for SCDAP/RELAPS5 molten pool models.

3.3.4.3 Multiple Components or Layers. It has been postulated that multiple component
pools may form during a severe accident. For example, there is the potential that control and structural
material may relocate earlier than ceramic material or that radiation heat transfer from a large, ceramic
pool may cause lower plenum structural material to relocate on top of the ceramic material. When
modeling these multiple component pools, it is necessary to determine if there will be natural convection in
one or both of the layers. Furthermore, it is necessary to understand what, if any, material interactions are
possible that could result in a single homogeneous layer. If it is determined that the layers are immiscible,
it is necessary to determine if a crust will form between the layers and estimate the effect of this crust on
heat transfer between the layers.

A limited amount of experimental and analytical work has been performed to investigate multiple
convecting layers with internal heat sources.342-343 Several investigations indicate that the presence of a
nonheated layer above a heated layer reduces heat losses from the convecting layer. No experimental data
were found investigating convective heat transfer in multiple layer fluids with only the top layer heated or
with both layers heated.? Furthermore, no data were found for modeling material interactions or the impact
of crust formation. Nevertheless, it is important to understand how heat transfer will be predicted by
SCDAP/RELAP5 when a molten pool forms containing two density-stratified layers. Currently, SCDAP/

a. Discussions indicate that two component, two fluid layer tests will be included in the natural convection
heat transfer test program being performed at the University of California - Santa Barbara 3"18These tests
will use uniform cooling to simulate internal heat generation in each layer.

3-17




RELAP5 models assume that the volume of the molten pool corresponds to the entire volume of molten
material. Using this volume, an effective pool radius is estimated that is then used to calculate the pool
Rayleigh number used in steady-state heat transfer correlations. However, the heat transfer correlations are
evaluated using the material properties corresponding to the material within each layer. For example,
consider a molten pool with an internal heat generation rate of 1.98 MW/m3 consisting of a2 m?® volume of
metallic melt beneath a 4 m> volume of ceramic melt. The effective radius of thé hemispherical pool
calculated by SCDAP/RELAPS would be approximately 0.95 m. Rayleigh numbers estimated for material
in the metallic and ceramic region would be 1.3 x 10'5 and 4.7 x 1013, respectively. Heat transfer
coefficients along the upper side of the pool would be estimated by SCDAP/RELAP5 using the
correlations recommended by Mayinger, Jahn, Reineke, and Steinbrenner. For the upper side of the pool,
current SCDAP/RELAPS models would estimate that the average heat transfer coefficient from the metal
and ceramic materials, would be 12,400 and 2,300 W/mZK, respectively. There are no data with which to
refute or substantiate these predictions. Hence, it is strongly recommended that, as a minimum, additional
studies be performed to investigate how this phenomena is predicted with more detailed numerical models.

3.4 Impact of Proposed Modifications

In Section 3.3, it is proposed that molten pool heat transfer models be modified to improve
steady-state modeling and to consider transient time periods and vapor transport. The potential impact of
these proposed modifications on SCDAP/RELAPS5 predictions has been assessed, and results are
summarized below.

3.4.1 Steady-State Heat Transfer Model Modifications

As discussed in Section 3.2.4, heat transfer from a molten pool is currently modeled in SCDAP/
RELAPS by applying correlations proposed by Mayinger, et al. In Section 3.3.1, it is recommended that
SCDAP/RELAPS models be updated using the correlations recommended from the Kyméldinen, et al. .
COPO experiments. These correlations were obtained from higher Rayleigh number experiments. As
illustrated in Figure 3-3 through Figure 3-5, these correlations were also found to be consistent with many
of the correlations recommended from previous experiments.

As discussed in Section 3.3.1, implementing these correlations would also allow the code to model
semicircular segment and torispherical geometries rather than mapping these geometries onto a
hemispherical geometry. Scoping calculations were performed to illustrate the effects of accommodating
geometry effects using the recommended downward heat transfer correlations. In these calculations, an 80
wt% UO, and 20 wt% ZrO, mixed oxide compound was assumed. Both semicircular and torispherical
geometries were considered. As illustrated below in Figure 3-9, results indicate that heat transfer
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coefficients vary when the correct geometry is considered. These geometry effects were found to impact
the heat transfer coefficient by as much as 20%.
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Figure 3-9. Comparison of heat transfer coefficients predicted when geometry effects are considered.

3.4.2 Transient Model Modifications

In Section 3.3.2, it is recommended that transient forms of steady-state natural convection heat
transfer correlations be implemented into SCDAP/RELAPS. To illustrate the importance of using transient
forms of these correlations, calculations were performed comparing transient and steady-state heat transfer
correlation predictions assuming the molten pool geometry and composition predicted in the SCDAP/
RELAP5/MOD3.1 analysis described in Section 3.2.2. In these calculations, a hemispherical geometry
was assumed and the following steady-state heat transfer correlation currently in SCDAP/RELAPS for
predicting downward heat transfer was applied.

Nu, = 0.54Ra*" (3-44)

Using the method described in Section 3.3.2, this correlation translates to the following transient
correlation :

Nu, = 047Ra"*? | (3-45)

Transient and steady-state Nusselt numbers for the pool that forms in the core region at 17,500
seconds were estimated using parameters, such as the pool temperatures, characteristic lengths, volumetric
heat generation rate and melt material composition for the SCDAP/RELAPS analyses described in
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Section 3.2.2. Results are compared below in Figure 3-10. As illustrated in Figure 3-10, the Nusselt
number predicted with the steady-state correlation is significantly higher (at least a factor of two) than that
predicted with the transient correlation.
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Figure 3-10. Comparison of the transient and steady-state Nusselt numbers for the Section 3.2.2
SCDAP/RELAPS molten pool.

Information in Section 3.3.2 indicates that a pool containing a mixed oxide melt will not reach a
steady-state until after six hours, whereas the SCDAP/RELAPS calculation discussed in Section 3.2.2
indicates that molten pool material will break through its ceramic crust and relocate to the lower head
within 0.6 hours after formation. Thus, it appears that transient time periods may be of more interest to
severe accident analyses and that steady-state correlations greatly overpredict heat transfer for transient
time periods. Hence, SCDAP/RELAP5 modeling uncertainties will be greatly reduced if molten pool heat
transfer correlations are implemented in their transient forms.

3.4.3 Vapor Transport Model Modifications

In Section 3.3.3, it is recommended that SCDAP/RELAPS5 molten pool heat transfer models be
modified to consider vapor transport. To illustrate the possible impact that vapor transport may have on
natural convection heat transfer, the correlations developed by Greene, et al3-271:3-28 ¢or predicting
horizontal heat losses were applied to the 80% UO,/ 20% ZrO, weight fraction pool that was predicted to
form in the core region in Reference 3-4, SCDAP/RELAP5/MOD3.1 calculations, discussed in
Section 3.2.2. The heat transfer predicted by Equations (3-39) and (3-40) are compared with values
predicted by Equation (3-29), which was recommended by Kymdliinen, et al3-13 for heat transfer to the
side wall. Results, which are shown below in Figure 3-11, indicate that heat transfer may be increased by
more than an order of magnitude, depending on the pool’s Rayleigh number and the void fraction in the
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pool. For example, if one considers the pool Rayleigh number of 1016 predicted in the Reference 3-4
calculations described in Section 3.2.2 and assumes the void fraction for the melt corresponds to the 20%
porosity estimated for samples of debris material found in the TMI-2 lower head, >4 the heat transfer to
the side walls is estimated to increase by nearly a factor of 30.
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Figure 3-11. Impact of boiling on heat transfer from a molten pool.

3.5 Summary and Recommendations

In this section, recommendations for revising SCDAP/RELAPS molten pool heat transfer models are
also summarized and areas where additional data are needed before revisions to SCDAP/RELAPS heat
transfer model can be recommended are identified. Because there are no integral test data available to
assess the revised model, steps for numerically assessing the revised model are recommended. These steps
are summarized in Section 3.

Based on this review, it is judged that there are sufficient data to warrant recommending the
following modifications to the SCDAP/RELAPS molten pool heat transfer models.

. Use steady-state heat transfer correlations obtained from the Kymildinen, et al. COPO
tests. The correlations recommended by Kymidldinen, et al. for predicting upward and
downward heat transfer are similar to those used in the current SCDAP/RELAPS model.
However, it is recommended that these correlations be used because they were obtained
from higher Rayleigh number tests and they are consistent with data obtained from several
other two- and three-dimensional investigations. Switching to these correlations would
include the use of a separate, horizontal, heat transfer coefficient and allow non-hemi-
spherical geometries to be modeled. It is recommended that the Mayinger data for predict-
ing local heat transfer coefficients along curved lower surface of a pool continue to be
used in the SCDAP/RELAPS model.
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. Consider cylindrical and hemispherical pool shapes and aspect ratios. By mapping the vol-
ume of a molten pool onto a hemispherical shape, SCDAP/RELAPS models may be erro-
neously predicting sideward heat losses. Scoping calculations in Section 3.4.1 indicate
heat transfer coefficients may vary by as much as 20% when the proper geometry of the
pool is considered. Thus, it is suggested that shape-factor selection criteria be included in
SCDAP/RELAPS to determine if the melt region is torispherical or hemispheric and the
aspect ratio associated with the selected geometry. These geometrical parameters could
then be used to appropriately apply the Kymiildinen, et al. COPO correlations.

. Apply steady-state correlations in their transient form. As demonstrated in this study, it is
incorrect to apply steady-state correlations before the pool has reached a steady-state
because heat transfer coefficients will be overpredicted by over a factor of 2 (and possibly
orders of magnitude at early stages of the transient). Furthermore, representative results
from a SCDAP/RELAP5/MOD?3.1 run indicates that molten pools will be in a transient
stage for most time periods of interest in a severe accident analysis. Hence, it is recom-

transient forms in SCDAP/RELAPS calculations.

. Consider the effects of vapor transport on convection heat transfer. Although additional
data are needed to validate the proposed modifications, it is suggested that horizontal heat
transfer be modeled using correlations proposed by Greene, et al. and that upward and
downward heat transfer be modeled using the Ginsberg and Greene correlation. Use of
this method requires selecting a boiling regime based on the average void fraction of the
melt and calculating a bubble terminal vapor velocity. It is recommended that the pool
void fraction be based on the quantity materials that vaporize as debris is subsumed into
the growing pool. Scoping calculations in Section 3.4.3 indicate that neglecting vapor
transport within the melt may result in underpredicting heat transfer from the pool by
orders of magnitude.

The following areas have been identified as having the potential to significantly impact heat transfer
from a molten pool although additional analyses and/or data are required before any model modifications
could be recommended.

. Prototypic material property effects. The limited number of experiments performed using
prototypic material properties suggest that heat transfer from a molten ceramic pool may
behave differently than indicated from experiments using aqueous solutions. First, experi-
ments using UO, (and experiments using paraffin) have observed that the upward heat
flux will be suppressed because of void formation that occurs as the material undergoes a
volume reduction as it solidifies. Secondly, an enhanced downward heat transfer was
observed in the molten UO, tests that cannot currently be explained. Although it has been
suggested that this enhanced downward heat transfer may be due to an errors in estimating
the heatup of the debris or neglecting radiation heat transfer within the debris, additional
data are needed to quantitatively estimate what, if any, material property effects may
impact convective heat transfer from a molten pool. Note that some of the RASPLAV tests
currently planned by the Russian Research Institute will use prototypic materials and may
provide insight into this area.
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Solidification and melting effects on fluid motion. Although no data were found that con-
sidered the effects of solidification and melting in a volumetrically heated liquid, the data
for fluids without heating indicate several effects of phase change that are not considered
in SCDAP/RELAP5 molten pool heat transfer models. For example the increase in vol-
ume associated with melting has been observed to induce motion in the fluid. Further-
more, SCDAP/RELAP5 models do not consider the potential for solids to become
entrained in the melt and the effect of these entrained solids on heat transfer from the pool.
Finally, SCDAP/RELAP5 models do not consider the potential for voids to form in the
crust as the melt solidifies. It is suggested that insights could be gained in many of these
phenomena by performing additional numerical studies.

The effects of multiple-component or layer pools. The limited data available for convec-
tion in multiple component fluids suggest that heat transfer at the boundary of the heated
layer is independent of the presence of an overlying non-heated layer. Furthermore, the
data available for a non-heated layer above a heated layer indicate that upward heat trans-
fer from the two layers is reduced because of the presence of the non-heated layer. No data
were available for studying heat transfer from multiple layers with the heating in both lay-
ers or the top layer. Data were also not available to study the effects of crust formation or
material interactions at the interface between the layers. Although the data for predicting
heat transfer from multiple component pools are insufficient to recommend any SCDAP/
RELAPS5 model modifications, scoping calculations discussed in Section 3.3.4.3 indicate
that the current manner in which SCDAP/RELAPS molten pool heat transfer models treat
multiple component pools is unsubstantiated and it is recommended that calculations be
performed to substantiate these predictions using more detailed codes. Furthermore, data
from two component, two fluid layer tests that are planned in a natural convection heat
transfer tests program being performed at the University of California - Santa Barbara -18
may provide some insight into this area.
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4. MOLTEN POOL CRUST FAILURE

This section briefly reviews data from the TMI-2 accident conceming crust failure, current
thermally-based crust failure models, a proposed new model that better represents both the thermal and
mechanical aspects of crust failure, and the implications of the implementation of the new model. In
addition, this section presents a series of parametric studies showing the type of behavior that would be
predicted by the new model under TMI-2-like accident conditions. I

Although this new model will clearly represent more of the critical processes associated with crust
failure, it must be noted that the precise timing and location of the failure will still have relatively large
uncertainties, due not only to the limited data base for assessment, but due to the possible random non-
homogeneity of the crust thickness and composition, lack of high temperature mechanical properties for
the crust, and possible influence of cracking of the crust if it is exposed to water (as occurred in TMI-2). As
a result, a bounding approach is recommended that will allow the user to bound the mass or energy of the
melt relocating after crust failure. That is, the factors contributing to the uncertainties in crust failure will
be established during the developmental assessment process and grouped in a consistent manner so that a
reasonable upper and lower bound on the crust failure timing and location can be established easily by the
code user. This bounding approach is also consistent with the bounding approach used in the current
slumping models. As a result, the user should be able to quickly establish an upper and lower bound on the
melt mass and energy at lower head failure as a result of uncertainties in crust failure and melt slamping
processes by selecting a single option in the code.

4.1 Review of Crust Data from the TMI-2 Accident

Tolman et al*1 examined core bore samples from the severely damaged TMI-2 core. These

examinations indicate that by 174 minutes into the accident, relocated core materials had formed a large
region of nearly solid structure in the core. At this time, the B pump transient injected coolant into the
reactor vessel. Resulting thermal mechanical forces are hypothesized to have shattered remaining upper
oxidized fuel rod remnants above the molten core region, forming a rubble bed on top of the solid
structure. The solid structure of core material near the bottom of the core continued to heat, increasing the
amount of molten material in the central core. The molten material was contained within the original core
boundary by a crust of solidified ceramic material at the outer edge of this solid structure of core materials.

At approximately 224 minutes a major core relocation event occurred, with molten material
relocating from the east side of the core. Epstein and Fauske*2 reason that the actual relocation event
followed the collapse of the thin upper crust under the weight of the overlying rubble bed. The rubble bed
displaced the ceramic melt and melt material flowed downward to the lower plenum. One dimensional
thermal analysis of crust failure by Kuan and Tolman*3 also suggests that upper crust failure was more
likely than other locations.

The TMI-2 crust can be sectioned into 3 parts: top, bottom and side. Prior to relocation, the top crust
consisted of previously molten ceramics and metallics. Peak temperature of the previously molten ceramic
was at least 2800 K. The side crust consisted of previously molten ceramics and metallics, similar to the
upper crust, and solid UO, particles. The ceramics and metallics had similar composition to the upper crust
composition, with the same peak temperature for previously molten ceramic of at least 2800 K. The bottom
crust consisted of UO, pellets and small, solid UO, particles surrounded by previously molten structural
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and control materials. The peak temperature of the lower crust was between 1400 and 2200 K.*# Note that
thermal considerations demand that the upper inside surface of this crust must also have had a layer of
frozen ceramic between it and the (interior) molten mass.* The thickness of the crust, particularly the side

crust, varied widely.“"6"4‘7

Structural and thermal analyses performed by Kuan®8 indicate several important points concerning
crust behavior. Simple thermal analysis, which conservatively balances decay heat with only radiation heat
losses to coolant, predicts an outside crust surface temperature of 1710 K. This precludes melt-through and
indicates a high thermal gradient through the crust wall (inside crust wall temperature must be the liquidus
temperature). Elastic thermal stress analysis using 1710 K surface temperature indicates that the bottom
crust should reach ultimate strength when its thickness is greater than 3 cm. Because thermal stresses are
self-limiting (deformation relieves the stress), they cannot cause failure. Indeed, the bottom crust did not
fail in the accident. Apparently the additional pressure stresses (which are not relieved with deformation)
were not high enough to cause the bottom crust to fail.

To summarize the structural aspects of crust failure for TMI-2: a non-homogeneous, primarily
ceramic crucible encased a region of molten debris. The crucible top supported a sizable debris load; the
crucible bottom had a outer lining of primarily metallic material that was unlikely to fail under TMI-2
conditions. The crucible wall varied widely in thickness and had a high temperature gradient through the
thickness. It was subjected to thermal and pressure stresses. Melting temperature and strength may have
been reduced due to eutectic formation, in particular the reaction between zirconium and nickel (in
stainless steel baffle and Inconel grid spacer). Possible failure modes include melting, exceeding ultimate
strength, creep, fracture and ductile tearing. However, simple analysis of the TMI-2 accident conditions
indicate that, in this case, melt-through and fracture were unlikely.

4.2 Review of Existing Crust Failure Models

The current code allows for molten pool spreading while enclosed by a crust and core slumping to
the lower head region. Molten pool spreading is based on crust stability, as determined by the relative
values of heat fluxes on the inner and outer surfaces of the crust. If the heat flux on the inner surface
exceeds the outer surface, the crust is considered unstable and the molten pool spreads radially and
downward. If inner surface heat flux does not exceed the outer surface heat flux, the crust is considered
stable and the spreading rate equals zero. Downward spreading also halts if the molten pool encounters a
metallic crust that formed during the metallic meltdown of the core. The metallic crust is considered to fail
when it has melted to a thickness of 25 mm, at which time the molten pool continues to spread downward.
There is also a user option to specify a different metallic crust thickness at failure and to have the molten
pool slump to the lower head at the instant of metallic crust failure

The current code considers three mechanisms to trigger slumping from the core region to the lower
head of the reactor vessel: melting of the side crust once it reaches the periphery of the core, failure of the
top crust once its thickness is less than 5 mm and the molten pool has spread to the periphery of the core,
and propagation of the molten pool to the elevation of the bottom of the core. There is also a provision for
a user-specified slump at the instant the molten pool reaches the periphery of the core. In all events that
gigger slumping of the molten pool, the code considers the entire molten pool to slump to the lower head*
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In summary, molten pool spreading and core slumping are based on heat flux, melt, or crust
thickness. Intuitively important stuctural considerations, such as applied load and temperature-dependent
strength, are not included.

4.3 Proposed Model Improvements
In the proposed modeis, the molten pool is assumed to be contained in a crucible of cylindrical
geometry made of resolidified debris. Failures are assumed to occur in the top "lid" of the crucible or in the
crucible side-wall. The models calculate stresses in a dome top crust and cylindrical side-wall crust,
predicting failure when the effective stresses exceed temperature-dependent ultimate strengths.

Side-wall failure is always expected before bottom crust failure (see Appendix B). Therefore, failure
is not considered for the bottom until its temperature is greater than or equal -to the temperature
corresponding to zero ultimate strength (approximately 2251 K). Analyses of crust side-wall and bottom
stresses indicates the side-wall stress is approximately 20 times higher than the bottom crust, using a
thickness of 1 cm for both and assuming that only one out of four fuel pins remains intact to support the
bottom crust. For 20 cm thick walls with only one out of four fuel pins supporting the bottom crust, the
side-wall stress is approximately 90 times higher. In addition to this huge margin, the crucible bottom is
likely to be cooler and thicker than side-walls.

Thermal stresses for steady state or quench conditions are not considered in this analysis. Current
models assume the crust side walls expand through melt and resolidification. This implies a continuous
annealing of thermal stresses. Thermal stresses are self-limiting (deformation relieves stress). Steady state
thermal stress predictions based on a static geometry would not be consistent with crust growth. Thermal
stress induced by quench could conceivably initiate fracture. Creep failure is another failure mode not
considered. Unfortunately, neither creep nor fracture properties of resolidified debris are well-quantified.

Acknowledging variability in crust composition, lack of experimental information on crust failure
mode, and lack of material properties, a detailed model of crust failure would be inappropriate. Until
experimental failure mode and material property data on resolidified debris become available, a simplified
stress analysis, which uses ultimate strength of UO, as a failure criteria, is proposed.

4.3.1 Bounding Cases for Analyzing Stresses

A bounding approach is used to quantify stresses because of large uncertainties in crust permeability
and thickness, and temperature-dependent ultimate strength. The proposed core slumping models evaluate
pressure stresses using a bounding approach to deliver minimum and maximum energy per slump to the
lower head. Assuming an eventual crust failure is unavoidable, a single, delayed side-wall failure would
deliver maximum energy per slump to the lower head. Conversely, early and frequent side-wall failures
would deliver minimized energy per slump to the lower head.

Maximum energy per slump results from an open crucible, where the top crust is permeable to
incoming debris, with no pressure differential from system pressure, and the side-wall is optimized for a
single delayed failure (tninimum stress, maximum strength). Debris accumulates in the molten pool as the
accident progresses, until the pool reaches a maximum size which the side-wall can no longer support. The
resultant single slump, late in the accident sequence, delivers maximum energy to the lower head.
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Minimum energy per slump results from an impermeable dome-topped crucible. If the top crust
assumes a dome configuration, the molten pool size is minimized because debris is not added to the pool as
the accident progresses. With a dome top, molten debris slumps from the pool when the dome fails, falls
into the molten pool, and displaces liquid, or when the side-wall fails. In addition, if the side-walls are
impenetrable, changes in system pressure cause relatively large pressure differentials, resulting in early
and frequent failures. Minimum energy per slump results from a delayed dome top failure combined with
early and frequent side-wall failures (maximum stress, minimum strength).

Table 4-1 lists the major assumptions for the bounding cases to calculate pressure stresses in the top
crust, and Table 4-2 lists the same for the side crust.

Table 4-1. Bounding cases for structural analysis in the top crust.

Maximum Energy Minimum Energy
Permeability Open crucible Dome top closed
(permeable top) crucible (impermeable)
Thickness (tg) Not applicable tg=tq+ Atg?
Dome height (1) Not applicable n=1n+An
Stress concentration Not applicable K=Kpin=10
Ultimate strength (S,) Not applicable Sy =Sy +AS,

a. Note: +A represents uncertainty in the parameter.

Table 4-2. Bounding cases for structural analysis in the side crust.

Maximum Energy Minimum Energy
Thickness (t,) t. =t + At t. =t. - At2
Stress concentration K=Kpin=10 K=Kpin=3.1
Ultimate strength (S,) Sy =S, +AS, Sy =S, - AS,

a. Note: +A represents uncertainty in the parameter.

Once the crucible side-wall reaches the baffle plate surrounding the core, it may (or may not) receive
support from the baffle plate. Minimum energy per slump assumes that the crucible side-wall is weakened
by chemical interactions with the baffle plate and fails on contact. Maximum energy per slump assumes
that the crucible side-wall receives support from the baffle plate (i.e., it cannot fail) until the baffle plate
reaches 1470 K (temperature where ultimate strength of stainless steel approaches zero). Once the baffle
plate has zero strength, it does not support the side-wall of the crucible.



4.3.2 Assumptions and Input

Structural analysis requires information on the material properties, geometry, boundary conditions,
loads, and stress concentrations to predict failure. Failure predictions by ultimate strength are used in this
analysis. Figure 4-1 shows experimental ultimate strength as a function of temperature, currently
documented in MATPRO. The data fit lines are approximate and for use in the paranietric studies of this
analysis only. Given the large scatter in the ultimate strength data, a detailed stress analysis would be
inappropriate, so simple closed-form solutions are proposed.
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Figure 4-1. Temperature-dependent ultimate strength of UO,

Simplified geometry and boundary conditions help to define closed-form governing equations. The
cylindrical side with dome top or open top geometry has been discussed in the previous section. Because
the crucible dome and walls are expected to be thin with respect to the cylindrical radius, simple membrane
analyses are used; radial stresses are neglected. The crust thickness used in stress calculations is called the
"load carrying thickness." It is defined as the portion of the crust which has an ultimate strength greater
than zero (T > 2251 K, approximately). The simplest, reasonable boundary conditions were specified for
the domed top crust and the crust side-walls. The boundary condition for the dome is a simple support
tangential to the dome. The boundary condition for the cylindrical sides is a hinged boundary.

Loads, including system pressure differential (inside to outside of impermeable crucible), pressure

head from the molten material and dead weight supported by the dome top, will be calculated by the code.
The weight of the side wall itself is neglected.
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The stress concentration factor serves to minimize or maximize stress. In the case of porosity, the
stress concentrator may take the form of an interior cavity or a surface notch. As stated previously, failure
due to propagation of a sharp crack is not directly considered. It is plausible to say that the crust material is
ductile at the temperatures of interest, therefore, the stress concentration around the pore causes some
plastic deformation near the pore surface, which redistributes stresses around the pore, averting failure.
This minimizes stress and the stress concentration factor would be 1.0. On the other hand, stress could be
maximized by using the stress concentration around a surface notch and predicting failure when maximum
stresses exceed ultimate strength. A surface notch produces a stress concentration factor of approximately
3 which is higher than the concentration around an interior spherical cavity alone or due to the interaction
of two fairly closely spaced spherical cavities (L/d = 0.5, where L is the ligament between cavities and d is
the cavity diameter).‘”""““75

The models calculate effective stresses from pressure loads, and failure (slumping) is predicted when
the effective stress exceeds the ultimate strength. The effective stress calculation is only valid up to the
yield strength, however, it is used here as a best approximation for this simple analysis. Table 4-3
summarizes the structural input for the top crust, and Table 4-4 lists the same for the side crust.

Table 4-3. Input for analysis of pressure stresses for the top crust.

Geometry Dome

Loads Pressure differential and dead weight on top
of dome (evenly distributed)

Boundary conditions Simple support tangential to dome

Table 4-4. Input for analysis of pressure stresses for the side crust.

Geometry Cylinder

Loads Pressure differential, molten pool pressure
head, and dead weight on top of dome (evenly
distributed)

Boundary conditions Hinged for pressure stresses

4.3.3 Governing Equations for Pressure Stresses

Pressure stresses for both the dome top and the cylindrical side-wall are calculated using closed-
form, membrane solutions. Mises effective stress is compared to the temperature-dependent ultimate
strength to predict failure.

4.3.3.1 Dome Top Crust Pressure Stresses. For the loads and boundary conditions listed in

Table 4-3 and Table 4-4, biaxial dome stresses reach a maximum at the center, where they are equa1.4'13
Debris is assumed to distribute uniformly over the dome.
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r Wp
Gy = 0y = (E) (P+Td ‘ (4-46)

where

Cad = tangential stresses for the dome

Cud = tangential stresses for the dome

r = the radius of curvature for the dome

tg = the dome loéd bearing thickness at the center. Thickness is measured between
the radial location where the crust has zero ultimate strength (approximately
2251 K) and the outer wall surface.

P = the pressure differential due to system pressure (positive pressure outward)

Wp = weight of the dome and debris supported by the dome (negative downward)

Aq = surface area of the dome.

The dome radius (r) geometrically relates to the crucible radius (R) and center dome height (1),
Figure 4-2.

2
r= (% +1) (4-47)

=

Substituting into Equation (4-46):

_I[RR M Wp
%= 3l5n L) O A 48

The n/ty term is generally negligible compared to the product of R/ty and R/m. Hence stress is
approximately inversely proportional to the thickness.

The Mises effective stress () is equal to the hoop stress.

GE = Ged s (4-49)
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Figure 4-2. Schematic of top crust dome geometry.

The effective stress is compared to temperature-dependent ultimate strength (S,) and failure is
predicted if

Kog > S,(T) . (4-50)

4.3.3.2 Crust Side-Wall Pressure Stresses. Failure in the crust side-wall results from a
combination of high stress and high temperature. Side-wall hoop stresses increase approximately linearly
from the top of the crucible, peaking near the bottom; however, temperatures are highest near the top. Side-
wall stresses near the top and bottom of the crucible are influenced by the boundary conditions imposed by
the ends, which are approximated as hinged.

The following equations are used to calculate the side-wall hoop stresses for the crucible. Hoop stress

is calculated as a function of distance (z) from the bottom of the crucible.#13

Closed crucible, lower half (0 < z < H/2):

W
Opp = E[P-i-y(H—z)] —?[P+7H+Tﬂe"‘zcos (Az) . (4-51)

Closed crucible, upper half (H/2 <z < H):
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R R
GOT = t_c [P+Y(H—z)]—t_

c

[P + XV—D] eMH-Deas A (H-2)] . (4-52)
A, \

Open crucible, full length (0 <z < H):

G, = % {H[1-ecos (Az)] —z} (4-53)
where
Gg = the hoop stress, additional subscripts B and T indicate bottom and top halves,
respectively
R = the crucible radius
t. = the crust side-wall load bearing thickness at axial location z. Thickness is

measured between the radial location where the crust has zero ultimate strength
(approximately 2251 K) and the outer wall surface.

p = the pressure differential due to system pressure (positive outward)

Y -= the specific weight of the molten pool

H = the height of the crucible (assumed equal to height of molten pool)
Wp = weight of the dome and debris supported by the dome

Ay = surface area of the dome.

z = the distance from the bottom of the crucible to the point of interest.

where v is Poisson's ratio.

Note that if the crucible side-wall or top is partially permeable, the system pressure differential may
equilibrate over time so that only sudden changes in system pressure need to be considered.

Figure 4-3 shows the hoop stress for a closed crucible of typical dimensions and loads (K=3,R=1.5
m, t,=0.03 m, h=3.0 m, P =316 Pa, y= 80.36 N/m?, W = 40,000 N). The pressure differential (P) equals

49



the partial pressure of urania at 4000 K. Note that for most of the length of the crucible, system pressure
differential and pressure head dominate hoop stresses (Ggp) and end effects are negligible. Hoop stress is
well-described by:

Cop = %[P+7(H—z)] : ' (4-55)

——— Solutions including end effects
Approximate solution

Hoop stress (MPa)

0 ] ] 1
0.0 0.5 1.0 1.5 2.0 25 3.0
Vertical distance from crucible bottom (m)

2476 s0c-1084-01

Figure 4-3. Comparison of approximate solution and solution with end effects for side-wall hoop
stresses in a closed cylinder.

End effects from the top and bottom boundaries bring hoop stresses to zero at the ends, but create
stresses slightly higher than those predicted from the above equation near the ends. The stresses at the
"humps" near the ends in Figure 4-3 are within 10% of the stresses calculated at the ends using the above
equation.

The closed crucible side-wall supports the dead weight of the dome and debris lying on the dome
(Wp, a negative number), resulting in compressive axial stress which is combined with the axial stress

from the system pressure differential.

Closed crucible:

_[PR, W,
c, = [2—% +__2nth] . (4-56)
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The open crucible supports no axial load except the weight of the side-wall itself, which is
considered negligible. .

Open crucible:

6,=0 . @-57)
The Mises effective stress (Op) is:

og = (Gg” - 0, Gg+ 6,2)1/2 (4-58)

where, Gg is Ggp, OgT OF Og, from Equations (4-51), (4-52), and (4-53). 0, is from Equations (4-56) and (4-
57).

Failure is predicted for any axial location on the side-wall using Equation (4-50):

Kog > Sy(T).
S, depends on the average temperature at the axial location of interest.

4.3.3.3 Summary of Governing Equations. The following equations are used to predict top
and side-wall crust failure.

From Equation (4-50), failure is predicted for any case when:
Kog > Sy(T).

From Equations (4-48) and (4-49), the closed crucible, dome top, Mises effective stress:

Closed crucible, side-wall, Mises effective stresses, lower (bottom) and upper (top) halves:
ogp = (Gep” - 0, O+ 0,))"2 (4-59)

ogT = (0g1” - 6, Gp+ 5,2 . (4-60)

From Equation (4-51), closed crucible, side-wall, hoop stress, lower half (0 < z < H/2):
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W,
Gop = ?[Pw(ﬂ 2)] —5[P+yH+ Ad:| e™cos (Az) .

From Equations (4-52) and (4-54), closed crucible, side-wall, hoop stress, upper half (H/2 < z< H):

""PU

Oor -[P+y(H z)]——[ ‘Zd] AH=2) oos [A(H=-2) ]

c

where

- [3(1—v2)]1/4
R%t?

From Equation (4-56), closed crucible, side-wall, axial stress:

= [ER, W
z = [Ztc Znth] :
From Equations (4-53), (4-54),(4-57), and (4-58), open crucible, side-wall, Mises stress (0 <z < H):
R
Op = t—Y{H [1-ecos (Az)] —2}

where

3(1-v)V*
}u= [—W] .
4.4 Impact of Proposed Modifications

The proposed model changes will have the most significant impact on plant calculations where, like
TMI-2, the core is partially or totally reflooded during molten pool formation and crust failure is likely. For
these conditions, the current thermally-based models cannot predict the location nor the timing of crust
failure without user intervention®. That is, the crust will fail only if the molten pool grows to the bottom of
the core or the user specifies that the crust fails when the molten pool spreads into the outer assembly. For
the TMI-2 calculations, this combination either resulted in no failure at all because the outer assemblies
remained relatively cool following the reflooding of the core or bottom failure of the molten pool for an
extreme core uncovery scenario. In a general case where the molten pool is covered by water, crust failure
will only occur using the current thermally-based models if the equilibrium crust thickness, determined
from the balance of local heat transfer from the molten pool and external cooling is less than the default

a. In early SCDAP/RELAP5/MOD?2.5 TMI-2 calculations crust failure was predicted due to the thinning of
the metallic layer supporting the ceramic debris and molten pool. Results from the experiments such as MP-
2, a better understanding of the failure location and conditions, and structural analyses such as those pre-
sented in this report now clearly discount metallic layer thinning as the correct failure mechanism.
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thickness originally derived for TMI-2 conditions. As discussed in the proceeding sections, a combination
of structural and thermally based models should be better able to predict both location and timing of failure
because the strength of the crust and loading applied to the crust are considered. In the specific case of
TMI-2, as shown in the demonstration calculations in the following section, it is likely that the failure of
both the top and side crust would be predicted under the conditions occurring in the accident if the
structural aspects of the crust failure are considered, even though there are relatively large uncertainties in
the actual crust thickness and material properties. In the general case, these new models will be able to
account for the likely changes in crust failure thicknesses due to (a) rapid pressure fluctuations, which
increases the loading on the crust and (b) the height of the molten pool.

The proposed modeling changes will have a less significant impact on plant transients where the
molten pool is completely uncovered. In plant transients where molten pool growth occurred in
superheated steam, the molten pool grew primarily because intact or degraded assemblies adjacent to the
molten pool were heating rapidly to ceramic melting temperatures. Molten pool slumping occurred
because the outer assemblies reached ceramic melting temperatures, not because the molten pool spread
radially into relative cold outer assemblies. However, the proposed model improvements will still have an
impact because they will allow a better prediction of the elevation of the molten pool crust failure, and the
subsequent mass of the slumping material. In the current models, it is assumed that the entire mass of the
molten pool slumps when the any portion of the outer assemblies become molten. With the new models,
the slumping of the molten pool could occur more gradually if either the top crust or upper portion of the
side crust failed first or more massively if the lower portion of the side crust failed first.

Although the specific impact of the new models will not be determined until the developmental
assessment of these models is completed, the incorporation of more physically based models should have a
strong impact in reducing some of the current limitations observed in the current models and in eliminating
the need for the user to force slumping to occur. As shown in the parameter calculations contained in the
next few sub-sections, the addition of these new models could be very beneficial.

The intent of the following preliminary parametric studies is to show the importance of added
parameters in the proposed models. Comparisons are made between crust failure predicted by current code
models, failure predicted by the proposed models, and the TMI-2 crust failure estimates. In the TMI-2
accident, a non-homogeneous, primarily ceramic crucible encased a region of molten debris in the core
region (Figure 4-4). Because crust permeability is unknown, both open and closed crucible failure
predictions are examined. TMI-2 accident data and analyses indicate that the crucible radius was
approximately 146 cm,*7 and the outside crust surface temperature was 1710 K, or less*® The
approximate TMI-2 crust total side-wall thickness (though there was great variation, see Figure 4-4)*6 was
approximately 20 cm.47 Assuming a linear temperature distribution, the load bearing thickness is only 7.5
cm, because ultimate strength extrapolates to zero at 2251 K. Note that the current crust model uses only
total crust thickness. The failure maps predicted by the proposed models use-simplified governing
equations and simplified ultimate strength-to-temperature relations, but are adequate for these
comparisons. The failure criterion is based on ultimate strength, so a description of the temperature-
dependent ultimate strength relationships precedes the failure comparisons.
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4.4.1 Temperature-Dependent Uitimate Strength
Ultimate strength of UO, is dependent on temperature, porosity, pore size, strain rate and, to a lesser

degree, grain size. Because most of these parameters are not quantified, simplified temperature-dependent
ultimate strengths from MATPRO data (Figure 4-1) are estimated.

S, =0.020876 T +92.233 600 K < T< 1609 K (4-61)

S, =-0.19598 T +441.22 1609 K< T <2251 K (4-62)
Sy=0.0T>2251 K (4-63)

where S, is ultimate strength (MPa) and T is temperature (K). Equations (4-61) through (4-63) can be used
to define average ultimate strength in terms of the outer wall temperature, if the inner side-wall
temperature is assumed to be the liquidus temperature of UO, (2873 K) and the temperature distribution is
assumed linear.

4.4.2 Crust Side-Wall

As shown in Figure 4-3 and discussed in the previous section, Equation (4-55) describes the hoop
stresses in the side-wall for most of the length of the wall. It is simple and adequate for these parametric
studies. Equations (4-55) through (4-58) define the effective stress in terms of pressure differential and the
radius-to-thickness ratio.

Substituting results from Equations (4-55) through (4-58) into the left side of Equation (4-50), and
substituting Equations (4-61) and (4-62) into the right side of Equation (4-50), gives the following
relationship.

op(P, YH - 2), /to) > Sy(Touter) - (4-64)

Effective stress is a function of the stress concentration factor, system pressure and pressure head
differentials, and the radius-to-thickness ratio. Average ultimate strength is a function of the outer side-
wall temperature, assuming a linear temperature distribution from a molten inside to cooled outside.
Equations (4-55) through (4-63) and Equation (4-50) are used to construct the failure maps in this section.
Note that the outer wall temperature changes (and thus, ultimate strength) with axial location, therefore the
height of crust failure point can be identified and the molten pool can be drained accordingly.

Open crucible:
The open crucible has very low stresses because the dominant load, pressure head, is low. Figure 4-5
plots the failure lines for molten pool height as a function of side-wall thickness for various outside side-

wall temperatures. To construct this failure map, maximum possible pool height is assumed to be
approximately the length of the core (3 m) and crucible radius is taken from TMI-2 (146 cm). Results from
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the failure map show that for TMI-2 conditions of 1710 K outside wall temperature and 1.3 m molten pool
height, the side-wall would have to thin to 3 mm before failure would be predicted. This is inconsistent
with TMI-2 data which indicates that the load bearing wall thickness was approximately 7.5 cm.
Alternatively, for TMI-2 conditions of 7.5 cm side-wall (load bearing) thickness and 1.3 m molten pool
height, the predicted outside wall temperature at failure greater than 2200 K. TMI-2 analysis indicates the
molten pool slumped with an outside wall temperature of 1710 K (or less). The current code would not
predict failure until the side-wall reached melt (more than 3000 K). Clearly, though the open crucible
model makes a better prediction than the current model, neither match the TMI-2 data.
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Figure 4-5. Side-wall failure map for a open crucible with molten interior and linear through-wall
temperature distribution.

Closed crucible:

The closed crucible, if partially or totally gas impermeable, is subjected to relatively high stresses
when the system pressure undergoes modest fluctuations. For the impermeable case, the thickness at
failure will be much larger, or the outside wall temperature will be lower, than in the permeable (open)
crucible. Figure 4-6 plots failure lines for system pressure differential as a function of side-wall thickness
for different outer wall temperatures. Results from this map show that TMI-2 conditions (7.5 cm thick load
bearing wall, with an outside wall temperature of 1710 K) would be expected to fail with a pressure
differential of approximately 1.1 MPa, or more. Such a pressure differential could be caused by a sudden
change in pressure. Figure 4-7 shows the TMI-2 pressure history, with large pressure fluctuations between
190 and 224 minutes, followed by major relocation between 224 and 226 minutes. The closed crucible
model is capable of approximating the TMI-2 accident data; whereas, the current model does not allow the
crust to fail until the crust melts.

Open crucible versus closed crucible:
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Figure 4-6. Side-wall failure map for a closed crucible with molten interior and linear through-wall
temperature distribution.

From the above analyses, it is clear that permeability has an important effect on crust failure.
Because the TMI-2 case appears to be one requiring some degree of impermeability does not mean that all
crusts will be impermeable; therefore, both bounding cases are still needed. With 1 MPa system pressure
and a 3 m molten pool, permeability (versus impermeability) reduces the thickness at failure by 5; and this
factor increases with increasing changes in system pressure. Another parameter which plays an important
role in predicting failure is the stress concentration factor accounting for porosity or flaws. The stress
concentration accounts for a factor of approximately 3, independent of pressure. The range for failure
thickness or failure pressures of the bounding analyses would be greatly reduced if the crust was known to
be permeable. Knowledge of the stress concentration factor due to porosity would also reduce the range.

4.4.3 Crust Top Dome

The dome top is assumed to exist in an impermeable closed crucible. Comparing Equations (4-48)
and (4-55) reveals that the stresses in the dome top and crucible side both depend on pressure differentials
and radius-to-thickness ratios. In addition the dome top includes the height of the dome. Assuming the
radius-to-thickness and radius-to-height ratios are much larger than the height-to-thickness ratio (a fairly
flat dome), Equation (4-48) can be reduced to:

_1RR Wp
Cgp = Zaﬁ (P+-K;) . (4-65)

Note that R refers to the crucible radius and 1 refers to the dome height at the center (Figure 4-2).
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Endstate examination of the TMI-2 accident indicates that the debris lying on top of the crucible
crust accounted for approximately 20% of the total core weight. 415416 For a domed configuration, the
maximum pressure this debris imposes on the dome (less than 0.05 MPa) is negligible compared to
changes in system pressure. Hence the last term in Equation (4-66) can be ignored.

Figure 4-8 plots the change in system pressure versus dome load bearing thickness for various ratios
of crucible radius-to-dome height (R/1). This failure map assumes a linear through-wall temperature
distribution, varying from inside melt (3150 K) to an outside temperature of 1710 K, as predicted in TMI-
2 analysis.*® Recall that the proposed models predict side-wall failure with the same temperature
distribution and a load bearing thickness of 7.5 cm at approximately 1.1 MPa. The dome height and
thickness for TMI-2 are unknown. However, it is clear from Figure 4-8, that a dome, with R/ greater than
approximately 3.5 and load bearing thickness of 7.5 cm, is expected to fail at pressure differentials less
than 1.1 MPa. In other words, assuming the wall temperatures and thicknesses are the same, domes flatter
than R/m = 3.5 will fail before the side-wall from changes in system pressure.

20 1 ] 1
TMI-2 reactor coolant system pressure

Major
relocation

Pressure (MPa)

0 Il 1 1
0 60 120 180 240
Time after scram (min) 2asmsrisess

Figure 4-7. TMI-2 accident pressure history.

Note that the partial pressure of urania at 4000 K is approximately 0.3 MPa. For the assumed TNI-2
temperature distribution, the proposed model predicts failure in a fairly flat dome (RMm = 10) at a load

bearing thickness of approximately 6 cm (total thickness of 17 cm). Current code models do not predict top
crust failure until the total thickness reduces to 0.5 cm.

Under some conditions, there may be some concern that the dome geometry gives unrealistic stress
predictions. For example, when dead weight stresses are significantly greater than stresses from a positive
pressure differential, the maximum stress of a domed top crust is compressive (large deformations are not
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Figure 4-8. Dome top failure map for a closed crucible with molten interior and linear through-wall
temperature distribution, assuming 1710 K outer wall temperature.

accounted for). Howeuver, if the top crust were modeled as flat, maximum stresses would be tensile. Figure
4-9 shows a comparison of maximum stresses for a plate solution proposed by Engelstad and Feng“'14 and
the simple dome solution proposed here. The loading conditions are those posed by Engelstad and Feng: a
crust with 5 kPa pressure load on top and a through thickness temperature gradient (the plate solution
accounts for thermal bending stresses) Engelstad does not account for porosity, so K =1.0 in this
comparison. Although the signs of the stresses are opposite, fortuitously, the magnitudes of these stresses
compare very well. The effective stresses, which determine failure and are always positive, will also

compare well.

4.5 Summary and Recommendations

The proposed model changes will have the most significant impact on plant calculations where, like
TMI-2, the core is partially or totally reflooded during molten pool formation and crust failure is likely. For
these conditions, the current thermally-based models cannot predict the location nor the timing of crust
failure without user intervention. In the general case, these new models will be able to account for the
likely changes in crust failure thicknesses due to (a) rapid pressure fluctuations, which increases the
loading on the crust and (b) the height of the molten pool. With the new model, slumping of the molten
pool could occur more gradually if either the top crust or upper portion of the side crust failed first or more
massively if the lower portion of the side crust failed first. Analysis shows that bottom crust failure is very
unlikely before side crust failure.

Although this new model represents more of the critical processes associated with crust failure, it
must be noted that the precise timing and location of the failure will still have relatively large uncertainties.
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Figure 4-9. Comparison of maxi ym stress solutions for top crust, modeled with dome geometry and
modeled with Engelstad and Feng*'# plate geometry.

Uncertainties stem from limited data for assessment, non-homogeneity of the crust thickness and
composition, lack of high temperature mechanical properties for the crust, and possible influence of
cracking of the crust if it is exposed to water (as occurred in TMI-2). To reduce uncertainties, crust
permeability (or lack of) and the proper stress concentration factor should be investigated, and a more
detailed statistical analysis of the temperature-dependent ultimate strength data should be performed, with
any available new tests added to the database. To account for the remaining uncertainties, a bounding
approach which allows the user to bound the mass or energy of the melt relocating after crust failure is
recommended. This bounding approach is also consistent with the bounding approach used in the current
slumping models. As a result, the user should be able to quickly establish an upper and lower bound on the
melt mass and energy at lower head failure caused by uncertainties in crust failure and melt slumping
processes.
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5. RECOMMENDATIONS FOR ASSESSMENT OF IMPROVED MODELS

The assessment of the proposed new models can utilize a combination of detailed code-to-data
comparisons, full plant calculations, TMI-2 analyses, and comparisons with more detailed models. The
code-to-data comparisons can be used to assess the debris bed transitions and characteristics models,
effective thermal conductivity models, and, to a more limited extent, molten pool “natural circulation
models. Full plant studies can be used to evaluate the overall integration of the models to ensure that
“physically unrealistic’ behavior and nodalization sensitivities have been significantly reduced over the
current version of the code. These calculations can also be used to evaluate the coupled effects of debris
formation and flow diversion. The TMI-2 analyses can be used to assess the formation of debris beds,
molten pool formation and growth, and molten pool crust failure when the debris beds and molten pool are
covered by water. Comparisons with more mechanistic models can be used to assess the transition criteria,
metallic and ceramic melt formation, debris heating and initial melting, and molten pool formation.

5.1 Debris Transition and Characteristics

The assessment of the transition between intact and debris bed geometries can utilize a large data
base of bundle heating and melting experiments. The limited characterization using the experimental
results discussed in Section 2.1 can be greatly expanded to cover the full range of conditions expected to be
important in these models. For example, the effect of bundle size can be further assessed by looking at the
metallographic results from the large CORA-7 and CORA-18 bundles, -1 and full height FLHT-4 and
FLHT-5 experiments.s'z's'3 The effect of different initial heating rates can be assessed using data from
ESBU-1 (relatively fast heating rates),>* SFD-ST (slow),’> and CORA-31 (slow).>S The ACCR-ST
experimentss'7 can be used to assess the foaming of irradiated fuel at temperatures near (U,Zr)O, melting.
The ACRR MP-15"8 and MP-27 experiments can be used to further assess the transition to ceramic
melting and blockage formation.

TMI-25-10 and other full plant calculations can also be used to assess the overall impact of these
models. As discussed in Section 2.4, the existing models resulted in “physically unrealistic” behavior in
some cases due to the coupling of thermal-hydraulics and debris bed formation processes.

5.2 Debris Heating and Melting

The assessment of the debris heating and melting models could be performed using a three stage
process. First, as discussed in the Section 5.2.1, the effective thermal conductivity models for lower
plenum loose debris could be assessed through comparison with the original data base for these models.
Second, the detailed lower plenum debris models could be used to assess the more simplified in-core
debris models to quantify the effect of detailed 2D heat conduction models and nodalization versus
simplified lumped parameter models with a coarser nodalization. Third, the simplified initial melting and
melt relocation models used for the incore and 2D lower plenum debris models could be assessed using the
more detailed melt relocation models used in the DEBRIS code>1!. The DEBRIS models account for
radial movement of melt within a rubble debris bed and thermal non-equilibrium between the melt and
solid particles. However, it would be necessary to adjust DEBRIS effective thermal-conductivity models
because a non-standard form of the correlations are used in the DEBRIS code (see Section 2.4.1).
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5.2.1 Effective Thermal Conductivity Models for Lower Plenum Loose Debris

Information discussed in Section 2 indicates that the Nasr, et al. correlation for predicting debris bed
effective conductivity be incorporated into the SCDAP/RELAPS code. This correlation has been shown to
be consistent with data obtained from tests considering a range of particle diameters, materials, and
temperatures. However, it is recommended that the Nasr, et al. correlation be assessed against a wider
range of test conditions. For example, it is recommended that the assessment include data from tests
considering multiple particle sizes, non-spherical particle geometries, a range of debris bed porosities, and
a range of gas or vapor test pressures and types. Although additional test data may be included in this
assessment, it is recommended that, as a minimum, the assessment include data from the references
identified in Table 5-1. If this assessment indicates that the Nasr, et al. correlation more accurately prediéts

heat transfer in debris beds than the existing model, then the existing model should be replaced.

Table 5-1. Data sources for assessing porous debris bed effective conductivity model.

Phenomena Source l;?‘t;(:;::;:‘e
Particle composition Imura and Takeoshi 5-11
Nasr, Viskanta, and Ramadhyani 5-12
Yagi and Kunii 5-13
Schotte 5-14
Swift 5-15
Donne and Sordon 5-17
Multiple particle compositions Donne and Sordon 5-17
Particle temperature Nasr, Viskanta, and Ramadhyani 5-12
. Bauer and Schliinder 5-16
Particle size and shape Imura and Takeoshi 5-11
Nasr, Viskanta, and Ramadhyani 5-12
Yagi and Kunii 5-13
Bauer and Schliinder 5-16
Donne and Sordon 5-17
Presence of multiple particle sizes Imura and Takeoshi 5-11
Bauer and Schliinder 5-16
Donne and Sordon 5-17




Table 5-1. Data sources for assessing porous debris bed effective conductivity model. (Continued)

Phenomena Source l}:ference
umber
Debris bed porosity Imura and Takeoshi . 5-11
Nasr, Viskanta, and Ramadhyani 5-12
Botterill, Salway, and Teoman 5-18
Influence of particle oxide layer Imura and Takeoshi 5-11
Donne and Sordon 5-17
Zehner 5-19
Influence of vapor or gas pressure Imura and Takeoshi 5-11
Yagi and Kunii 5-13
Schotte 5-14

5.3 Cohesive Blockage and Molten Pool Formation and Growth

The assessment of cohesive blockage and molten pool formation and growth can be performed using
a combination of TMI-2 and other full plant calculations and comparisons with more detailed models. The
first stage of the assessment would be to assess the changes in volume and internal porosity of metallic and
cohesive blockage regions during initial formation and in some cases remelting. This stage could utilize
bubble growth and formation models developed for fission product release in metallic and ceramic fuels,
and core-concrete interactions as discussed in Section 3.4.3 to establish the influence of pressure and time-
at-temperature. The second stage could utilize a detailed fluid dynamics code, such as FIDAP, to assess
molten pool behavior. Specific recommendations for these calculations are provided in Section 5.3.1. The
third stage would be to assess the behavior using data from TMI-2, comparing the timing and position of
the predicted blockages and molten pool at different phases of the accident. The fourth stage would be to
assess the overall behavior of the models using a variety of full plant calculations.

5.3.1 Molten Pool Natural Convection

Although analyses discussed in Section 3 indicate that there are sufficient data to modify the current
SCDAP/RELAP5 molten pool models, it should be emphasized that there is still considerable uncertainty
associated with many of the proposed model modifications. Furthermore, as discussed in Section 3.2.3,
there are no integral test data available for assessing the revised model. Hence, it is Tecommended that the
revised model be assessed against predictions from a more detailed computational fluids dynamic code,
FIDAP,>2® that is capable of predicting transient and steady-state natural convection phenomena and
vapor transport in the molten pool. Specific steps for this assessment are discussed below.

Because both FIDAP and SCDAP/RELAPS models consider crust formation and melting, these
assessment calculations will also provide some insights about the impact of melting and solidification
phenomena on molten pool heat transfer. Finally, it is suggested that multiple component pools be




considered in these calculations to assess differences between predictions from the revised COUPLE
model and the more detailed, computational fluids dynamics code, FIDAP.

It is suggested that the revised model be assessed by comparing results from revised COUPLE model
in SCDAP/RELAPS with FIDAP from the following three calculations:

. Steady-state natural convection problem. Heat generation rates, melt material composi-
tion, and pool sizes will be varied for the range of values listed in Table 5-1. Semicircular,
torispherical, and hemispherical geometries will be considered. Directional heat fluxes
will be compared to assess the model’s validity.

. Transient natural convection problem. The analyses considered for the steady-state natural
convection problem will be repeated to investigate transient pool behavior. Time-depen-
dent directional heat fluxes will be compared to assess the model’s validity.

. Vapor transport problem. The analyses considered for the steady-state natural convection
problem will be repeated to investigate vapor transport. In these calculations, pool void
fractions will be varied from 0 to 0.4. Directional heat fluxes will be compared to assess
the model’s validity.

5.4 Molten Pool Crust Failure

The proposed models use a bounding approach to predict crust failure. The first assessment should
determine whether known experimental or actual accident data fall within the bounding solutions. As
indicated in Section 4, data to verify molten pool crust failure is very limited, with the TMI-2 accident
providing the only full-scale, integral data. A SCDAP/RELAPS simulation of the TMI-2 accident should
be run using the bounding cases describes by Tables 4-1 and 4-2 to verify that the timing of actual crust
failure falls within the bounding solutions. The models would then be assessed using comparisons with
more detailed coupled thermal and structural models using idealized geometries to verify the simplified
structural models described in Section 4 adequately represent the structural response of the crust over a
wide range of conditions. As noted in the introduction to this section, the model-to-model assessment will
not be capable of identifying systematic biases in the results associated with uncertainties in crust
mechanical properties or no homogeneities in the crust. However sensitivity studies could be performed to
quantify the influence of these uncertainties.

5.5 Remaining Uncertainties

If the recommendations provided in the preceding sections are followed, it should be possible to
provide reasonable quantitative uncertainties for individual models with the possible exception of the
following models.

(1)  Fuel desintering - fuel desintering occurred in a very limited set of experiments, yet the poten-
tial impact could be relatively large if a large fraction of the fuel in the core shatters into a fine
powder. Without a detailed review of the specific conditions leading to fuel desintering to
insure that the basic mechanisms are understood, the correlational approach suggested at the
preferred options may have relatively large uncertainties.
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(2) Void formation in molten pools - Voids were observed in all of the metallographic cross-sec-

tions of previously molten ceramic masses. In addition, metallic masses with control rod or
structural material present showed a foamy appearance. In addition to the obvious impact on
blockage formation, the appearance of voids in molten pools can have a significant impact on
the natural circulation heat transfer to the surrounding crust. As a consequence, the selection
and assessment of an appropriate void fraction model or correlation may have a dominant
impact on the overall uncertainties in predicted molten pool behavior.

(3) Molten pool crust failure - The development of a defensible structural failure model for crust

failure may be one of the most critical model improvement activities since the timing and loca-
tion of molten pool crust failure will have a dramatic impact on the melt masses relocating into
the lower plenum. In the most extreme cases, the crust failure model may result in a gradual
draining of melt into the lower plenum if the top or upper portion of the side crust fails. By
contrast the existing model assumes a very massive slumping by draining the entire molten
pool. However, the TMI-2 accident provides the only data which can be used to assess this
model. As a consequence, the assessment of the model using more detailed thermal and struc-
tural failure models will be critical in quantifying the uncertainties in the model.

One important aspect of the assessment of crust failure and other models using comparisons
with other more detailed models must be noted. Unlike code-to-data comparisons, using _
experiments with prototypical materials, both the proposed models and more detailed models
will use the same materials properties database. Thus, model-to-model variations reflect a
lower bound on uncertainties on the models. By contrast, code-to-data comparisons tend to
product conservative estimates because any variation between calculated and measured
responses include modeling, experiment, and material property uncertainties. The assessment
of uncertainties in the models using simulant tests falls in between these two extremes because
the uncertainties in material properties are not included but other experimental uncertainties
are.
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REVIEW OF MOLTEN POOL NATURAL CIRCULATION HEAT
TRANSFER EXPERIMENTS AND CORRELATIONS

During a severe accident, there is the potential for molten pools to form that are internally heated by
fission product decay heat. Two locations within the reactor vessel have been identified where such pools
may form - the core region when molten fuel material may relocate to form a molten pool surrounded by a
ceramic crust and the lower plenum of the reactor vessel when fuel material may relocate from the core
region to form a molten pool surrounded by a ceramic crust. Because it is important to model heat transfer
from molten pools during a severe accident, an assessment of the current model in SCDAP/RELAP5 was
performed. Major tasks of this assessment included reviewing previous work related to modeling heat
transfer from a molten pool, assessing the current SCDAP/RELAPS models for predicting molten pool
heat transfer, and making recommendations for improving SCDAP/RELAPS models for predicting heat
transfer from a molten pool.

Key questions addressed within this assessment are discussed below:

. What are key phenomena impacting heat transfer from a molten pool during a severe acci-
dent? Within this study, the effects of parameters, such as test fluid material properties, test
facility geometry, and the range of key scaling parameters, were reviewed to assess differ-
ences in predictions for the range of parameters of interest to severe accident analysis. In

‘addition, the impact of phenomena, such as transient pool behavior, prototypic material
property behavior, vapor transport within a pool (due to vaporization of lower-melting
point materials and fission gas release), melting and solidification within the pool, and
multiple fluids or layers within a pool, were reviewed.

. What data are available for predicting heat transfer from a molten pool? As indicated
within this appendix, most data for predicting heat transfer from a molten pool were
obtained from experiments investigating steady-state heat transfer. A limited amount of
analytical and experimental studies have also been performed to investigate transient heat
transfer from molten pools. Even less data were found that were applicable to predicting
the effects of other phenomena impacting heat transfer from a molten pool, such as proto-
typic material behavior, vapor transport, etc.

. How can the existing SCDAP/RELAPS models be improved to more accurately predict
available data? The uncertainty associated with the data is reported where possible. In
addition, scoping calculations are performed to assess the possible impact of phenomena
on heat transfer from a molten pool

. Is the model currently within SCDAP/RELAPS5 adequate for predicting available data?
Scoping calculations are performed to assess differences between various steady-state cor-
relations and differences that various phenomena will have on molten pool heat transfer
predictions in a representative SCDAP/RELAPS calculation.

Section A1l of this appendix provides background information for modeling natural convection heat
transfer and representative values of parameters used to characterize natural convection heat transfer from
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molten pools that may occur in a reactor vessel during a severe accident. A summary description of the
current model in SCDAP/RELAP5/MOD3.1 for predicting heat transfer from a molten pool is also
included in Section Al. Section A2 summarizes previous experimental and numerical analyses that have
been performed to characterize steady-state natural convection heat transfer. Previous work to investigate
transient heat transfer from a molten pool is summarized in Section A3. Previous experiments
investigating molten pool heat transfer with prototypic materials are summarized in Section A4.
Section AS summarizes previous work to investigate the effects of vapor in a molten pool on heat transfer.
The impact of solidification and melting on natural convection is discussed in Section A6, and the effects
of multiple layers in a molten pool are discussed in Section A7. Section A8 summarizes conclusions and
recommendations from this study for improving the current model in SCDAP/RELAPS.

A1. BACKGROUND

In this section, dimensionless groups used to characterize natural convection heat transfer from a
molten pool are reviewed. Values for these dimensionless groups are quantified for representative severe
accident conditions. In addition, this section includes a brief description of the current model used in
SCDAP/RELAPS/MOD3.1 for predicting heat transfer from a molten pool.

A1.1 Characteristic Dimensionless Groups

For steady-state heat transfer, data are usually correlated in terms of the surface-averaged Nusselt
number, Nu, a modified Rayleigh number, Ra, and the fluid Prandtl number, Pr, which are defined by

Nu=_ (A-1)
k EAT
L
5
_ gB qm L
Ra = _('X,—V-l.(_— (A-2)
Pr =~ A-3
r = & ( = )
where
k = thermal conductivity (W/meK)
h = average heat transfer coefficient (W/mZOK)
L = a characteristic length; in a hemispherical geometry, this study has used the
radius; and in a rectangular geometry, this study has used the pool height (m)
g = acceleration due to gravity (m/s?)
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B = volumetric coefficient of thermal expansion (K/m3)

o = thermal diffusivity of the fluid in the pool (m?%s)

v = kinematic viscosity of the fluid in the pool (m2/s)

q" = volumetric heat generation rate within the pool (W/m?)

q" = heat flux from the pool (W/mz)

AT = difference between pool peak temperature and pool melting temperature (K).

It should be noted that various references differ in their definition of the Rayleigh number. In this
study, consistent definitions for the Rayleigh number are used for each geometry. Therefore, correlations
reviewed in Section A2 were modified to reflect the consistent Rayleigh number selected for each
geometry. In each section, the characteristic length used to calculate the Rayleigh and Nusselt numbers is
identified.

For transient heat transfer, data may be correlated using the Fourier number, Fo, and the transient
Rayleigh number, Ra', which are defined by

Fo= ' ' (A-4)
Ra' = % . (A-5)

For a rectangular geometry, the transient Rayleigh number may be reduced to

_ gBATL’
T oav

(A-6)

For other geometries, evaluation of Equation (A-5) requires consideration of the volume to area ratio
(see Section A3).

A1.2 Typical Ranges for Molten Pool Heat Transfer Parameters

As part of this task, the applicability of previous experimental work is assessed by comparing the
range of conditions over which the data were obtained to the range of conditions expected during a severe
LWR accident. Therefore, representative ranges for the dimensionless groups defined in Section Al.1
were quantified using representative upper and lower input values and using results from a representative
SCDAP/RELAPS5/MOD3.1 calculation. Values estimated from these sources are summarized in Table
A-1.

A-5




Table A-1. Ranges for variables used to estimate pool heat transfer parameters.

Parameter/Units Condition
Thermal Properties Coramic _ 80% U0,/20%
Material Metallic Material ZrO, (by weight)
(U0, at ~3200 K) (SS-304 at ~1700 K) (S:g[;ggl}t{i)
p, kg/m> 8400 7250 9300
cp, J/kgK 500 560 650
k, W/meK 3.8 38 3.8
B, K1 1.6e-4 3.5¢-4 7.1e-5
o, m%/s 9.0e-7 9.4e-6 6.2¢-7
v,m%/s 5.4e-7 3.2e-7 4.8¢-7
Pr 0.6 0.03 0.8
Heat Source and Lower Bound/Upper Bound Reference A-3
Geometry
q", W/m? 1.0e5/2.0e6 1.98e6
L, m (core) 1.02.4 Figure A-1
L, m (vessel) 1.0/2.8 Not available

Upper and lower ranges listed in Table A-1 were quantified using information in Reference A-1 and
Reference A-2. These values were obtained by considering a range ‘of debris conditions and reactor
designs. Metallic and debris compositions were considered in estimating values for debris thermal
properties. Volumetric heat generation rates were quantified using results from previous calculations. Pool
characteristic lengths were quantified considering pool sizes possible in the core and in the vessel lower
plenum (i.e., upper bounds for the pool radius were based on core and vessel radii).

In addition, values for these dimensionless groups were quantified based on conditions predicted in a
recently completed set of SCDAP/RELAPS/MOD?3.1 calculations performed for a Surry station blackout
event.A3 In these calculations, a molten pool is predicted to form in the core region at approximately 4.9
hours after reactor scram. At approximately 5.4 hours, the molten material within the pool in the core
region (approximately 49,000 kg of UO, and 12,000 kg of ZrO,) is predicted to relocate to the lower head,
where it forms a second molten pool. Figure A-1, Figure A-2, and Figure A-3 illustrate the time-dependent
effective radius of the pool in the core region, the peak temperature of the material in the core region, and
the RCS pressure in the core region.
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Figure A-1. Time-dependent effective radius of molten pool in the core region.
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Figure A-2. Peak temperature of core region. (Note that molten pool is not formed until after 17800 sec-
onds).
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Figure A-3. Steam pressure at top of molten pool in the core region.

Using the values in Table A-1, the Rayleigh number applicable to pools in the core region is
estimated to range from 10'2 to 1017, For pools that form in the lower head of the vessel, the Rayleigh
number is estimated to range from 1013 to 10!7. Debris Prandtl numbers are estimated to range from 0.03
to 0.8. As will be discussed in Section A2, this range of parameters is considerably different than the range
for which most natural circulation heat transfer data for fluids with internal heating were obtained.

A1.3 SCDAP/RELAP5/MOD3.1 Molien Pool Heat Transfer Model

For reference purposes, a brief description of the method used to estimate heat transfer from a molten
pool in SCDAP/RELAPS is summarized below. Note that SCDAP/RELAPS can model the formation of a
molten pool in two locations: the core region and the vessel lower head. In the core region, various axial
and radial locations are divided up into nodes; whereas in the vessel lower head, a two-dimensional finite
element conduction model, based on the COUPLE code, is used to model the molten pool and vessel. As
discussed below, the method used in SCDAP/RELAPS to estimate heat transfer to the pool boundaries is
similar for pools forming in either location. Potential uncertainties associated with the current method used
to predict heat transfer are also identified in this section.

In order to estimate heat transfer from a molten pool, SCDAP/RELAPS5 maps the volume of molten
material onto a pool with hemispherical geometry. Natural convection heat transfer coefficients from a
hemispherical pool are estimated using the following steady-state correlations recommended by Mayinger,
Jahn, Reineke, and Steinbrenner.A-A-10 Descriptions of the experimental tests used to obtain these
correlations can be found in Section A2.2.1.
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Nu, = 0.36Ra023 (A-T)

Nug = 0.54Ra%18 | (A-8)

As discussed in Section A2.2.1, these correlations are based on experimental data obtained from a
“slice” hemispherical geometry. In the experiments used to obtain these correlations, the Rayleigh number
for the experimental fluid was varied from 1 x 107 to 5 x 101°, and the Prandtl number for the experimental
fluid, water, was around 7. Hence, the ranges for which these correlations were obtained are considerably
different than the ranges expected for severe accident conditions.

According to data presented in Reference A-10, the heat transfer along the bottom surface varies with
location. A maximum downward heat flux, approximately twice the average downward heat flux, occurs at
the upper edge of the pool; and the minimum heat flux occurs at the bottom center of the pool. In SCDAP/
RELAPS/MOD3.1, the total volume of molten material, irrespective of material composition, is mapped
onto a hemispherical shape and heat transfer coefficients estimated for this idealized, hemispherical,
geometry are mapped back into the actual configuration of the molten pool. For example, the heat transfer
coefficient at the bottom center of the idealized pool is applied to the bottom center of the actual pool.

Note that two of the above simplifying assumptions may lead to erroneous code predictions. First,
the assumption that the entire volume of molten material, irrespective of melt composition, can be used to
estimate an effective radius for the pool neglects the effects of density-stratified, multiple layers on natural
convection. As will be discussed in Section A7, data indicate that models for predicting natural convection
in multiple component pools should consider phenomena, such as if there is internal heating present in one
or both layers within the pool, the potential for crusts to form at the interface between the layers, and if
material interactions will occur between the melt layers. Second, the assumption that the molten volume of
material within the pool can be mapped onto a hemispherical geometry may lead to erroneous predictions
for heat transfer coefficients. Scoping calculations performed in Section A2.3 illustrate the errors that may
be introduced when pool geometry effects are ignored.

A2. STEADY-STATE INVESTIGATIONS

A representative sample of experimental and numerical investigations performed to study heat
transfer from molten pools with natural convection and volumetric heating are summarized in this section.
In addition to the original references reporting these investigations, the present study also considered
information in previous reviews of natural convection (e.g., Reference A-4 through Reference A-8).

In general, most studies were performed using Joule heating of an electrically conducting fluid with
alternating current. The fluid is typically an aqueous solution with a Prandtl number of around 7, and
Rayleigh numbers investigated were rarely above 10'2. Several geometries have been studied.
Section A2.1 summarizes studies for flat (rectangular) geometries, and Section A2.2 summarizes studies
for curved (spherical, hemispherical, cylindrical, and torispherical) geometries. General comments about
the existing data base and recommendations for modeling pools during a severe accident are summarized
in Section A2.3.
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A2.1 Flat Geometries

Considerable experimental and numerical studies have been performed to investigate heat transfer
from molten pools with volumetric heat sources in rectangular layers and cavities. Representative studies
performed for these geometries are discussed in this section. Table A-2 summarizes the studies reviewed in
this section. Correlations developed for predicting heat transfer are graphically compared in Figure A-7
through Figure A-9. Figure A-7 compares correlations developed for rectangular cavities and layers using
experimental data. Figure A-8 compares numerically and experimentally-developed correlations for
rectangular layers and cavities with adiabatic side boundaries and constant temperature upper and lower
boundaries. Figure A-9 compares numerically and experimentally-developed correlations for rectangular
layers and cavities with adiabatic lower and side boundaries and constant temperatures upper boundaries.
In these figures, all of the correlations were evaluated for a fluid with a Prandtl number of 7. Although
some numerical studies considered fluids with lower Prandtl numbers, most of the data were obtained for
fluids with a Prandt]l number of 7.

Curves in Figure A-7 through Figure A-9 are representative of results from previous studies for
several reasons. Although there are limited data for Rayleigh numbers between 10'2 and 104, most
investigations were conducted for fluids with Rayleigh numbers less than 1012, Most data suggest that the
Nusselt number is proportional to the Rayleigh number to approximately the 1/5th power, thus, suggesting
that the heat transfer coefficient is nearly independent of the test facility’s length. The data are fairly
consistent in illustrating that heat transfer is significantly higher toward the upper and side surfaces than
towards the lower surface. There is little scatter among values predicted by correlations developed from
experiments using geometries with similar boundary conditions. As indicated in Figure A-7, data may vary
by less than 10%, which is comparable to the 5 to 15% uncertainty estimated by many of the
experimentalists for their results. Based on the work reviewed in this section, it is recommended that the
correlations proposed by Steinberner and Reineke are the most applicable for pools that may form during a
severe accident. These correlations were obtained from facilities at higher Rayleigh numbers (between 8 x
1012 and 4 x 1013y, and they appear to be consistent with much of the data obtained from lower Rayleigh
number investigations.

Additional recommendations based on the data reported in this section and in Section A2.2 may be

found in Section A2.3. Graphical comparisons of correlations presented in these two sections are also
found in Section A2.3.
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Figure A-4. Graphical comparison of correlations for rectangular layers and cavities based on experi-
mental data.
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Figure A-5. Graphical comparison of correlations for rectangular layers and cavities having adiabatic
side surfaces and constant temperature upper and lower surfaces.
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Figure A-6. Graphical comparison of correlations for rectangular layers and cavities having adiabatic
side and lower surfaces and constant temperature upper surfaces.

A2.1.1 Mayinger, Jahn, Reineke, and Steinbrenner

Reference A-5, Reference A-9, and Reference A-10 summarize results from experimental and
numerical investigations of natural convection in a fluid with uniform and constant volumetric heating.
Experiments were performed in flat, thin, rectangular and semicircular cavities of various sizes. Numerical
studies were performed for rectangular, semicircular, hemispherical, and cylindrical geometries. Results
for the rectangular geometry studies are discussed in this section.

For the rectangular geometry experiments, uniform heating within the test fluid, water, was
simulated by passing current between the top and bottom cooling channels of the cavity, which served as
electrodes. Rayleigh numbers between 4 x 10° and 5 x 1019 and a Prandtl number of 7 were investigated.
Aspect ratios of 0.5 and less were investigated, although no effects of cavity dimensions were reported in
the results. Steady state heat transfer results for the layer with constant equal temperature boundaries on
the upper and lower walls and adiabatic boundaries on the side walls were found to be correlated by

Nu, = 0.345Ra**® (A-9)

Nu, = 1.389Ra*® . (A-10)

A-14



For the layer with cooled side walls, data were obtained for water with Prandtl number of 7, and
Rayleigh numbers from 107 to 3 x 1010 in cavities with aspect ratios Iess 0.5. -

Nu, = 0.6Ra*" ' ' (A-11)
Nu, = 0.345Ra"™ (A-12)
Nu, = 1.389Ra"® . (A-13)

Reference A-5 discusses the uncertainty associated with these experiments. It is noted that there are
errors due to optical uncertainties, uncertainties in thermo-physical properties, and geometrical quantities.
The maximum error in the Nusselt numbers measured in these experiments is estimated as 15%, consisting
of uncertainties in measuring the temperature difference (< 5%), the heat flux at the boundary (~ 5%), and
the thickness of the layer (< 5%). The maximum error in the Rayleigh number is estimated to range from 5
to 25%, consisting of uncertainty in measuring the power input (< 1%), the layer thickness (< 5%), and the
thermal properties of the test fluid (< 2%), Note that the somewhat large upper estimate for error in the
Rayleigh number is attributed to a relatively large uncertainty in the layer thickness, particularly at very
low Rayleigh number where thin layers were studied. Generally, Reference A-5 estimates that the average
error in the Rayleigh and Nusselt numbers is around 10%.

Numerical studies were performed using the THEKAR R computer program.A'9 Calculations were
performed for horizontal layers with aspect ratios of 0.5, assuming that the horizontal boundaries were at
constant and equal temperature and that the vertical boundaries were adiabatic. Although computations
were also performed for layers with smaller aspect ratios, it was reported that aspect ratio had little effect
on the heat transfer results. Studies were also performed for horizontal layers with a free upper surface.
Calculations were performed for Rayleigh numbers between 10° to 2 x 1010 and Prandtl numbers between
0.04 and 10. Correlations obtained for these geometries are summarized below.

NU, igigy = 0.292Ra’ZPr**® (A-14)
NU, freey = 0.368Ra*ZPr* (A-15)
Nu, = 1.235Ra*" . (A-16)

In reviewing the work reported in Reference A-9 and Reference A-10, Reference A-5 noted that the
numerically-obtained correlations were calculated using a uniform grid distribution without using any
turbulence model. Although results obtained for the weakly turbulent regime (10° <Ra<107) and a
Prandt] number of 7 were found to agree qualitatively with the experimental work, Reference A-5
questioned whether results could be extrapolated to higher Rayleigh number regimes where the flow and
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temperature fields are characterized by thin boundary layers near the surfaces, a well mixed isothermal
core region and turbulent mixing at the wall-core region interface.

A2.1.2 Steinberner and Reineke

Reference A-11 reports results from an experimental and a numerical investigation of natural
convection in a fluid with internal heat sources in a closed rectangular cavity for Rayleigh numbers up to
3.7 x 10'3. In these experiments, water was contained in a flat rectangular cavity. A uniform volumetric
heat source was simulated using Joulean heating by passing an alternating current though the fluid. The
cavity was 0.8 m long and 0.035 m deep and wide.

To investigate heat transfer to vertical walls, two types of boundary conditions were simulated: cases
with constant temperature vertical walls of the rectangular cavity and adiabatic top and bottom walls of the
cavity; and cases with cooling on all walls of the rectangular cavity. For each case, Rayleigh numbers were
varied from 8.4 x 1012 to 3.7 x 1013, For both of the boundary conditions investigated, results indicate that
the heat transfer for the vertical walls can be described using the following relationship

Nu, = 0.85Ra%? . (A-17)

As depicted in Figure A-7, this relationship was found to be in good agreement with relationships
obtained by Mayinger et al. A Reference A-11 contains plots comparing the local Nusselt numbers as a
function of height along the side of the cavity. Results indicate that the heat flux density has a distinct
maximum at the upper part of the vertical wall and decreases towards the bottom. The maximum local
Nusselt numbers are approximately twice as high as the average Nusselt numbers predicted above with
Equation (A-9).

Reference A-11 also reports a limited number of data obtained for experiments with upper and lower
boundaries cooled and adiabatic vertical walls. The limited data obtained from these experiments indicated

that upward and downward heat transfer could be modeled using the relations below, which were
originally obtained by Jahn and Reineke in Reference A-10.

Nu, = 0.345Ra*** (A-18)

Nu, = 1.389Ra"" . (A-19)

However, it should be noted that the data obtained for predicting heat transfer upward and downward
was more limited. For example, only one data point was obtained for modeling downward heat transfer.

A2.1.3 Kulacki and Goldstein

Reference A-12 reports results from an experimental investigation of natural convection in a
rectangular cavity containing aqueous silver nitrate solution with volumetric heat sources. The upper and
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lower surfaces of the convection chamber, which consisted of copper plates, were held constant with
thermostatically controlled water circulating through a double spiral channel brass plate bolted to the back
of each copper plate. Vertical surfaces of the cavity were designed to be adiabatic. Volumetric energy
sotrces were simulated in the fluid by using Joule heating with a 60 Hz alternating current.

The study was performed to investigate the initial flow instability, the nature of the flow and mean
temperature fields in the post-stability regimes, and the heat transport within the layer and at its
boundaries. Data were obtained for Rayleigh numbers between 3.7 x 10% and 2.4 x 107, Prandt] numbers
between 5.7 and 6.4, and cavities with aspect ratios between 0.05 and 0.25. Average values of the Nusselt
number were found to correlate with the Rayleigh numbers using the following equations

Nu, = 0.329Ra*%* (A-20)

u

Nu,

1.43R2"®* | (A-21)

Temperature distributions from these experiments were used to define three approximate flow
regimes: (a) gentle laminar convection for Ra < 3 x 10%, where conduction dominates heat transfer; )
fully-developed laminar convection for 3 x 10° <Ra< 6 x 105 and (c) a region where the transition to
turbulent convection occurs for approximately Ra > 6 x 108,

In Reference A-12, the authors estimate that the combined uncertainty in their experimental results
ranges from 2 to 3% and the total experimental uncertainty in the computed values of the Nusselt number
ranges from 3 to 7%. These estimates includes uncertainty in thermophysical properties, geometrical
factors, and wattmeter readings (which were used to estimate the total power in the convection cell).

A2.1.4 Kulacki and Emara

In Reference A-13, Kulacki and Emara document results from an experimental investigation of
steady and transient thermal convection in a rectangular cavity containing aqueous silver nitrate solution
with volumetric heat sources. The layer was bounded below by a rigid adiabatic surface and above by a
rigid isothermal surface. The top plate contained channels for circulating cooling water that was
maintained at a constant temperature. A sheet of Mylar covered the top plate to insulate it electrically from
the fluid layer. Two of the side walls contained silver-plated electrodes for passing a 60 Hz alternating
electric current through the fluid. The other side walls and the lower surface were Plexiglas. Because the
layers were thin relative to their horizontal dimension, edge effects and secondary flow effects were
minimized. Thermocouples were used to measure temperatures across the layer. The response of the
thermocouples were fairly rapid (< 1 s for a 1 degree K step input) so that transient temperature behavior
could be measured. Experiments were performed to investigate the steady-state heat transfer from the fluid
to the upper surface and to investigate the time required for a layer to reach steady state as a function of
step change in Rayleigh number. Results from the steady-state experiments are discussed below; results
from the transient experiments are discussed in Section A3.1.1.

Data obtained from the steady-state experiments were correlated by
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Nu, = 0.338Ra"*” (A-22)

for fluids with Prandtl number between 2.8 and 6.9 and Rayleigh number between 4 x 10% and 4 x 10'2.
Aspect ratios investigated in the steady-state experiments ranged from 0.025 to 0.5. No attempt to correlate
the data for Prandtl number effects was made because most of the data were obtained for a Prandtl number
of 6.5.

In Reference A-13, the authors indicate that the experimental uncertainty in the Rayleigh number is
between 5 and 7%. This estimate represents the combined uncertainty in the thermophysical properties of
the aqueous silver nitrate solutions, geometrical factors (primarily the depth of the layer), and the power
consumption per unit volume. The uncertainty in the steady-state Nusselt number is estimated as between
4 and 5%.

A2.1.5 Emara and Kulacki

"Reference A-14 reports results from a numerical study to predict heat transfer from a fluid with
volumetric heat sources in a rectangular cavity. In this study, it was assumed that the side walls of the layer
were adiabatic surfaces. Calculations were performed for three cases: cases assuming that the upper and
lower surfaces were rigid and at constant temperature; cases assuming that the upper surface was rigid and
at constant temperature and the lower surface was rigid and adiabatic; and cases assuming that the upper
surface was free and at constant temperature and the lower surface was rigid and adiabatic.

For a layer with upper and lower surfaces at constant temperature, the calculations indicate that heat

transfer from the fluid to the surfaces can be predicted using

Nu, = 0.328Ra*3 . : (A-23)

Nu, = 1.041Ra™'" ' (A-24)

for Rayleigh numbers between 2 x 10° and 2 x 10°® and fluids with Prandtl number of 6.5.

For the calculations assuming an insulated lower boundary, results indicate that the heat transfer
from a fluid with a rigid isothermal upper surface and Rayleigh numbers between 1 x 10* and 1 x 10° can
be modeled using

Nu, = 0.360Ra"* (A-25)

for fluids with a Prandtl number of 6.5. Calculations performed for fluids with Prandtl numbers between
0.05 and 20 indicate that Prandtl number effects can be incorporated using
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Nu, = 0.412Ra*°p** . (A-26)

Calculation results indicate that the heat transfer from a fluid with a free isothermal upper surface
and Rayleigh numbers between 1 x 10° and 1 x 10” can be modeled using

Nu, = 0.828Ra™'*? (A-27)

for fluids with a Prandtl number of 6,5. Calculations performed for fluids with Prandtl numbers between
0.05 and 20 indicate that Prandtl number effects can be incorporated using

Nu, = 0.759Ra™'"*pr**® . (A-28)

Calculation results for the rigid, isothermal upper boundary were compared with the experimental
data obtained by Kulacki and Emara®™!3 and found to be in good agreement for the range of Rayleigh

numbers for which these calculations were performed.

A2.2 Curved Geometries

Experimental and numerical studies have been performed to investigate heat transfer from molten
pools with volumetric heat sources in hemispherical, spherical, and torispherical cavities. Key studies
performed for these geometries are summarized below. Table A-3 summarizes the studies reviewed in this
section. Correlations developed for predicting heat transfer are graphically compared in Figure A-10
through Figure A-12. Figure A-10 compares correlations obtained from two-dimensional numerical and
experimental studies. Figure A-11 compares correlations obtained from three-dimensional geometries with
hemispherical lower surfaces. Figure A-12 compares correlations obtained from three-dimensional
cylindrical and torispherical geometries.

As illustrated in these figures, the Rayleigh numbers investigated in some of these experiments are
higher than Rayleigh numbers investigated in experiments discussed in Section A2.1. Several tests were
performed for Rayleigh numbers above 10'2. However, the peak Rayleigh numbers investigated were
limited to 1013, which is still lower than the upper bound of 1017 estimated for severe accident conditions.
Likewise, the data discussed within this section were primarily obtained using aqueous solutions with
Prandt]l numbers of 7.0 instead of the lower values expected for fluids in molten pools that would form
during a severe accident.

Data in Figure A-10 through Figure A-12 exhibit considerably more scatter than data reviewed in
Section A2.1. Although most correlations indicate that the heat transfer toward the upper boundary is
higher than toward the lower boundary, the correlations proposed by Mayinger®? suggest that heat
transfer to the upper boundary is higher. There is also discrepancy about the effects of the test facility’s
height to radius ratio. Some correlations indicate that the height to radius ratio impacts results, whereas
other tests indicate that this ratio did not impact heat transfer. Note that the independence of heat transfer
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with the length scale of the facility is consistent with the ~0.2 exponent recommended in most of the heat
transfer correlations proposed by studies reviewed in Section A2.1 and Section A2.2.

Although there is a large amount of uncertainty associated with this data, it is currently
conditions. These correlations were based on tests performed at higher Rayleigh numbers and appear
consistent with correlations obtained from many of the other experiments. Nevertheless, the data reviewed
in this section indicates that there is still considerable uncertainty in modeling the heat transfer from a fluid
with uniform heating. In particular, information presented in this section indicates that additional research
is needed to investigate possible three-dimensional effects on heat transfer that may not have been
observed in the “slice” geometry used for the Kymaéldinen, et al. COPO tests.

Additional recommendations based on the data reported in Section A2.1 and A3.2 may be found in

Section A2.3. Graphical comparisons of correlations presented in these two sections are also found in
Section A2.3.

A-20



Jeuswradxyg

&) zapso = PN

[61-v] y@ pue eysy 019920 91061 101 03 ;01 oo H'®
c-S:oEtomxm
[81-V] I4Q pue ziuelg 019¢'0 910161 101 X ¥ 03 4,01 2oPdss0 = PaN m
[ewswadxy oo«
[L1-v] (&) ;. Fus50 = PN
UOSI[[H pue ‘o[nsse)) 10qen 10360 LOYe~  [OIX$ 0o 01XT 11 H
|
JeonawnN EASS0 = PN oo
[01-V*6-V] 1ouuaIquio)g _ ¢o
pue ‘ajaurey ‘uyef “ro3urkejy L5S0  40TXS0 0T XL 22dr0 = "nN
p: | .
oN.oﬁm:_.oévmo = PaN T
[euswiadxy ..__.
[91-v] 61:0BUS80 = "N ’
snouejosy ], pue ‘0ISISUOH rmeent
‘ojsnony, ‘usure[pwAy 960 °'¢E L qc101 03 ;01 gezoPUSVED = "ON
gro?ars0 = PaN
—&OﬁOE—.—Z . NMMF.O = ==Z oo e ) —g—
[01-v*6-V] seuuaiquielg 810
pue ‘ojoursy ‘utef ‘o3ulfey I L QOIXP¥3> p1o?dST0 = PN
Rdﬁm:_.%mﬁ.o = PaN m
reyuawpadxy N ——
[01-V*6-V] 3suuaIquinrg
pue ‘oyauray ‘uyef ‘reSurke 101€0 L 0101 XS 03,01 zoB9E0 = "ON
BIR(q JO odAy,
‘oousayey J/H g £2d UONB[2LI0)) Anowoan

*sonIARD [eolraydsuo) pue ‘fesuoydsrusy ‘feowrayds 10§ pamalAal SAIPNIS UOHOIAUOD [RINEU [eolISWINU pue feuswiradxa Jo Areunung g~y ajqel

A-21




*[[BMSPIS [EDLIPUI[AD SU} PUE WO}0G PAAIND 9} U2am1aq uonoun( sy mofaq sem W1y [ood at ‘osed sIy) UuJ 'y

A0 A
-:lvmm = ey pue i QN Se pouyep aIe sioquinu ySrojAey pue J[assnN Y3 ‘Apms Iy} ui saseo jje 10, ‘3
W "

A0 A
3 = vy pue e NN Se pouyop 9Ie srequnu ySa[dey] pue [ossnN] 9y} ‘Apmis SIy) Ul S350 [fe 104 °J
m L1}

*90JINS P[00 PISL € pUE ‘90BLINS Paje[nsur PISLI € ‘90BJINS 991] € jpajss) S19M SUONIpuoo Arepunoq aoepns Jaddn jood o sady saryy, o
“1re 0) pasodxe sem syuswpradxs asotp ut jood jo 9oeqns Jaddn) “p

01 X = Y 10J pajen[eaq ‘o

m$ = ey E:&P = nN Se pouysp are siaquinu YSra[dey] pue 3jossaN 2u) ‘Apnis SIY} Ul 9Sed I9JSUI) JesY PIemumop oY) 104 °q
H w HY
§
JAD *3)0u}00J € £q pajouap aIe pasn ore Jaquunu YSio[Aey] oY) pue I9quInd JassnN
91} J0J SUORIUYSP SJUIAN[E AIIYM S3SBD * “5r g =% pue % = NN Se pauyop o1e srequinu ySio[Aey] pue J[ASSN S} ‘Sose0 JSOUI UL JISYM ‘B
W "
8¢ .
IVI0LgT 961 $101 ¥ T 01 ;0T X9 12z d08C0 = "ON
8'9 .
180 aee m—OM Xj0} o.—oﬁ Xy oo_.omyzs.ﬁ = 0N
°€001080 LOILT 0IXEOI0TXE sz1oBU0TET = "nN
feluswedxy 6'S .
[S1-V] pjoeny] pue UIN ycco OTT 3g90TX103,01%X6 1z10°d980T = "N
mO~ 0} mOﬁ w_.omﬂmov.o = W:Z |_w
60T 01 501 oro?dSE60 = PN \__..
[EQHRWON 0 X SB8T = '
[01-V*6-V] Iouuaiquialg 601 01T avo” I8¢ N
pue ‘oyouroy ‘uyef ‘TeJulfey (4 L 301 XT 01 0] 2zoBUPED = "nN
eiRe(q Jo °dAL
‘9ousIojoy d/H d 2%l UONE[aLI0D) Anowoap

‘sanIA®o [eoL1aydsLio) pue ‘[estroydsiuay ‘fesuayds 10J PomorAdl SSIPNIS UONOIAUOD [RINJRU [BOLISWNU pue [ejuswiiadxa jo Arewwung “g-y ajqe]

A-22



104 T T T T T T T T T T
Mayinger - Experimental
--A-- Nu,
--X~- Nus (HR=1.0) . -
108 --+-- Nu, (HR=0.5) ]
Mayinger - Numerical 2D ]
seee@--- Nu,
IEITY ¢ TR Nud . /
102" ’A—”&’A" -
- -
3 T X
A a_—,:d"
. e x3c T
L W 7
o
g o Kymalainen, et al. - Experimental
-------- alainen, .- |
100-’-0 R T Nuu
—e— Nus (H/R=1.0)
—a— Nu,
10+ 1 1 1 1 1 [ 1 1 1 I
104 10 10® 107 10% 10° 10 10" 10 10" 10" 10%
Ra

ZI30-WHT-194-09¢.

Figure A-7. Graphical comparison of numerically and experimentally-based correlations for curved
two-dimensional “slice” geometries.
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Figure A-8. Graphical comparison of numerically and experimentally-based correlations for curved
three-dimensional geometries.
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Figure A-9. Graphical comparison of correlations for curved three-dimensional cylindrical/torispherical
geometries

A2.2.1 Mayinger, Jahn, Reineke, and Steinbrenner

References A-5, A-9, and A-10 summarize results from experimental and numerical investigations of
natural convection in a fluid with uniform and constant volumetric heating. Experiments were performed
in flat, thin, rectangular and semicircular cavities of various sizes. Numerical studies were performed for
rectangular, semicircular, hemispherical, and cylindrical geometries. Results for spherical, cylindrical and
hemispherical geometry studies are discussed in this section.

Experiments were performed in a thin, semicircular or circular segment, two dimensional test cell
containing water. In order to obtain electrodes with uniform spacing in this geometry, the sides of the test
cell, which must be transparent in order to allow recording of the interference picture, were used as the
electrodes. Hence, the glass plates bounding the sides of the test cavity were coated with a layer of SnO,.
Upper and lower boundaries of the test cell were electrically insulated metal plates which contained
channels for circulation of cooling water. The radius of the semicircle was varied from 0.025 to 0.280 and
the height of the circular segment (at the centerline) was varied from 0.3 R to R. It should be noted that
results from this “slice” test have been applied in many severe accident analyses and are currently the basis
for the molten pool heat transfer model in SCDAP/RELAPS5/MOD3.1 (see Section A1.3).

For the semicircular, two-dimensional test cell, the following heat transfer correlations were
obtained:

Nu, = 0.36Ra*® (A-29)
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Nu, = 0.54Ra"® (A-30)

for 10’ <Ra <5 x 1010 and a Prandtl number of 7. Note that both the Nusselt number and the Rayleigh

number are defined in terms of the radius of the semicircle. As discussed above in Section A2.2.1, the
average experimental error in the Nusselt and Rayleigh numbers is estimated as approximately 10%.

In these experiments, it was noted that there were three different areas of flow behavior. On the upper
wall, a non-uniform eddy flow was observed. In the lower part of the cavity, a stable, calm liquid layer
formed. In the upper half of the curved bottom, isotherm patterns typical of a cooled vertical wall occurred.
Hence it was concluded that the Nusselt number varied considerably across the cooled surface and the
local distribution of heat transfer on the semicircular segment was measured. Results, which are plotted in
Figure A-13, indicated that the local Nusselt number at the top of the cavity may be over twice as large as
the average Nusselt number.

Thus, for an example case with a Rayleigh number of 1010, the average upward and downward
Nusselt numbers are 71.8 and 34.1, respectively. Applying the experimental curve shown in Figure A-13
to the average downward Nusselt number of 34.1, this yields a local Nusselt number of 6.8 at the bottom of
the hemisphere (0 degrees), a Nusselt number of 32.7 at an angle of 45 degrees from the bottom, and a
Nusselt number of 66.8 at the top (90 degrees). Thus, the curve shown in Figure A-13 gives a fairly
continuous distribution for the local Nusselt numbers with values that are fairly consistent with the average
Nusselt numbers predicted by Equations (A-29) and (A-30). Additional discussion about the variation in
local heat flux along the bottom surface of various test facilities may be found in Section A2.3.
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Figure A-10. Ratio of local to average Nusselt number for a semicircular cavity®10,

For the circular segment test cell, the following heat transfer correlations were obtained for fluids
with Rayleigh numbers between 107 and 5 x 1010 and a Prandtl number of 7:
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Nu, = 0.36Ra"% (A-31)

0.26
Nu, = 0.54Ra>" (g) (A-32)

where the Nusselt and Rayleigh numbers are defined in terms of R, and 0.5 <H/R < 1.0.
For a cylindrical geometry, numerical studies were performed using the THEKAR R computer
program.A'9 Analyses were performed assuming that all surfaces of the cylinder were at constant and equal

temperatures. Rayleigh numbers between 10° and 1.5 x 107 were considered for a fluid with Prandtl
number of 7. Results indicate that heat transfer can be predicted using the following correlations:

Nu, = 0.34Ra"? (A-33)
for 10° <Ra <1.5 x 107 and Prandtl number of 7,
Nu, = 2.8Ra"” (A-34)
for 2 x 107 <Ra < 10° and Prandtl number of 7,

Nu, = 0.935Ra>"° (A-35)
for 10° <Ra < 10? and Prandtl number of 7, and

Nu, = 0.495Ra""® (A-36)

for 10° <Ra < 10° and Prandtl number of 7. In Table A-3, it is noted that the characteristic length for the

Rayleigh and Nusselt numbers is the height of the cylinder and that calculations assumed a right circular
cylinder with a height to diameter ratio of 1.0.

In these calculations, a uniform grid was assumed and no turbulence model was included. As
discussed above in Section A2.2.1, Reference A-5 noted that it is questionable if low Rayleigh number
results could be extrapolated to higher Rayleigh number regimes where the flow and temperature fields are
characterized by thin boundary layers near the surfaces, a well mixed isothermal core region and turbulent
mixing at the wall-core region interface.
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For the two-dimensional semicircular slice and three-dimensional hemispherical geometries,
numerical studies were performed using the THEKAR H1 and THEKAR H2 computer programs.A'9 The
THEKAR H1 version uses a uniform grid mesh with no turbulence model. For higher Rayleigh numbers,
the H2 version of THEKAR was used because it includes a nonuniform grid mesh and a turbulence model.
For a filled, two-dimensional, semicircular cavity with rigid surfaces at constant and equal temperatures,
the following correlations were obtained for fluids with a Prandtl number of 7 )

Nu, = 0.25Ra*" ' (A-37)

Nu, = 0.73Ra*" (A-38)

for fluids with Rayleigh number less than or equal to 4 x 105. For fluids with higher Rayleigh number (10’
< Ra < 10'1), the following correlations were obtained

Nu, = 0.36Ra"® (A-39)

Nu, = 0.54Ra"® . . (A-40)

In these correlations, the cavity radius is the characteristic length in the Rayleigh and Nusselt
numbers. Limited results are presented for the variation for the local Nusselt number on the semicircular
floor. For a Rayleigh number of 1019, the local Nusselt number reaches a maximum at the edge of the
cavity (for @ = 90°) which is about 10 to 15 times the value at the center (for ¢ = 0°).

For a filled, three-dimensional hemispherical cavity with rigid surfaces at constant and equal
temperature, the following correlations were obtained.

Nu, = 0.4Ra™ (A-41)

Nu, = 0.55Ra*? (A-42)

where the length parameter in the Nusselt and Rayleigh number is the pool radius. The above correlations
were obtained for a range of 7 x 106 <Ra <5 x 10" and a Prandtl number of 0.5. It is noted in Reference
A-5 that the local Nusselt number is a minimum at the center (for ¢ = 0°) and increases to a maximum
near the upper edge (for @ = 90°). Edge values of the Nusselt number were found to be from 2 to 6 times
the minimum value at the center, depending on Rayleigh number.

The above correlations exhibit a peculiar behavior compared to other correlations obtained for these
geometries. Equations (A-41) and (A-42) suggest that the Nusselt number for heat transfer in the upward
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direction is smaller than the Nusselt number for heat transfer in the downward direction. As illustrated in
Figure A-11, this contradicts correlations obtained for a two-dimensional configuration. Furthermore, it
appears to not be consistent with the authors suggestion that the local Nusselt number should be increasing
as one moves near the upper edge of the pool.
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Figure A-11. Graphical comparison of numerical correlations for curved geometries.

It should be noted that in obtaining the numerical correlations with THEKAR H2, the calculations
assume that the turbulent exchange coefficient are in the form of

g = a’Ra™ (A-43)

where a' and m' are determined by trial and error until good agreement is obtained between the numerical
calculations and results obtained from the semicircular slice experiments. Therefore, it appears that the
numerically obtained correlations obtained by these authors may not be independent from the experimental
data obtained.

Furthermore, Reference A-5 questions the rigorousness used to obtain THEKAR H2 results with a
nonuniform mesh. It is concluded in Reference A-5 that the uniform mesh size selected is probably
adequate for results obtained in the laminar regime. In the lower Rayleigh number regime, pure laminar
convection occurs, thus a uniform grid distribution appears adequate because computational results
compared well with experimental results. However, in the higher Rayleigh number where turbulent flow
and boundary layers occur near the surface, a non-uniform mesh was used. Although results obtained with
the nonuniform grid size distribution appears to agree with experimentally-obtained results, Reference A-5
suggests that a fundamentally different approach must be used if results are to be extrapolated to pools with
Rayleigh numbers of interest to severe accident analysis (> 1012,

A-28



A2.2.2 Min and Kulacki

Reference A-15 presents results from an experimental study to investigate transient and steady-state
heat transfer from an internally heated fluid layer bounded below by a spherical segment. Results from the
steady state experiments are reported below; results from the transient experiments are reported in
Section A3.1.2.

Volumetric energy sources used in these tests were produced by Joule heating with alternating
current passing between the upper and lower surfaces of the convection chamber. The test fluid, an
aqueous copper sulfate solution, was bounded from above by a rigid, isothermal horizontal surface and
from below by a rigid, zero heat-flux surface. The convection chamber consisted of a right circular
cylinder mounted on a spherical segment with a horizontal circular top plate which could be raised or
lowered according to the depth of the fluid in the chamber. The right circular cylinder had a 0.914 m inner
diameter and was 0.610 m in height. Its interior surface was covered by a 0.2 mm thick mylar sheet to
electrically isolate it from the lower surface and the fluid. A rubber gasket was placed a the joint between
the cylinder and the spherical segment to further isolate them electrically and to prevent leakage of the
fluid. The spherical segment had a total polar angle of 60 degrees. Experimental data were obtained for
layer geometries that range from nearly a spherical segment to a spherical segment with a superimposed
horizontal layer. Two sizes of aluminum top plates were used in these experiments: a larger plate for tests
with aspect ratios (the ratio of the maximum fluid depth, H, to the spherical segment diameter, D) between
0.148 and 0.703, and a smaller top plate for tests with an aspect ratio of 0.108. Channels were machined
into the plates for circulation of cooling water to maintain them at constant temperature. The convection
chamber was thermally insulated by a minimum of 0.051 m of Styrofoam on all sides and a 0.006 m layer
of plywood.

Data from the steady-state tests indicate that Nusselt numbers were influenced by the layer aspect

ratio. For tests with an aspect ratio of 0.108, which corresponds to a total polar angle of 29° being
encompassed, the following correlation was suggested

Nu, = 2.086Ra*'" (A-44)

based on data from tests using fluids with Prandt]l numbers between 2.1 and 5.9 and Rayleigh numbers
between 9.1 x 107 and 1.3 x 10'°,

The remaining tests considered fluids with higher aspect ratios, so that an entire total polar angle of
60 degrees was encompassed. The following correlation was developed for tests with aspect ratios of 0.148
and 0.158, Rayleigh numbers between 3.1 x 108 and 3.5 x 101!, and Prandtl numbers between 2.7 and 7.0

Nu, = 2.320Ra*'” . (A-45)

For tests with an aspect ratio of 0.403, the following correlation was obtained for fluids with
Rayleigh numbers between 3.5 x 10'0 and 1.4 x 10!3 and Prandtl numbers between 2.3 and 6.8.
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Nu, = 1.091Ra>'® . (A-46)

In tests with aspect ratios between 0.686 and 0.703, the following correlation was obtained for fluids
with Rayleigh numbers between 5.5 x 101! and 1.6 x 104 and Prandtl numbers between 1.9 and 5.8.

Nu, = 0.280Ra"%®" . (A-47)

These correlations are graphically compared in Reference A-15. Results indicate that the correlations
approach the correlation suggested by Kulacki and Emara® 13 for a horizontal layer with an insulated
lower boundary as the test aspect ratio increases.

In Reference A-15, the authors indicate that the experimental uncertainty in their results for the
Nusselt number is between 4.5 and 6% and for the Rayleigh number is between 24.5 and 30%. This
estimate represents the combined uncertainty in the thermophysical properties of the copper sulfate
solution, geometrical measurements (such as the layer depth and the convection chamber dimensions), the
power losses, non-uniformity in the volumetric energy source strength, and temperature measurements.

A2.2.3 Kymaldinen, Tuomisto, Hongisto, and Theofanous

Reference A-16 presents results from COPO experiments conducted to investigate heat transfer from
an internally heated ZnSO4-H50O solution to the walls of a two-dimensional “slice” representative of the
torispherical Loviisa VVER-440 reactor vessel. The test section is half-scale and geometrically similar to
the Loviisa vessel lower head. It measures a span of 1.77 m and allows a maximum pool depth of 0.8 m.
The thickness of the slice is 0.1 m. The flats of the test section are built from poly-carbonate plates and are
heavily insulated. The inside of the plates are lined with seven pairs of electrode strips. The sides, top, and
bottom walls of the facility are maintained at constant temperatures by a total of 59 separate cooling units.

Two pool heights were investigated, 0.6 m and 0.8 m. The experimentally measured local heat fluxes
were grouped and averaged over the pool top boundary, the vertical pool boundary, and the lower, curved
pool boundary. Results indicate that the data for predicting heat transfer from the upper and side wall
surfaces were in good agreement with the following correlations proposed by Steinberner and Reineke -1
for heat transfer from a rectangular cavity (see Section A2.1.2)

2
=
I

. = 0.345Ra"> (A-48)

2
]
]

. = 0.85Ra™ . (A-49)

It should be noted that larger variations between the data and the correlation for predicting upward
heat transfer were observed for Rayleigh numbers above 5 x 10'4. For for a Rayleigh number of 1.6 x 1015,
COPO data were approximately 30% higher than predicted by Equation (A-48).
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For the downwards heat flux, the data were found to compare fairly well with the following
correlation developed by Mayingeljs"9 (see Section A2.2.1)

0.26
Nu, = 0.54Ra"" (31) , (A-50)

where the characteristic length used in the Nusselt and Rayleigh numbers is the curved height of the test
vessel, H..

Local heat flux measurements indicate that the horizontal heat fluxes were fairly uniform. Although
this result is in contrast to the results obtained by Steinberner and Reineke,A'11 the authors of Reference
A-16 attribute the difference to the fact that the Rayleigh numbers investigated in the COPO facility were
nearly two orders of magnitude higher and that the aspect ratios investigated in the COPO facility were
considerably higher (between 3.4 and 5.6 for the COPO tests as opposed to 1 in the Steinberner and
Reineke tests). Both of these factors were felt to produce unsteady and “broken” recirculation flow patterns
favoring uniformity of heat flux on the vertical boundary.

Local heat flux measurements for the lower, curved boundary indicate that the decrease in heat flux
is nearly linear, decreasing from approximately 2.5 to nearly zero at the bottom. This decrease is much
more gradual than observed by Frantz and Dhir for the hemispherical tests reported in Reference A-18 (see
Section A2.2.5) and by Asfia and Dhir for the hemispherical tests reported in Reference A-19 (see
Section A2.2.6). The authors of Reference A-16 note that this difference may be due to the limitations of
their “slice” geometry, which may preclude flow convergence. Additional discussion about the variation in
local heat flux along the bottom surface of various test facilities may be found in Section A2.3.

A2.2.4 Gabor, Cassulo, and Ellison

Reference A-17 reports results from experiments conducted to investigate heat transfer from an
internally heated ZnSO4-H,O pool to the walls of copper hemispherical containers, ranging from 0.24 to
0.32 m. The copper container served both as a heat transfer surface and as an electrode. The opposing
electrode was a copper disk, located at the center of the top surface of the pool. The container was cooled
by water flowing through copper cooling coils, that were soldered to the outside of the hemisphere. The
upper surface of the pool was open to the atmosphere. Average Nusselt number data were obtained for
Rayleigh numbers ranging from 1.9 x 1010 t0 3.8 to 1011, Three different sizes of hemispherical containers
were used with diameters of 0.24 m, 0.28 m, and 0.32 m. Heat transfer measurements were made with all
three containers filled to pool depths equal to the radius. Pool depths to radius ratios of 0.5, 0.667, 0.813,
and 1.0 were investigated in the 0.28 diameter container.

The heat transfer to the hemispherical surface was correlated by

Nu, = 0.55Ra*" . (A-51)

The data obtained with the 0.28 diameter container with varying pool depths were correlated by
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H L1

Nu, = 0.55Ra°"5(R) . (A-52)

As illustrated in Figure A-11, the data lie below the curve obtained from Mayinger et al A9 The
authors attribute the lower values obtained from this experiment to several differences between the manner
in which the experiments were conducted and in the assumptions used to derive the Mayinger experimental
model. For example, the Mayinger model is based on uniform heat generation throughout the pool whereas
the Gabor, et al., experiment was conducted using a heat source which decreases radially from the center
electrode.

A2.25 Frantz and Dhir

Experiments were conducted to examine natural convection heat transfer in an internally heated
partially filled spherical pool with external cooling.A'18 In these experiments, Freon-113 was contained in
a Pyrex bell jar, which was cooled externally with subcooled water. The upper surface of the pool was
exposed to the atmosphere. The pool was heated using a 750 W magnetron taken from a conventional
microwave. The experiments were performed varying the pool depth and the Rayleigh number. Average
Nusselt number data were obtained for Rayleigh numbers from 102 to 10 13 and pool depth to radius
ratios of 0.4, 0.61, and 1.0 were studied.

Data obtained from these experiments indicate that the pool was significantly stratified, with more
stratification occurring near the base of the pool than in the upper part of the pool. The local heat transfer
coefficients were found to be lowest at the base of the vessel (at 0 degrees) and increase to nearly twice the
mean value at pool free surface (67 to 90 degrees, depending on the value of the pool depth to radius
investigated). Additional discussion about the variation in local heat flux along the bottom surface of
various test facilities may be found in Section A2.3.

The mean Nusselt numbers estimated from these experiments were found to compare favorably with
estimates obtained from Mayinger, et al A9 for heat transfer along the downward, curved surface of a
hemispherical cavity. Unlike results from Gabor, et al,>17 data from these experiments did not indicate
that the value of the pool depth to radius ratio affected the Nusselt number.

A2.2.6 Asfia and Dhir

Additional experiments were conducted to investigate the influence of pool surface boundary
conditions on natural convection heat transfer to the bounding walls of partially filled spherical
cavities.*"1° Three types of boundary conditions were investigated: a free surface, a nearly insulated rigid
wall, and a cooled rigid wall. These tests were performed using the same test setup used by Frantz and Dhir
(see Section A2.2.6). Namely, the pools containing Freon-113 were volumetrically heated using a 750
Watt magnetron from a conventional microwave. The Freon-113 was contained in a Pyrex bell jar, that
was cooled externally with subcooled water. Vessel diameters of 0.152, 0.21 and 0.44 were tested. Pool
heights were varied to obtain data for pools with height to effective radius ratios between 0.21 and 1.0.
Nusselt numbers were obtained for pools with Rayleigh numbers between 10'! and 104,
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For the downward heat transfer, the following correlation was developed for predicting the
dependence of Nusselt number on pool Rayleigh number

0.25
Nu, = O.54Ra°'2(-g) )

(-]

(A-53)

where the characteristic length used in the Nusselt and Rayleigh numbers is the pool effective radius. Heat
transfer data from their tests were found to correlate with Equation (A-53) within £10%. Average heat
transfer coefficients from pools with rigid insulated surfaces and rigid cooled surfaces were found to be
about 5-10% higher than from pools with free surfaces. As discussed in Reference A-19, the correlation
developed from this data is very similar to the numerical correlation developed by Mayinger for a
three-dimensional hemispherical cavity (see Equation (A-41) and Figure A-8). Hence, it was concluded by
Reference A-19 authors that the Mayinger correlation is also applicable to their data.

Figure A-12 compares ratios of the local to average heat transfer coefficient as a function of angular
position measured from the lower stagnation point. Data are plotted for each type of pool surface boundary
condition considered for cases where H/R, = 1. In addition, data are shown for a pool with a free upper

surface and H/R, = 04.
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Figure A-12. Comparison of local heat transfer results from selected tests
As illustrated in Figure A-12, the heat transfer coefficient is lowest at the stagnation point and

increase along the periphery of the spherical segment. This increase was observed to occur within a shorter
angle in cases with H/R,, < 1. In cases where a rigid insulated or cooled surface is present, the location of
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the maximum heat flux is shifted downward. Additional discussion about the variation in local heat flux
along the bottom surface of various test facilities may be found in Section A2.3.

A2.3 Summary and Recommendations

As discussed in Section A1.3, the current model for predicting heat transfer from a molten pool in
SCDAP/RELAPS is based on steady-state heat transfer data obtained by Mayinger, et. al., in a
two-dimensional “slice” hemispherical cavity. In the code, the total volume of the molten pool is mapped
onto a hemispherical geometry, and two correlations are used to predict the average heat transfer on the
upper and lower surface of this hemisphere. On the lower surface, data from Jahn and Reineke from the
same hemispherical slice cavity is used to predict heat transfer as a function of angle. In this section, the
applicability of correlations obtained from this test facility is reviewed in light of other data obtained for
predicting heat transfer from a pool with volumetric heating at steady-state. Based on this review, several
modifications to the current SCDAP/RELAP5 model for predicting heat transfer are recommended.

As discussed within Section A2.1 and Section A2.2, a considerable number of numerical and
experimental investigations have been performed to predict steady-state heat transfer from molten pools.
Both flat and curved geometries have been considered for two- and three-dimensional test cavities. In
addition, various “fixed” boundary conditions, such as adiabatic and constant temperature conditions have
been investigated. The studies are limited in the fluid Prandtl number and Rayleigh number ranges that
have been considered. For example, experimental investigations typically use conducting aqueous
solutions with a Prandtl number of approximately 7, which is considerably higher than the 0.03 to 0.8
range estimated for fluids in severe accident molten pools in Section Al1.2; and Rayleigh numbers in the
experimental investigations reviewed are less than 1013, which is considerably less than the 10'7 upper
limit estimated for severe accident molten pools in Section Al.2. However, there are considerably more
data available for predicting heat transfer from a molten pool than were available at the time that the
current model was implemented into SCDAP/RELAPS.

Figure A-13 through Figure A-15 compare correlations obtained from investigations concentrating
on fluids with higher Rayleigh numbers. Figure A-13 compares correlations for predicting upward heat
transfer; Figure A-14 compares correlations for predicting horizontal heat transfer; and Figure A-15
compares correlations for predicting downward heat transfer. In these figures, curves marked “Mayinger
-experimental slice” correspond to correlations currently used in SCDAP/RELAPS. A dashed curve,
labeled “Recommended,” is included in each figure that corresponds to correlations that this review
indicates should be used for modeling molten pool behavior in SCDAP/RELAPS. These “Recommended”
correlations correspond to data obtained from the Kymdldinen, et al. COPO tests. As noted in
Section A2.2.3, these tests considered higher Rayleigh number fluids. Furthermore, as illustrated in
Figure A-13 through Figure A-15, these correlations are consistent with many of the correlations
recommended from several other two and three dimensional investigations.
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Figure A-13. Comparison of high Rayleigh number correlations for predicting upward heat transfer.
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Figure A-14. Comparison of high Rayleigh number correlations for predicting horizontal heat transfer
(to side walls).
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Figure A-15. Comparison of high Rayleigh number correlations for predicting downward heat transfer.

It is interesting to note that although the correlations plotted in these figures were obtained from
various cavity geometries, there is generally less scatter than from correlations obtained from a single
geometry. An obvious exception where more scatter is observed is with correlations obtained for
hemispherical geometries (Mayinger - numerical hemisphere, Frantz and Dhir - experimental hemisphere,
Asfia and Dhir - experimental hemisphere, Gabor - experimental hemisphere). Although one might
conclude that these differences suggest that two-dimensional data are not applicable to three-dimensional
geometries, one should note that there is considerable disagreement among the three-dimensional
investigations. Furthermore, information in Section A2.2 suggests that there may have been more
uncertainty associated with the experimental hemispherical investigations and that the numerical study
may have incorrectly modeled turbulent heat transfer. Therefore, this study recommends the correlations
corresponding to the two-dimensional COPO test results, which in many cases are consistent with the
Steinberner and Reineke correlations obtained using a three-dimensional rectangular cavity.2

Figure A-16 compares local heat flux measurements for the lower, curved boundary in the Mayinger,
et al. slice tests, the Frantz and Dhir hemispherical tests, the Asfia and Dhir hemispherical tests, and the
Kymaliinen, et al. COPO slice tests. Although results in Figure A-16 indicate a significant difference in
the manner that the local heat transfer coefficient will vary as a function of angle along the pool’s lower
surface, the curves are similar in that they go from nearly zero on the bottom surface (at zero degrees) to
approximately a factor of 2 or 2.5 at the point where the bottom intersects the vertical wall (at
approximately 90 degrees for the Frantz and Dhir, the Asfia and Dhir H/R, = 1 tests, and the Mayinger

a. Discussions indicate that the recommended correlations are consistent with results from recently com-
pleted natural convection heat transfer tests at the University of California - Santa Barbara.A-20
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tests, approximately 50 degrees for the Asfia and Dhir H/R,, = 1 test, and approximately 45 degrees for the
Kymiildinen tests). Results from geometries with pool depth to radius ratios less than unity consistently
indicate a much steeper rise in local heat transfer. However, results from the torispherical COPO slice tests
indicate a much more linear increase in the local heat transfer coefficient than observed in any of the other
experiments. Although data from the recently obtained Asfia and Dhir and Frantz and Dhir ‘Themispherical
tests are consistent, it should be noted that they were obtained from the same experimental setup. Results
from the Asfia and Dhir tests also indicate that upper pool surface boundary conditions also have a slight
effect on variations in the heat transfer coefficient.

3.0 T T a T i ! ' ' '
s Mayinger (H/R = 1.0)
-—— Frantz & Dhir (H/R =1.0)
25T astia & Dhir (H/R =1.0): ~ -/ ]
-—-—Free surface <
------ Rigid insulated surface et
2.0 | »— — Rigld cooled surface N ]
[=] o a7 ;o
=g ....... Kymaliinen (H/R = 0.4) / '/ \.
£ 15| Asfia& Dhir (VR =0.4): )
Free surface o
2 € /.'//l' /
1.0 ///, ./ -
. e
e
0.5 ]
0.0 B —,-::’ - 1 1 1 ' 1 : 1
0 10 20 30 40 50 60 70 80 90 100
Pool angle (deg) L

Figure A-16. Comparison of local heat transfer results

Because the data for predicting local heat transfer are limited and because the Mayinger curve,
which is currently used in SCDAP/RELAPS, appears to give an average of the results obtained from other
experimental setups, it is suggested that SCDAP/RELAPS continue to use the Mayinger results for
modeling variations in the local heat transfer coefficient along the bottom surface. Note that the Mayinger
results are applied in a manner that allows heat transfer coefficients to rise more rapidly along pool
surfaces with pool depth to radius ratios less than unity so that the maximum value of approximately 2
occurs at the point where the bottom intersects the vertical wall.

It should be noted that the proposed recommendations would result in the code’s model considering
semicircular segment and torispherical geometries rather than mapping the pool’s shape onto a
hemispherical geometry. As discussed above, this recommendation will be implemented by including a
separate correlation for horizontal heat transfer and applying the geometry correction factor suggested by
Kymiliinen (and originally in the Mayinger, et al correlation). Scoping calculations were performed to
illustrate the effects of accommodating geometry effects using the recommended downward heat transfer
correlations. In these calculations, the 80 wt% UO, and 20 wt% ZrO, mixed oxide compound predicted in
the Reference A-3 calculations was assumed. As illustrated below in Figure A-17, results indicate that heat
transfer coefficients do vary when the correct geometry is considered. For the example considered, these
geometry effects were found to impact the heat transfer coefficient by up to 20%.
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Figure A-17. Comparison of heat transfer coefficients predicted when geometry effects are considered.

In summary, it is suggested that the steady-state heat transfer correlations used in SCDAP/RELAP5
be modified to reflect data obtained from more recently completed, higher Rayleigh number results from
the COPO facility. Note that implementation of this recommendation would allow more general shapes of
molten pools to be modeled (from a semicircular segment to a cylinder bounded below by a curved lower
surface). Data for predicting variations in local heat transfer on the curved lower surface were also
reviewed. However, at this time it is felt that SCDAP/RELAPS5 should continue to use the Mayinger data
for predicting local values on the lower surface.

A3. TRANSIENT INVESTIGATIONS

For the high Rayleigh numbers that will occur in large pools during a severe accident, experimental
evidence discussed in Section A2 indicates that the thermal resistance in convecting regions is determined
by relatively thin boundary layers. Thus, several references [A-6, A-35, and A-36] suggest that it is more
appropriate to model heat transfer from such pools using correlations based on the temperatures
differences that exist across the convecting region because this approach allows lateral cooling to be
included and transient calculations to be performed. Unfortunately, only a limited number of experimental
investigations‘ reporting transient natural convection data from pools with volumetric heating sources were
found in the literature. However, these data can be used to estimate the time periods required for
steady-state natural convection to become established in a molten pool and to illustrate that significant
error may be introduced by applying a steady-state correlation to a pool prior to the time that steady-state
convection is established. In addition, analytical techniques were used to predict heat transfer from a
transient molten pool using data obtained from steady-state experiments. Transient pool data from one of
the references investigating transient and steady-state heat transfer are used in Section A3.2 to validate an
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analytical method for predicting transient heat transfer from the pool using results from steady-state
experiments.

A3.1 Experimental Data

In this review of the literature, only two references were found which investigated transient heat
transfer from a molten pool. These references reported correlations relating the pool Fourier number and
the step increase or decrease in pool Rayleigh number. The references also report the temperature
differences occurring in the pool during the transient time periods. Section A3.1.1 and Section A3.1.2
report the correlations obtained between the pool Fourier number and the step changes in pool Rayleigh
number. These correlations are applied in Section A3.1.3 to estimate time periods required before
steady-state heat transfer can be established in representative molten pools that may form during a severe
accident.

A3.1.1 Kulacki and Emara

In Reference A-13, Kulacki and Emara document results from an experimental investigation of
steady and transient thermal convection in a rectangular cavity containing aqueous silver nitrate solution
with volumetric heat sources. The experimental setup and results from the steady-state experiments are
discussed in Section A2.1.5; results from the transient experiments are discussed below.

Transient convection was investigated by performing tests in which the Rayleigh number was
suddenly changed from zero to a value in the laminar regime, then to a value in the transition regime
(Ra = 10%), and finally to a value in the fully turbulent regime (Ra>10%). A similar series of runs was
performed in which the power input to the layer was suddenly turned off after steady convection at a given
Rayleigh number had been established.

Data from the transient experiments were used to obtain a relationship between the step change in
Rayleigh number and the time when a thermocouple is within 2% of its steady-state value. For experiments
investigating step increases in power, the Fourier number required for the maximum temperature
difference to reach 2% of it steady-state value may be estimated using

Fo = 13.419 (ARa) *?® | : (A-54)

For step decreases in power, the Fourier number required to reach an isothermal steady state is given by

Fo = 13.877 (ARa) %" | (A-55)

In Reference A-13, the authors indicate that the experimental uncertainty in the Rayleigh number is
between 5 and 7%. This estimate represents the combined uncertainty in the thermophysical properties of
the aqueous silver nitrate solutions, geometrical factors (primarily the depth of the layer), and the power
consumption per unit volume. In the transient experiments, temperature measurements were estimated to
be within 5 to 10%. This uncertainty represents the combined uncertainty in measurements taken from the

A-39




strip chart and the accuracy of the thermocouple probes. The uncertainty in the layer Fourier number
values was estimated as 2 to 3%.

A3.1.2 Min and Kulacki

Reference A-15 presents results from an experimental study to investigate transient and steady-state
heat transfer from an internally heated fluid layer bounded below by a spherical segment. The
experimental setup and results from the steady-state experiments are discussed in Section A2.2.2. Results
from the transient experiments are discussed below.

Transient convection was investigated by obtaining data from tests in which step changes in the
Rayleigh number were made in order to determine the time scales required for convection to develop and
decay. Steady-state Nusselt numbers and maximum temperature differences between the upper and lower
boundaries obtained from the transient and steady-stated experiments were compared and found to be in
good agreement. Data from the transient experiments in which volumetric heating was suddenly started
indicate that the Fourier number can be correlated to the step increase in Rayleigh number using the
following relationships

Fo = 23.34 (ARa) ™ forz/L. =0 (A-56)

Fo = 58.06 (ARa) *** for /L. = 0.5 (A-57)

where z represents the height of fluid from a base of length, L (thus, longer Fourier numbers and time peri-
ods are predicted for equations with z/L.=0). For tests where steady-state convection was established and
volumetric heating was suddenly stopped, the following relationships were obtained

Fo = 23.58 (ARa) " forz/L =0 (A-58)

Fo = 57.45(ARa) " forz/L=0.5 . (A-59)

All the above relationships (for both increases and decreases in volumetric heating) were obtained for

fluids with Rayleigh numbers between 1.3 x 10® and 3.0 x 1013 and pools with aspect ratios between 0.108
and 0.681.

In Reference A-15, the authors indicate that the experimental uncertainty in their results for the
Rayleigh number is between 24.5 and 30%. This estimate represents the combined uncertainty in the
thermophysical properties of the copper sulfate solution, geometrical measurements (such as the layer
depth and the convection chamber dimensions), the power losses, non-uniformity in the volumetric energy
source strength, and temperature measurements. For the transient experiments, the uncertainty for the
Fourier number is estimated to be between 5.5 and 8%. This estimate represents the combined uncertainty
due to time measurement, geometrical measurements, and thermophysical properties of the copper sulfate
solution.
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Equation (A-56) is compared in Figure A-18 with Equation (A-54) from Section A3.1.1, which was
proposed by Kulacki and Emara for a horizontal cavity.A'13 Results shown in Figure A-18 indicate that
higher Fourier numbers (and thus longer time periods required for steady-state convection) are predicted
by the Kulacki and Emara correlation.

101 ¥ T L] 1]
------ Kulacki and Emara
Min & Kulacki (z/L. = 0.0)
10°F y
h .
10|
10‘2 1 1 1 [
108 10¢ 101 101 101 101

Ra ) 2130-WHF354-262

Figure A-18. Comparison of transient convection heat transfer correlations.

A3.1.3 Representative Values for Transient Time Periods

Using the correlations proposed by Kulacki and Emara and by Min and Kulacki, it is of interest to
estimate the time periods required before steady-state heat transfer is established in a molten pool during a
severe accident. Using the representative pool configurations and material compositions described in
Section Al.2, representative transient time periods are summarized below in Table A-4.
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Table A-4. Representative time periods required for steady-state heat transfer.

Time till Steady-State, hours
(Lower/Upper)
Molten Pool Rayleigh Number
(Lower/Upper) . Min and
Kull*:ackl and Kulacki
mara 2L = 0.0

Ceramic Material

9e12/3e17 2.0/5.1 2.3/6.6
Metallic Material
3e12/4e16 0.88/1.7 1.1/2.0
Mixed Oxide Material (80%UQ,/20%ZrO, by weight)
3el13/2el17 5.79.6 7.3/11.2

One should note that for similar pool geometries and compositions, the correlations between Fourier
numbers and Rayleigh numbers would yield shorter time periods for steady-state natural convection with
higher Rayleigh numbers. However, values in the above table illustrate that the pool characteristic length
and material properties play an important role in estimating the time periods required for steady-state
convection. For example, smaller time periods are required for pools with metallic melt because of the
much higher thermal diffusivity for metallic melt (see Table A-1). Likewise, the time periods estimated for
the mixed oxide melt are considerably higher because of the lower thermal diffusivity for this material (see
Table A-1).

As indicated in Table A-4, the time periods required before steady-state convection is established is
significant for the time periods of interest in most severe accident analysis. For example, in the SCDAP/
RELAP5/MOD3.1 analysis described in Section A1.2, the molten pool that forms in the core region has a
steady-state Rayleigh number of 1e16 and is only present for approximately 2000 seconds (~0.55 hours)
before the crust surrounding the pool is predicted to fail. This time period is considerably less than the 6 to
11 hour time periods estimated above for steady-state natural convection to occur in a mixed oxide pool.
Therefore, steady-state natural convection is never predicted to occur in the Section A1.2 calculations.
Furthermore, in cases where a molten pool could be sustained in the core or vessel region for the required
6 to 11 hours, other effects, such as pool growth and mass addition, would likely keep the pool from
achieving a steady state.

A3.2 Analytical Investigations

References A-6, A-35, and A-36 describe a method for modeling heat transfer from a molten pool
during the transient and steady-state stages by converting empirical correlations based on a steady-state
Rayleigh number to correlations based on a transient Rayleigh number. Within this study, this method is
validated using the data obtained by Min and Kulacki. Furthermore, the Min and Kulacki data are used to
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illustrate the error incurred by applying a steady-state comelation prior to the time when a pool is at
steady-state.

A3.2.1 Turland and Morgan

In Reference A-6, the following method is presented for obtaining a transient correlation from a
steady-state correlation. In general, steady-state correlations have the form

Nu = A,Ra’ (A-60)

where the steady-state Nusselt number and the steady-state Rayleigh number are given by

qlll L2
Nu = m (A-61)
m 5
_gBg"L” _ _ |
Ra = i = Ra'Nu . (A-62)
Using a transient Rayleigh number, Ra', given by
, _Ra _ gBL’AT
R == v (A-63)
the correlation given by Equation (A-60) is equivalent to
__]_ .
Nu = (ARam'™" . (A-64)

The above method has been successfully implemented in severe accident analysis codes, such as the
PAMPURA-38 and MELTPVA-3 codes.

In References A-6 and A-335, it is noted that the above method has been validated using data obtained
by Kulacki and Emara for a horizontal layer. In Section A3.2.2 of this study, the above method is validated
using the data obtained by Min and Kulacki for a cylinder bounded below by a spherical segment
(Reference A-15). In addition, the Min and Kulacki data are used to illustrate the error introduced when a
steady-state correlation is applied to a transient pool.
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A3.2.2 Application of Transient Method to Experimental Data

Min and Kulacki give data from steady-state and transient three-dimensional experiments in
Reference A-15. The approach described above for obtaining a heat transfer correlation applicable to a
transient pool was applied to the data in Reference A-15. Because the material properties used by the Min
and Kulacki data to obtain the correlations presented in Reference A-15 were not available, it was
necessary to recorrelate the data assuming the temperature-dependent properties for pure water at
atmospheric pressure given in Reference A-37. Using the data obtained by Min and Kulacki for tests with
L/D approximately equal to 0.403, the data could be predicted to within 12% using the following
steady-state correlation

Nu = 0.366Ra>>" . (A-65)

This equation corresponds to the following transient Rayleigh number correlation

Nu = 0.281Ra"**? . (A-66)

Note that the definition of the transient Rayleigh number, Ra', is slightly different than the definition
given by Equation (A-5) because of the geometry used in the Min and Kulacki tests. For the Min and
Kulacki tests, the transient Rayleigh number simplifies to

_ gBATL! 4v

Ra'
oV op?

(A-67)

where the volume, V, is the sum of the spherical section and the cylindrical section used in these
experiments (see Section A2.2.2).

To illustrate that the transient correlation was applicable to steady-state pool data, results obtained
with a steady-state correlation and a transient correlation extracted from the steady-state correlation are
compared with the experimental data in Figure A-19. As illustrated in this figure, the transient correlation
predicts the steady-state experimental data nearly as well as the steady-state correlation (the transient
correlation is within 15% of the experimental values, whereas the steady-state correlation is within 12% of
the experimental values).

However, when the steady-state and transient correlations are applied to transient pool data, large
differences are observed. Figure A-20 compares predictions from the transient and steady-state correlation
as a function of transient Rayleigh number. In this figure, three transient tests are considered (Runs 149,
150, and 151) corresponding to the three step increases in the steady-state predictions. While the transient
correlation indicates a smooth increase in Nusselt number, corresponding to the temperature increases
observed in the pool, the steady-state correlation predicts a constant Nusselt number corresponding to the
volumetric heat generation rate in the pool. As illustrated in Figure A-20, it is not correct to apply a
steady-state correlation to predict heat transfer from a transient molten pool.
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Figure A-19. Comparison of steady-state and transient correlations with steady-state experimental data.
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Figure A-20. Comparison of transient and steady-state correlations as a function of transient Rayleigh
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A3.3 Summary and Recommendations

Information presented in this section indicates that transient correlations should be obtained from the
steady-state molten pool heat transfer correlations. To emphasize the magnitude by which the steady-state
correlations may overpredict heat transfer if they are applied erroneously to a transient pool, calculations
were performed comparing transient and steady-state heat transfer correlation predictions assuming the
molten pool geometry and composition predicted in the SCDAP/RELAP5/MOD3.1 analysis described in
Section A1.2. In these calculations, the following steady-state heat transfer correlation currently in
SCDAP/RELAPS for predicting downward heat transfer was assumed.

Nu, = 0.54Ra™"® . (A-68)

Using the method described in Section A3.2.1, this correlation translates to the following transient
correlation

Nu, = 047Ra""® . (A-69)

Using parameters, such as the pool temperatures, characteristic lengths, volumetric heat generation
rate and melt material composition for the SCDAP/RELAPS analyses described in Section A1.2, transient
and steady-state Nusselt numbers for the pool that forms in the core region at 17,500 seconds were
estimated. Results are compared below in Figure A-21. Note that results presented in Section A3.1.3
indicate that the pool has not reached a steady-state before it breaks through its ceramic crust and relocates
to the lower head.
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Figure A-21. Comparison of transient and steady-state Nusselt numbers predicted for the molten pool
predicted in the SCDAP/RELAPS described in Section A1.2.

As illustrated above in Figure A-21, the Nusselt number predicted with the steady-state correlation is
significantly higher (at least a factor of two) than that predicted with the transient correlation. Therefore, it
is strongly recommended that the SCDAP/RELAPS molten pool heat transfer correlations be modified to
transient correlations.

A4. PROTOTYPIC MATERIAL INVESTIGATIONS

As discussed in Section Al.2, the Prandtl number for molten pool material is expected to range
between approximately 0.05 and 0.8. These values are considerably lower than the values for fluids used in
experiments reviewed in Section A2 and Section A3 (typically ranging around 7.0). Although some
analytical studies have postulated heat transfer correlations including the effect of fluid Prandtl
number,A->A"14 no experiments were performed to validate the relationships proposed in these references.
A limited number of experiments were performed using electrically heated UO,. As discussed in this
section, results from these experiments are significantly different than results obtained from lower
temperature, aqueous solution experiments. However, there are significant uncertainties associated with
data obtained from these tests as will be discussed below.

A4.1 Experimental Data

References A-21, A-22, and A-23 discuss experiments performed to investigate heat transfer from a
pool of containing between 10 and 20 kg of molten UO,. The melt was contained in rectangular cavities
(either 0.1 by 0.1 m or 0.2 by 0.2 m). Volumetric heat generation rates varied from 5 to 12 MW/m3). The
two test cavities used in these experiments were composed of two vertical walls and a bottom containing

A-47

e YA whsins 7ty Sa A e ————T e B T



stainless steel U-shaped pieces electrically insulated from each other by layers of zirconia paper. The other
parallel vertical walls were tungsten plates, which served as the electrodes for electrical current supply to
the molten UO, in the container. The top surface of each test cavity was a copper plate. All six surfaces of
each test cavity were cooled. In each test, UO, powder was placed in a cavity where it was heated by
passing electrical current through a tantalum wire coil connected between the electrodes. Eventually, the
wire coil would melt and a molten pool of electrically conducting UO, forms at the bottom of the cell in
electrical contact with the electrodes, but insulated from the other surfaces of the cell by unmelted powder.
Figure A-22 illustrates the typical molten pool configuration inferred from post-test examinations. As
indicated in this figure, the solidified mass usually had several smaller voids below a large main void.
These smaller voids were believed to form as a result of non-uniform solidification and shrinkage during
cool-down after the experiment.

__~Top cover

T

Steel U

/Unaﬁected powder

7Voids

/‘ Frozen crust

Figure A-22. Typical configuration for molten pool and surroundings based on post-test examinations.

Figure A-23 summarizes heat transfer results obtained from these tests. As illustrated in this figure,
upwards and downwards heat fluxes are considerably less than sideward heat fluxes. Results in Reference
A-22 indicate that upwards heat fluxes were typically a factor of 2 to 14 less and downwards heat fluxes
are typically a factor of 2 to 4.5 greater than those predicted using purely convective heat transfer models.
The much lower upwards heat fluxes were attributed to the solid UO, crusts containing voids formed on
top of the pool acting as insulating radiation shields and decreasing upward heat transfer. Several possible
explanations for enhanced downward heat transfer have been offered. In Reference A-23, calculations
were performed assuming that heat transfer within the melt is increased because of thermal radiation
within the melt. Although results from these calculations yielded higher downward heat fluxes than the
experimental values, the calculated values with the radiation model were closer (typically within 50%)
than the calculated values with the convection model to the experimental values. Another possible
explanation for the differences between model predictions and the experimental results has been offered by
Vossebrecker in Reference A-25. Vossebrecker suggests that the method of calculating the electrical
heating of the UO, led to uncertainties in the electrical conductivity of the solid debris crust and erroneous
results.
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Figure A-23. Summary of heat transfer results from UO, molten pool tests.

A4.2 Recommendations

As discussed above in Section A4.1, there are limited data for molten pools containing prototypic
materials and these data were obtained by the same researchers with similar test facilities. However,
significant differences occur causing reduced upward heat fluxes and enhanced downward heat fluxes. The
formation of voids in the crust surrounding the pool in these tests is another important phenomena that
should be addressed by SCDAP/RELAP5/MOD?3.1 crust heat transfer models.

Results from experiments with prototypic results are considerably different from those using
nonprototypic fluids. As illustrated in Figure A-24, experiments with prototypic materials (by Stein)A-23
exhibit much different heat flux ratios than experiments from non-prototypic materials (the Section A2.3
recommended correlations). The ratios for the recommended correlations are approximately equal to 2
with the ratio of the upward to downward heat fluxes being slightly higher than the sideward to downward
heat fluxes. Conversely, the Stein data indicate that the sideward to downward heat flux ratio is higher than
the upward to downward ratio. Although there is considerable scatter in the Stein data, it appears that the
ratio of the upward to downward heat fluxes is generally less than unity; whereas the ratio of the sideward
to downward heat fluxes is typically greater than unity.
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Figure A-24. Comparison of Stein data with prototypical fluids with Section A2.3 recommended cor-
relations based on data with non-prototypic fluids.

At this time there are insufficient data to analytically explain the differences obtained from these
tests and tests obtained with aqueous solutions. If these differences are due to problems associated with
estimating the debris heating rate, then the correlations should not be modified based on these tests. If these
differences may be explained by including internal radiation effects within the melt, then additional
material property data are needed to adequately model the radiation contribution to the effective thermal
conductivity of UO,. Note that some of the OECD-sponsored RASPLAYV tests currently planned by the
Russian Research Institute (Reference A-26) will use prototypic materials.

In summary, the limited evidence available at this time makes it difficult to recommend any
modeling revisions to reflect the results observed in the limited number of tests performed with prototypic
material. However, the available data indicate that additional tests with prototypic materials are needed,
and when such data are obtained, molten pool models in SCDAP/RELAPS should be reevaluated.

A5. VAPOR TRANSPORT

If the temperature in the molten pool exceeds the boiling temperatures of one or more of the metallic
or oxidic components, vaporization and pool boiling occurs. In addition, the presence of fission products in
molten pools formed during severe accidents may lead to gases bubbling up through the melt. There is a
limited amount of experimental and theoretical work available in the literature to investigate the effect of
boiling on heat transfer from a fluid with internal heating. This work has shown that these pools may be
described by the three main regions shown in Figure A-25: (1) a central boiling region, (2) a lower
subcooled region, and, (3) a boundary layer on the side walls. In the central region, both pool boiling and
thermal expansion of the fluid generate a density difference between the bulk of the fluid and the fluid near

A-50



N —— Y

the wall. This density difference provides buoyancy forces that cause an upward movement of the fluid.
The vapor rising through the fluid drags fluid elements upwards. At the pool upper surface, part of the
vapor escapes and the remainder condenses back into the liquid.

1
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Figure A-25. Three regions or layers within a boiling pool.

Most studies performed to investigate convective heat transfer with vapor transport concentrated on
the heat transfer to side boundaries of the pool. Earlier attempts to model the heat transfer associated with
boiling pools attempted to describe this heat transfer as combined natural convection (due to the density
differences in the fluid) and forced convection (due to the vapor lift associated with boiling). Subsequent
works propose that the heat transfer could be better described as enhanced natural convection. These
correlations were found to agree not only with the more recently obtained data, but also with data obtained
from earlier studies. Howeyver, these studies are limited because they only concentrate on heat transfer to
sidewalls. Therefore, it is recommended that a correlation based on horizontal heat transfer at liquid/liquid
interfaces subjected to a gas flux be applied for predicting upward and downward heat transfer. This
recommended approach is similar to the method currently used in the CORCON-MOD2 computer
programA’27 to predict heat losses from a molten pool containing gases due to concrete decomposition.

A5.1 Experimental and Analytical Investigations
A5.1.1 Gabor, Baker, Cassulo, and Monsieur
Reference A-28 reports results from experiments investigating internally-heated boiling heat transfer
in copper sulfate or zinc sulfate solutions contained in rectangular cavities with two vertical electrodes.

The sides of the container were constructed from either double plated Pyrex glass or Lucite, and the base
was constructed of copper. Copper cooling coils were attached to the electrodes and base plate to provide
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cooling. In addition, cooling was also provided on the upper surface in some experiments by using a
copper tube electrically insulated with plastic shrink tubing.

Sidewards heat transfer data for a wide range of pool aspect ratios were correlated with a Reynold’s
number based on the superficial vapor velocity using equations with the following form:

Nu, = CPr"Re*’ (A-70)
where

Pr = Prandtl number

, Lv,p

Re = Reynold’s number =

\A = superficial vapor velocity

L = pool height

Cn = constants.

Two heat transfer correlations were obtained assuming that different mechanisms dominate heat
transfer. For cases where it is assumed that forced convection due to vapor generation and a laminar
boundary layer is present, the experimental data yielded values for C and n in Equation (A-70) of 2.131 +
0.121 and 1/3, respectively, with 95% confidence. For higher heating rates, the central bubbly layer was
thicker resulting in turbulent lateral penetrations to the pool boundaries. Using the turbulent penetration
model, the experimental data yielded values for C and n in Equation (A-70) of 1.767 £+ 0.101 and 1/2,
respectively, with 95% confidence.

Experimental data were also used to estimate the heat transfer to the bottom surface. For boiling heat
fluxes above 0.13 MW/mz, data indicate that the ratio of the horizontal heat flux to the downward heat flux
is 3.8.

A5.1.2 QGustavson, Chen, and Kazimi

References A-29 and A-30 report results from experimental and analytical studies to investigate
horizontal heat transfer from an internally heated boiling pool. The model assumes that heat transfer can
be modeled assuming that combined natural and forced convection flows are present. The model is

compared with experimental results obtained by Joule heating a zinc sulfate solution in a rectangular Pyrex
tank.

The model was developed by combining forced and natural convection contributions to heat transfer
using the following form:
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Nu, _ [1 . (Nufc ﬂ
Nuch Nuch
where
Nu, =
NusNC = natural convection Nusselt number
NusFC = forced convection Nusselt number
n = experimentally determined constant

total effective Nusselt number for the combined sidewards heat transfer

(A-T1)

where average turbulent forced and natural convection Nusselt numbers to a vertical wall of length, L, are

given by

Nuls = 0.036Pr’Re;’;Re; >3- 10°

Nu.; = 0.0664 (PrRe;) *;Re, <3 10°

Nu¥C = 0.0246 (Gr) ™ (Pr) " (1 +0494P%) ;G Pr> 10°

Nul'$ = 0.547 (Gr Pr) "*;Gr Pr< 10°

where the Grashof, Gr, and Reynolds, Re, numbers are given by

3 0—5
GI'L = -gvi[p p B:I

Re. = V.L
eL =
where
L = vertical wall length
P, = density of the fluid near the side walls
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Pp = average density of the liquid and vapor in the bulk of the pool

= (1-a) Py

_ S teactione 1. 1 (DB o -G,L

a = average bulk void fraction=1-1 - ( iG, ) (1-exp (.W—;))

A = latent heat of vaporization for the fluid

P, = vapor density of the bulk fluid

B = experimentally determined constant

G, = heat generation rate in the pool per unit liquid volume = (I — &) g™

V. = bubble terminal rise velocity

\ = characteristic velocity (either the average liquid velocity or the superficial vapor
velocity at the upper pool surface, choice is based on success in predicting
experimental data).

Physical properties in the above equations are evaluated at the temperature (T, +Tg)/2.

The authors first compared model predictions with the data obtained from Gabor et al in Reference
A-28. Reasonable agreement was obtained with the model evaluated at average void fractions reported in
the experiments and n = 0.7. Hence, the authors concluded that this good agreement confirmed the basic
hypothesis of their proposed phenomenological model.

The authors then conducted their own experiments by Joule heating a zinc sulfate aqueous solution in
a Pyrex glass container with dimensions of 0.17 m x 0.23 x 0.32 m. Two copper electrodes, which were
placed opposite to the wider sides of the container, were cooled by water flowing inside copper tubes that
were soldered to the back of the electrodes. An aluminum test plate, which was 0.025 m x 0.127 m x 0.33
m, was inserted in the container. To obtain local heat transfer data, the test plate was divided along its
height into thirteen equal segments that were thermally isolated by a 0.02 m cut into the plane facing the
boiling pool. Each segment was individually cooled by water flow.

In operating the experiments, it was observed that two different flow regimes occurred - a “dense”
regime and a “foaming” regime. When comparing the model predictions with “dense” regime data, the
authors found good agreement with measured values for the average void fraction and n = 0.7. However,
agreement was even better if the experimental constant, n, was assumed as unity. When comparing model
predictions with “foaming” regime data, the authors found that the average Nusselt numbers for boiling
pools were slightly higher than model predictions, and the authors postulated that condensations of the
foam mixture at the cold wall enhanced the heat transfer process. Noting that applications for reactor safety
may lead to boiling pools in the foam regime, the authors recommended that additional investigation be
performed to study this regime.
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A5.1.3 Kazimi

Reference A-31 uses analytically and experimentally developed relationships for predicting heat
fluxes from a pool to investigate the decay heat levels required to sustain a steady-state boiling condition
and to estimate the ratios of heat losses from various surfaces of a pool. In this paper, it is assumed that
molten pool containing UO, is cylindrically-shaped (with radius, R, and height, L), thermodynamically
homogeneous, with the liquid and vapor in equilibrium. Hence, uniform temperature and pressure exist in
the two-phase region of the pool. The steady-state heat balance for the pool is

where
q" = volumetric heat generation rate per unit volume of liquid
Q = total heat generated within the pool
o = average void fraction
q" = heat flux downward, sideward, or upward (designated by the subscript, d, s, or
u, respectively). ’

The sideward heat flux was estimated using the following relationship, which was based on results
from the Gustavson, Kazimi, and Chen experiments discussed in Section A5.1.2 [Equation (A-71) with
n=1].

k(T,-T
"= (T, Tw) 'L m) (Nul¥® + Nu} ) (A-79)
where
k = thermal conductivity
Ty = saturation temperature of the two phase region
Tm = UO, melting temperature

and the forced and natural convection Nusselt numbers were evaluated using Equations (A-72) and (A-74),
respectively. For this application, the characteristic velocity in the Reynolds number was assumed as the
superficial vapor velocity at the upper pool surface.

The downward heat flux was correlated based 'on data obtained in the Gabor experiments discussed
in Section A5.1.1. It was found that the data could be correlated using the following relationship
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q"q = [k(T,~-To)q" 12 (1 - f(V,) (A-80)

where
f(V,) = exp[0.588 +0.106V, + 0.0027Vf] ; V<V, (A-81)
f(V,) = 0.6206;V,>V,_ (A-82)

where V_, the terminal vapor bubble velocity in a stagnant liquid, is given by

0.25
M} , (A-83)

Vo=14
[ p:

As indicated below, the upwards heat flux is assumed to be solely dependent on the vapor reaching
the upper surface of the two-phase pool

q" v = Vspvx (A'84)

where A, represents the latent heat of vaporization of the fluid, and p represents the vapor density.

For open-top internally boiling pools, the value of V can be determined for a given value of O and
flow regime. Noting that the value of @ is smallest in a churn turbulent regime, Kazimi assumed
churn-turbulent conditions and applied the following relations obtained from his work with Gustavson and
Chen (see Section A5.1.2).

(A-85)

For sealed pools, the void fraction is fixed because all the vapor reaching the upper surface has to be
condensed there. Therefore, the maximum allowable V; at the lower surface of the top crust is that of the
limiting condensation heat flux at the lower boundary of a melting solid. Based on work obtained by
Gertsman and Griffith {(3-32)] and Cho and Epstein[(3-33)], Kazimi estimated the value of V; using the
following relationships

Vs, max — % (A'86)
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where

k(T,-T.) — .
"u,max = "(—v'ﬂyszum (A-87)

(0/p,8) )
Nu,, = 0.69Ra"*Ra < 10° (A-88)
Nu,, = 0.81Ra"%;10° <Ra < 10" (A-89)

15
(0
g(p—p) A (E,—g)

Ra = (T, =Ty A (4-50)

)

(xf+cp,c(Tm+T°) +1

where A, is the latent heat of fusion (Note that there are some typographical errors in Reference A-31. For
velocities higher than values predicted with Equation (A-86), the pool would become pressurized. For

velocities lower than values predicted with Equation (A-85), the pool would undergo a change in the
two-phase flow regime.

Results from applying the above correlations indicate that volumetric heat generation rates in the
liquid above 12 MW/m> are needed to sustain stable boiling for void fractions of 0.10 for pool radii
between 0.3 and 1 m. In general, higher heat generation rates are needed to sustain stable boiling for higher
void fractions. Although the above heat generation rates are considered low for fast reactors, such power
densities are high when one considers the pools that may form during a severe LWR accident. However,
the presence of materials with lower vaporization temperatures and fission gases in the melt suggest that
vapor enhanced heat transfer may occur at much lower power densities in molten pools that form during an
LWR severe accident. .

Analyses were also performed in Reference A-31 to compare the ratios of side to upward heat fluxes
and downward to upward heat fluxes. Results indicate that the ratio of the sideward to upward heat fluxes
is independent of pool size. For a pool void fraction of 0.1, the upper and lower bound velocity cases yield
ratios for the sideward to upward heat fluxes of 2.66 and 31.77, respectively. For a pool void fraction of
0.5, the upper and lower bound velocity cases yield ratios for the sideward to upward heat fluxes of 3.00
and 9.048, respectively. For pool radii less than around 0.3 meters, Results indicate that the ratio of the
sidewards to upwards heat fluxes were found to vary with radius. However, for pools with larger radii and
a 0.1 void fraction, the upper and lower bound cases yield ratios of around 0.4 and 3.4. For pools with
larger radii and a 0.5 void fraction, the upper and lower bound cases yield ratios of around 0.3 and 1.3.
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Ab.1.4 Greene, Jones, Schwarz, and Abuaf

References A-34 and A-35 report results from a theoretical and experimental study of internally
heated boiling pools. In their experiments, various depths of zinc sulphate solutions were Joule heated in
an open tank 18 cm wide by 33.5 cm long with cooled side and bottom surfaces. Data obtained from these
experiments were found to be in the two-phase bubbly flow regime. For this regime, the authors proposed
that the heat transfer to the side walls be approximated by assuming an enhanced form of natural
convection using the following correlations:

Nu, = 1.54Ra)” (A-91)
for Ra, < 1.9 x 1011, and

Nu, = 0.0314Ra>® (A-92)
for Ra, >1.9x 101, where the boiling Rayleigh number is defined by

gcos oo'L’

Ra, =
b ov

(A-93)

where o' is the void fraction and 0 is the angle at which the boundary is inclined from the vertical.

The authors applied the above methodology to the data obtained by Gabor, et al., (Section A5.1.1)
and by Gustavson, et al. (Section A5.1.2). Correlations obtained using this method had standard deviations
of * 0.33 or smaller, which is considerably less than deviations reported for correlations developed by
Gabor, et al., and Gustavson, et al. It should be noted that the correlations developed in Reference A-34 for
their new data and for the Gabor, et al. data predicted values approximately 1.5 higher than the correlation
developed using the Gustavson, et al. data. It was also noted within Reference A-34 that there was
considerably lower standard deviations for correlations developed using data obtained from their
experiments (around 5%) than in the data obtained by Gabor, et al., and Gustavson, et al. (21% and 28%,
respectively).

A5.1.5 Gingsberg and Greene

References A-27 and A-36 report results from experiments performed to investigate heat transfer to a
horizontal surface agitated by transverse gas flow. Experiments were performed using mercury-water fluid
pairs with bubble radii ranging from 0.3 to 0.5 cm and superficial gas velocities ranging from 0.0 to 1.4
cm/s. Results from these tests, and some previous tests using Wood’s metal and oil, were used to develop
the following correlation
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0.5

h, = 5.osr5b (.Yvﬁl’-") “pets (A-94)
where

h, heat transfer coefficient to the upper surface W/m?K

k pool fluid thermal conductivity, W/mK

Iy bubble effective radius, m

v, pool fluid kinematic viscosity, m%/s

Pr pool fluid Prandtl number

V, bubble superficial vapor velocity, m/s.

Ginsberg and Greene also noted that further enhancement of heat transfer by gas entrainment effects
become significant at gas superficial velocities on the order of 1 cm/s. However, analyses‘!“'27 show that
this effect can be neglected because the above correlation yields sufficiently high heat transfer coefficients
that the pool is almost isothermal, and heat losses from the boundary are primarily controlled by other
thermal resistances, such as crust formation.

A5.2 Analyses and Recommendations

This section summarizes the recommended heat transfer correlations for modeling heat losses from a
molten pool containing vapor bubbles. Calculations are performed to estimate typical heat - transfer
coefficients for these correlations and assess their impact on SCDAP/RELAPS calculations.

A5.2.1 Recommendations

As discussed in Section A5.1, there has been a limited amount of research investigating the effects of
vapor transport on heat losses from a volumetrically heated pool. However, analyses discussed below in
Section A5.2.2 indicates that the presence of these vapors in the pool may significantly enhance heat losses
from the pool. Furthermore, analyses indicate that the heat generation rates expected in pools that may
form during a severe LWR accident are sufficient for stable boiling to be sustained. Therefore, it is
recommended that SCDAP/RELAP5 models be modified to include the effects of boiling on heat transfer.

As discussed in Section A5.1, most experimental work has concentrated on predicting heat transfer
to side walls of the pool. Of this experimental work for predicting sideward heat transfer, the methodology
suggested and validated by Greene, et al. (see Section A5.1.4) appears to be the most promising. It is
recommended that their correlation be applied to model horizontal heat losses because their method was
found to agree with their own data as well as with the data by Gabor, et al. and because of the simplicity of
their expressions for predicting heat transfer [see Equations (A-91) and (A-92)]. It is recommended that
the Ginsberg and Greene correlation based on horizontal heat transfer at liquid/liquid interfaces subjected
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to a gas flux [see Equation (A-94) in Section A5.1.5] be applied for predicting upward and downward heat
transfer. This recommended approach is similar to the method currently used in the CORCON-MOD2A-27
computer program to predict heat losses from a molten pool containing gases due to concrete
decomposition.

A5.2.2 Impact of Including Vapor Transport

To illustrate the possible impact that boiling may have on natural convection heat transfer, the
correlations developed by Greene, et al. for predicting horizontal heat losses were applied to the 80% UQO,/
20% ZrO, weight fraction pool that was predicted to form in the core region in the Reference A-3 SCDAP/
RELAP5/MOD3.1 calculations discussed in Section Al1.2. The heat transfer predicted by Equations (A-91)
and (A-92) are compared with values predicted by Equation (A-49), which was recommended by
Kymildinen, et al.A"16 and by Steinberner and Reineke®™1! for heat transfer to the side wall. Results,
which are shown below in Figure A-26, indicate that heat transfer may be increased by more than an order
of magnitude, depending on the Rayleigh number and the void fraction within the pool. For example, if
one considers the pool Rayleigh number of 1016 predicted in the Reference A-3 calculations described in
Section A1.2, and assumes the void fraction for the melt corresponds to the 20% porosity estimated for
samples of debris material found in the TMI-2 lower head (Reference A-43), the heat transfer to the side
walls is estimated to increase by a factor of nearly 30.
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Figure A-26. Impact of boiling on heat transfer from a molten pool.

A5.2.3 Directional Heat Transfer Ratios

As discussed above, it is recommended that the Ginsberg and Green correlation be used to estimate
upward and downward heat transfer from a molten pool containing vapors. Using the recommended
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correlations discussed in Section A5.2.1, estimates were obtained for the ratio of the sideward to upward
heat transfer coefficient, which is equal to the ratio of the sideward to downward heat transfer coefficient.
Calculations were performed for a molten pool, containing primarily UO, for a range of pool void
fractions, a range of bubble compositions, and minimum and maximum pool vapor bubble radii (0.0012
and 0.0431 m).A36 In estimating the vapor velocity, V,, relationships between the vapor velocity and the
terminal vapor bubble velocity, V.., proposed by Greene, et al. (see Section A5.1.4) were applied for
various flow regimes. For incipient boiling (0.00 <& <0.03), bubble nucleation began at a threshold
value of V,/V_ = 0.2. For bubbly flow (0.03<%<0.6), 0.8<V/V_<1.0. For churn turbulent
(0.=04 after a peak above 0.55), 1.0<V_/V_<2.0. Results, shown in Figure A-27, indicate that the
upward heat transfer coefficient will be at least a factor of two larger than the sideward heat transfer
coefficient for the pool void fractions considered.
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Figure A-27. Ratios of heat transfer coefficients as a function of pool void fraction.

A6. MELTING AND SOLIDIFICATION

There has been limited research on convective heat transfer from a volumetrically heated liquid
undergoing a phase change. Note that convective motion within the liquid may be introduced via several
mechanisms: (1) temperature and/or concentration gradients in the presence of a gravitational field (natural
convection), (2) the intrinsic density differences associated with the transition between the phases and the
movement of the solid-liquid front (bulk convection), and, (3) the presence of surface tension gradients at
the “free” surface of the liquid (surface tension driven convection). Although the effects of natural
convection on solidification and melting of metals has been recognized as significant for some time, most
of the studies in this area are qualitative rather than quantitative. For example, it has been observed in the
case of melting, natural convection accelerates the phase change process; whereas for freezing, natural
convection decreases the rate of solidification. In addition, it has been observed that in melting, natural
convection occurs regardless of whether the initial temperature of the medium is equal to or different from
the fusion value. On the other hand, in the case of freezing, the initial temperature must be different from
the fusion value in order for natural convection to occur. Finally, it should be noted that these studies were
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primarily directed toward establishing that convection is needed to accurately predict melting/
solidification heat transfer phenomena, rather than the previously assumed conduction heat transfer.

In this section, some representative studies in this area are reviewed. Results from these studies are
sufficient to identify several important effects of melting and solidification on heat transfer from a molten
pool. However, it is not felt that there are sufficient data and studies in this area to warrant that any
additional SCDAP/RELAPS5 model modifications be recommended.

A6.1 Experimental and Analytical Investigations

In this section, several representative studies applicable to melting and solidification in a molten pool
are discussed below. As indicated by the studies discussed below, most work in this area considered
melting rather than solidification and no work was found using fluids with volumetric heating. The studies
discussed in this section were selected because their results illustrate important points to consider in
modeling heat transfer from a molten pool with solidification and melting or because they presented
quantitative results from which correlations for predicting heat transfer were obtained. Additional studies
in this area are summarized in Reference A-44.

A6.1.1 White, Bathelt, Leidenfrost, and Viskanta

Several experimenters (References A-45, A-46, and A-47) have studied the variation with time of the
size and shape of the melt region around one or more electrically-heated horizontal cylinders embedded in
solid paraffin. Results indicate that for a short period after the onset of melting, that heat transfer is
primarily by conduction, and the moving interface is represented by a succession of concentric circles. As
natural convection develops in the melt, the solid-liquid interface becomes asymmetrical about the axis of
the cylinders. Thermal plumes form above the heaters and convey hot liquid to the upper portion of the
melt regions and cause additional melting. The rapid cooling of the plumes as they impinge at the top of
the melt cavities reduces natural circulation around the sides and bottom of the cavity. As a result, melting
occurs mainly in a region above the cylinders, with relatively little melting below, and the solid liquid
interface becomes somewhat pear-shaped (see Figure A-28). In multiple cylinder tests, horizontal
spreading was found to dominate in tests with tighter spacing between cylinders, whereas vertical
spreading was found to dominate in tests with wider spacing between the cylinders. Local heat transfer
coefficients around the cylinder were obtained for single and multiple cylinder tests.
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Figure A-28. Experimentally determined melt contours during melting from (a) one and (b) three uni-
formly heated cylinders.

A6.1.2 Ho and Viskanta

Reference A-48 reports results from experiments investigating melting of paraffin (n-octadecane)
from an isothermal vertical wall of a rectangular cavity. Local heat transfer coefficients were measured and
the solid-liquid interface motion during phase change was recorded photographically. Representative
results for the solid-liquid interface motion are shown below in Figure A-29. Results showed that initial
melting is uniform except at the upper free surface where more melting occurs because of density-induced
melt motion, resulting from the volume increase which accompanies the phase change. This phenomena
forced the liquid to seek extra space to expand and thus overflow the top of the solid core. As the heating
continued, the buoyancy-driven convection in the melt started to develop and maximum melting was
observed along the upper surface of the heater. As the buoyancy-driven flow moved upward along the
heated surface, the fluid temperature increased. The flow direction was changed by the upper free surface
and, as the melt passed downward along the solid-liquid interface, it progressively cooled, resulting in
much smaller melting rate near the bottom.
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Figure A-29. Representative results indicating the solid-liquid interface position and shape.
A6.1.3 Sparrow, Broadbent, and Mendes

Studies have also been performed investigating solidification in cooled vertical copper tubes
(References A-49 and A-50). It should be noted that these experiments were performed using paraffin
without internal heating. Hence, natural convection within the liquid was found to play only a modest role
at small times and disappear when the superheat in the liquid was dissipated. However, the manner in
which the liquid was observed to solidify may significantly impact heat transfer from a molten pool with
internal heat generation. During solidification, the difference in densities between the solid and liquid
phases produce contractions of the solid (see Figure A-30). The increase in density that occurs as liquid
solidifies causes the liquid level to drop as the freezing progresses, resulting in the sloped regions at the top
of the cavity shown in Figure A-30. In the vertical tube that was open at the top of these experiments, heat
losses cause a skin of solid to also form on top of the liquid (similar to the crust expected on a molten
pool). Meanwhile, the layer of liquid below the skin has decreased causing a void beneath the skin. It
should be noted that this behavior was also observed in the molten UO, experiments discussed in
Section A4.1, and resuits from these experiments indicated that the void that formed between the upper
crust and the pool caused upward heat losses to be reduced.
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Figure A-30. Representative pzitterns of paraffin freezing in an open-ended vertical tube.
A6.1.4 Kemink and Sparrow

Transient and steady-state heat transfer coefficients measured for melting about a heated vertical
cylinder embedded in n-eicosane paraffin are reported in Reference A-51. The experiments were
conducted by placing an electrically-heated vertical cylinder at the axis of a cylindrical containment vessel
housing paraffin. The containment vessel was maintained at a nearly constant temperature by immersing it
in a constant temperature water bath. The investigation considered cases with the paraffin at its melting
temperature and at a temperature below melting. Open-topped and closed-topped containments were used
in each case (the closed-topped containment was capable of accommodating the expansion that occurred
when the paraffin melted). Results indicated that there was no difference between tests with a cover
imposing a no-slip boundary condition on the melt and tests bounded above by an insulating space that
permitted motion of the melting fluid. Natural convection heat transfer coefficients in the presence of
subcooling were found to be between 10 and 15% lower than those for the cases without subcooling.

The steady-state surface averaged coefficients were correlated using a transient Rayleigh number,
Ra’, with the cylinder length as the characteristic dimension. The results for no subcooling and subcooling
cases were correlated, respectively, by the following empirical equations

Nu = 0.393Ra'** without subcooling (A-95)
Nu = 0.096Ra'**? with subcooling (A-96)

for transient Rayleigh numbers between 10° and 2 x 1010, These relationships are compared below in
Figure A-31 to a transient version of (A-48) from Section A2.2.3, which is the empirically-obtained
equation recommended in this study or predicting sideward heat losses (see Section A2.3 and
Section A3.2). As illustrated below, heat transfer for cases without subcooling in the melt is similar to
values predicted with the recommended correlation. However, results also indicate that heat transfer is
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considerably reduced for cases with subcooling in the melt. Finally, it should be noted that the Kamink and
Sparrow correlations were obtained for fluids with Rayleigh numbers considerably lower than values
expected for severe accident conditions.
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Figure A-31. Comparison of Kemink and Sparrow correlations with Section A2.3 recommended corre-
lation for sideward heat transfer.

A6.2 Summary and Recommendations

As illustrated by the studies reviewed in this section, natural convection will significantly impact the
manner in which melting and solidification occurs in a molten pool during a severe accident. The motion in
the fluid will enhance heat fluxes (and accelerate melting or decrease solidification) along upper portions
of the side walls and the upper walls. Furthermore, data indicate that several phenomena associated with
solidification and melting will increase fluid motion within the liquid, such as the increase in fluid volume
associated with melting. In this review, limited amounts of quantitative results were found for predicting
heat transfer along the melting or solidifying surfaces. As indicated within this section, the data were
obtained for a limited range of conditions that were significantly different than those expected for a molten
pool during a severe accident. Therefore, it is not recommended that these correlations be incorporated into
SCDAP/RELAPS molten pool models.

An important finding from solidification experiments discussed in this area was the observation that
voids between the upper surface of the melt and the upper crust may form due to the decrease in volume
associated with melt solidification. This finding was consistent with observations from molten UO,
experiments discussed in Section A4.1. It may be important in predicting heat transfer from a molten pool
because the presence of these voids will suppress upward heat losses from the pool. However, it is felt that
additional experiments are needed to investigate crust stability and scale effects before this phenomenon is
included in SCDAP/RELAPS molten pool models.
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In summary, there are several phenomena associated with melting and solidification that are
currently included in SCDAP/RELAP5 models. For example, the ability of crusts to form and melt due to
heat transfer from the pool is included in SCDAP/RELAP5 models. Furthermore, the change in volume
associated with melting and solidification is also considered, although the model assumes that the pool
collapses rather than solidifies with voids in it. SCDAP/RELAPS models do not include any enhanced
fluid motion due to melting and solidification phenomena. The models also do not consider the potential
for solids to become entrained in the melt and the effects of these entrained solids on heat transfer from the
pool. At this time, it is recommended that additional numerical and experimental studies be performed to
investigate the above phenomena before modifications are proposed for SCDAP/RELAPS molten pool
models.

A7. MULTIPLE COMPONENT/LAYER POOLS

It has been postulated that multiple component pools may form during a severe accident. For
example, there is the potential that control and structural material may relocate earlier than ceramic
material or that radiation heat transfer from a large, ceramic pool may cause lower plenum structural
material to relocate on top of the ceramic material. When modeling these multiple component pools, it is
necessary to determine if there will be natural convection in one or both of the layers. Furthermore, it is
necessary to understand what, if any, material interactions are possible that could result in a single
homogeneous layer. If it is determined that the layers are immiscible, it is necessary to determine if a crust
will form between the layers and estimate the effect of this crust on heat transfer between the layers.

A limited amount of experimental and analytical work has been performed to investigate multiple
convecting layers with internal heat sources. As discussed within this section, experimental studies only
considered internal heating in the lower layer. Previous experimental and analytical studies investigating
convection in multiple layer pools are summarized in Section A7.1. As discussed within Section A7.2, it is
felt that additional numerical and experimental studies are needed before any model modifications to
SCDAP/RELAPS can be recommended. However, it is important that the user understand uncertainties
associated with the manner in which the current model treats multilayer pools.

A7.1 Experimental and Analytical Investigations

In this section, previous work investigating natural convection in multiple layer pools is reviewed.
As discussed below, experimental investigations have considered two immiscible fluids of different
density with internal heat generation in only the lower layer. Some analytical studies were performed for
internal heating in both layers. Figure A-32 illustrates a typical configuration for a two-layer molten pool.
Variables illustrated in Figure A-32 will be used to discuss results from multiple layer investigations. As
noted in the figure, variables are consistent with variables used throughout this report except for the
additional subscript, T or B, to denote, top or lower layer, respectively.
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Figure A-32. Typical configuration for a two-layer molten pool.
A7.1.1 Fieg

Results from experiments investigating convection in an experiment with an internally heated fluid
layer below a second unheated, immiscible fluid layer are reported in Reference A-52. In these
experiments, water was used for the lower layer and heptane, which has a lower density than water, was
used for the upper layer. A typical temperature profile from these experiments is shown in Figure A-33. As
indicated in this figure, the data indicates that a hydrodynamically rigid interface exists between the liquids
with high heat conduction. The temperature profile in the lower layer was similar to that observed in a fluid
without the upper, unheated layer. The temperature profile in the upper layer was found to correspond to
that of the following Benard convection correlation®3

Nu, = A(Ra')’ (A-97)

where the transient Rayleigh number is defined in terms of the nonheated fluid’s height and thermal
properties, the temperature difference between the top and bottom of the nonheated fluid, and the
constants, A and P, are given by

A = 0.104P** (A-98)

P = 0305 (A-99)

for 10° <Ra' < 10°.
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Figure A-33. Typical temperature profile observed in two stratified liquid layers (only the lower one
heated).

A7.1.2 Schramm and Reineke

Results from a numerical and experimental investigation of natural convection in a rectangular
channel filled with two immiscible fluids of different densities are reported in Reference A-54. The
experimental investigation, which was performed to validate the computer code used in the numerical
investigations, consisted of small scale tests to study cases with a higher density fluid (molten paraffin)
beneath a lighter density fluid (water) and cases with a lighter density fluid (silicon oil) on top of a higher
density fluid (water). In both types of cases studied, the bottom fluid was internally heated by passing
electrical current through the fluid. For cases with the lighter fluid initially at the bottom, results indicated
that the process was unstable. However, results for cases with the lighter fluid initially on top indicate that
the two fluids remain in stratified layers. In these latter cases, conditions were varied so that the ratio of the
height of the lighter (top) fluid to the total fluid height was varied between 0.11 to 0.75. Results were
similar to results obtained by Fieg (see Section A7.1.1) in that the temperatures observed in the lighter
layer were similar to those expected from Bernard convection and that the temperatures observed in the
heavier layer were similar to those obtained in an internally heated fluid bounded by rigid walls at the top
and the bottom. '

Calculations were performed to study the effect of the upper fluid’s height assuming a constant
height and heat generation rate in the lower fluid. Results indicate that for very small upper layers, heat
will be transported through the fluid via conduction. As the upper fluid’s height increases (0.1< L/
(Lt+Lp) < 0.25), convective heat transfer within the upper fluid becomes important and increases the
upward heat flux from the fluid. Then, as the upper fluid’s height increases further (Ly/(Lt+Lp) > 0.25),
the upward heat transfer decreases.

A7.1.3 Kulacki, Min, Nguyen, and Keyhani

Reference A-55 and Reference A-56 report results from experiments investigating convection in two
layer experiments with internal heating only present in the lower layer. The layers were bounded from
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below by an insulated surface and from above by an isothermal surface. Upper layers in these experiments
were composed of silicon oil or heptane, and the lower layer was a copper sulphate solution. Various
ranges of sublayer thickness were considered.

Upward heat transfer data from these experiments were correlated using an effective Nusselt number,
Nu:”, defined by ’

eff _ h (LT +LB)

Nu, = —x (A-100)
with
k, = %:i:/—g (A-101)
and
h = % . (A-102)

The above equations were used to effectively combine the two sublayers into a single layer with an
averaged thermal conductivity and uniform internal heating rate. The experimentally obtained heat transfer
data were correlated using a relationship of the following form

Nus" = CRal (A-103)

where values for the constants, C and m, along with the range of conditions examined are summarized in
Table A-5. These correlations are compared in Figure A-34 to a correlation obtained by Emara and
Kulacki for predicting upward heat transfer from a single layer [Equation (A-22) of Section A2.1.4]. As
illustrated below, the top layer reduces upward heat losses. Results in Figure A-34 also indicate that heat
transfer upward approaches values for a single layer as the layer length ratio (L/Lp) increases. Analyses
in Reference A-56 indicate that for small layer ratios, the upper layer acts as a large thermal resistance to
upwards heat transfer, which becomes conduction dominated. In fact, it is predicted that the minimum
upward heat flux occurs for cases with L1/Lg < 0.03. For higher layer ratios, convection occurs in the

upper layer. Hence, upward heat transfer approaches that of a single layer.
Experimental uncertainties in the Nusselt and Rayleigh numbers were estimated to be 5.3% for both

the silicone oil-water and heptane-water systems. This compound uncertainty considers uncertainties
associated with quantities used to calculate physical data and dimensionless groups.
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Figure A-34. Comparison of multiple-layer and single-layer correlations
A7.2 Summary and Recommendations

As discussed within Section A7.1, there has been limited research investigating convection within
multiple component or multiple layer fluids. However, several investigations indicate that the presence of a
nonheated layer above a heated layer reduces heat losses from the convecting layer. No experimental data
were found investigating convective heat transfer in multiple layer fluids with only the top layer heated or
with both layers heated. Furthermore, no data were found for modeling material interactions or the impact
of crust formation. Therefore, it is recommended that additional numerical and experimental work be
performed before any modifications to SCDAP/RELAP5 models are implemented.?

Nevertheless, it is important to understand how heat transfer will be predicted by SCDAP/RELAPS
when a molten pool forms containing two density-stratified layers. Currently, SCDAP/RELAPS assumes
that the volume of the molten pool corresponds to the entire volume of molten material. Using this volume,
an effective pool radius is estimated that is then used to calculate the pool Rayleigh number used in
steady-state heat transfer correlations. However, the heat transfer correlations are evaluated using the
material properties corresponding to the material within each layer. For example, consider a molten pool
with an internal heat generation rate of 1.98 MW/m? consisting of a 2 m® volume of metallic melt beneath
a4 m° volume of ceramic melt. The effective radius of the pool calculated by SCDAP/RELAPS would be
approximately 0.95 m. Rayleigh numbers estimated for material in the metallic and ceramic region would
be 1.3 x 10'% and 4.7 x 1013, respectively. Heat transfer coefficients along the upper side of the pool would

a. Discussions indicate that two component, two fluid layer tests will be included in the natural convection
heat transfer test program being performed at the University of California - Santa Barbara.A20 These tests
will use uniform cooling to simulate internal heat generation in each layer.
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- be estimated by SCDAP/RELAPS using the correlations recommended by Mayinger, Jahn, Reineke, and
Steinbrenner (see Equation (A-30) and Figure A-10 in Section A2.2.1). For the upper side of the pool,
current SCDAP/RELAP5 models would estimate that the heat transfer coefficient from the metal and
ceramic materials, would be 12,400 and 2,300 W/mZK, respectively. There are no data with which to refute
or substantiate these predictions. Hence, it is strongly recommended that additional studies be performed to

investigate how this phenomena is predicted with more detailed numerical models.

Table A-5. Correlation constants and test conditions for multilayer experiments.

Correlation Constants Rapgrange Prg/Pry Ly/Lg Fluid Reference
C m Top/
bottom
0.254 0.228 34x 104 to 7/84 0.433 Silicon oil/  Kulacki and
9.5 x 1010 copper NguyenA'56
hat
0.286 0196  38x 1061tlo 0.111 ig{ﬂuﬁ:
3.0x10
0.244 0.194 9.3x107 to 0.035
42x 104
0.269 0233  87x10°to  6.5/65 0433 Heptane/
4.1x 1010 copper
0.171 0227  16x 1071t10 0.111 ig}ggzt:
1.6x10
0.129 0230  1.1x107to 0.035
2.1 x 101
0.264 0.225 3.4x10%to 6.3/74 0.433 Silicon oil/ Kulacki,
9.5 x 1010 copper Min,
Sulphate Neuyen, and
6 P guyen,
0.262 0.199 3381xx1;)01t10 0.110 solution KeyhaniA'SS
0.250 0.192 93x107to 0.035
43 x 101

A8. SCDAP/RELAP5 MODELING RECOMMENDATIONS

Within this report several phenomena impacting convective heat transfer from a molten pool have
been investigated with the objective of determining what, if any, modifications are needed to improve the
SCDAP/RELAP5/MOD3.1 molten pool heat transfer models. In this section, recommendations for
SCDAP/RELAPS molten pool heat transfer models are summarized and areas where additional data are
needed before revisions to SCDAP/RELAPS heat transfer model can be recommended are identified.
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Based on this review, it is felt that there are sufficient data to warrant recommending the following
modifications to the SCDAP/RELAP5 molten pool heat transfer models.

. Use steady-state heat transfer correlations obtained from the Kymiildinen, et al. COPO
tests. The correlations recommended by Kymiliinen, et al. for predicting upward and
downward heat transfer are similar to those used in the current SCDAP/RELAP5 model.
However, it is recommended that these correlations be used because they were obtained
from higher Rayleigh number tests and they are consistent with data obtained from several
other two- and three-dimensional investigations. Switching to these correlations would
include the use of a separate, horizontal, heat transfer coefficient and allow non-hemi-
spherical geometries to be modeled. It is recommended that the Mayinger data for predict-
ing local heat transfer coefficients along curved lower surface of a pool continue to be
used in the SCDAP/RELAP5 model.

. Consider cylindrical and hemispherical pool shapes and aspect ratios. By mapping the vol-
ume of a molten pool onto a hemispherical shape, SCDAP/RELAPS models may be erro-
neously predicting sideward heat losses. For example, scoping calculations in
Section A2.3 indicate that heat transfer coefficients may vary by as much as 20% when the
proper geometry of the pool is considered. Therefore, it is suggested that shape-factor
selection criteria be included in SCDAP/RELAPS to determine if the melt region is tori-
spherical or hemispheric and the aspect ratio associated with the selected geometry. These
geometrical parameters could then be used to appropriately apply the Kymildinen, et al.
COPO correlations.

. Apply steady-state correlations in their transient form. As demonstrated within
Section A3.2.2, it is incorrect to apply steady-state correlations before the pool has
reached a steady-state because heat transfer coefficients will be overpredicted by over a
factor of 2 (and possibly orders of magnitude at early stages of the transient). Furthermore,
representative results from a SCDAP/RELAP5/MOD3.1 run indicates that molten pools
will be in a transient stage for most time periods of interest in a severe accident analysis.

applied using their transient forms in SCDAP/RELAPS calculations.

. Consider the effects of vapor transport on convection heat transfer. Although additional
data are needed to validate the proposed modifications, it is suggested that horizontal heat
transfer be modeled using correlations proposed by Greene, et al. and that upward and
downward heat transfer be modeled using the Ginsberg and Greene correlation. Note that
use of this method requires selecting a boiling regime based on the average void fraction
of the melt and calculating a bubble terminal vapor velocity. Furthermore, it should be
noted that the volume of voids due to boiling and fission gas production must be included
in estimating the melt void fraction. Scoping calculations in Section A5.2.2 indicate that
neglecting vapor transport within the melt may result in underpredicting heat transfer from
the pool by orders of magnitude.
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The following areas have been identified as having the potential to significantly impact heat transfer
from a molten pool although additional analyses and/or data are required before any model modifications
could be recommended.

. Prototypic material property effects. The limited number of experiments performed using
prototypic material properties suggest that heat transfer from a molten ceramic pool may
behave differently than indicated from experiments using aquéous solutions. First, experi-
ments using UO, (and experiments using paraffin) have observed that the upward heat
flux will be suppressed because of void formation that occurs as the material undergoes a
volume reduction as it solidifies. Secondly, an enhanced downward heat transfer was
observed in the molten UO, tests that cannot currently be explained. Although it has been
suggested that this enhanced downward heat transfer may be due to an errors in estimating
the heatup of the debris or neglecting radiation heat transfer within the debris, additional
data are needed to quantitatively estimate what, if any, material property effects may
impact convective heat transfer from a molten pool. Note that some of the RASPLAV tests
currently planned by the Russian Research Institute will use prototypic materials and may
provide insight into this area.

. Solidification and melting effects on fluid motion. Although no data were found that con-
sidered the effects of solidification and melting in a volumetrically heated liquid, the data
for fluids without heating indicate several effects of phase change that are not considered
in SCDAP/RELAPS5 molten pool heat transfer models. For example the increase in vol-
ume associated with melting has been observed to induce motion in the fluid. Further-
more, SCDAP/RELAP5 models do not consider the potential for solids to become
entrained in the melt and the effect of these entrained solids on heat transfer from the pool.
Finally, SCDAP/RELAP5 models do not consider the potential for voids to form within
the crust as the melt solidifies. It is suggested that insights could be gained in many of
these phenomena by performing additional numerical studies.

. The effects of multiple-component or layer pools. The limited data available for convec-
tion in multiple component fluids suggest that heat transfer at the boundary of the heated
layer is independent of the presence of an overlying non-heated layer. Furthermore, the
data available for a non-heated layer above a heated layer indicate that upward heat trans-
fer from the two layers is reduced because of the presence of the non-heated layer. No data
were available for studying heat transfer from multiple layers with the heating in both lay-
ers or the top layer. Data were also not available to study the effects of crust formation or
material interactions at the interface between the layers. Although the data for predicting
heat transfer from multiple component pools are insufficient to recommend any SCDAP/
RELAPS5 model modifications, scoping calculations discussed in Section A7.2 indicate
that the current manner in which SCDAP/RELAP5 molten pool heat transfer models treat
multiple component pools is unsubstantiated and it is recommended that calculations be
performed to substantiate these predictions using more detailed codes. Furthermore, data
from two component, two fluid layer tests that are planned in a natural convection heat
transfer tests program being performed at the University of California - Santa Barbara®*-20

may provide some insight into these issues.
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It should be emphasized that there is still considerable uncertainty associated with many of the
proposed model modifications, such as those for predicting vapor transport. Hence, it is suggested that
additional analyses and/or experimental data be obtained to support these recommendations and to resolve
questions identified in areas where there were insufficient data to recommend model modifications.
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COMPARISON OF STRESSES IN SIDE-WALL AND BOTTOM CRUSTS

This simplified analysis is performed to show that crust side-wall stresses are much larger than
bottom stresses, so the side-wall will always fail before the bottom crust. The bottom crust is modeled as a
flat plate supported by columns equidistant in the x and y direction. The side-wall is modeled as a long
cylinder (i.e., end effects are neglected). A pressure differential of P is applied to the bottom and side-wall
crusts. Stress concentration factor is assumed equal for both, so it is not used in calculating the side-wall
stress-to-bottom stress ratio.

Bi. SIMPLIFIED ANALYSIS

The maximum bending moment (M) at the center of the plate is calculated as:B1

M = 0.331FPb? (B-1)
where

M = the moment at the center of the plate

0.331 = tabulated factor which applies to a Poisson's ratio of 0.2

F = the correction factor (=0.9377) to account for Poisson's ratio of 0.316

P = the pressure differential

b = the distance between column supports.

The maximum bottom bending stress is:

Pb?

O naxbottom — 0'1862'1:_2 (B-2)
where

G maxbottom™= the maximum bottom bending stress

t = the crust thickness for side-wall or bottom.

The maximum stress in the side-wall is approximated by~

PR

O maxside ~wall — T (B-3)




From Equations (B-2) and (B-3), the ratio of side-wall stress-to-bottom stress is:

0.maxside -wall Rt

- =5 _ B-4)

2
maxbottom b

Taking some typical dimensions of thickness (t = 20 cm), cylinder radius (R = 146 cm), and fuel pin
spacing (b = 2.86 cm), the ratio of side-wall stress-to-bottom stress is approximately 360. If we assume that
three out of four fuel pins do not support the crust, the support spacing doubles (b = 5.72 cm) and the ratio
is approximately 90. For R = 146 cm, b = 5.72 cm and a thickness of 0.1 cm, the ratio is approximately 20.

If the ratio in Equation (B-4) is less than 1.0, then bottom crust stresses exceed side-wall stresses. For
a typical crucible radius of 146 cm, this does not occur until thickness is unreasonably small or the support
spacing is large. Generally, the bottom crust is thicker and cooler than the side-wall. So long as the bottom
crust is reasonably well-supported by the fuel pins, we would not expect it to fail before the side-wall.
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