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We review the development and application of kinetic Monte Carlo simulations to
investigate defect and dopant diffusion in ion implanted silicon . In these type of Monte
Carlo models, defects and dopants are treated at the atomic scale , and move according to
reaction rates given as input parameters. These input parameters can be obtained from first
principles calculations and/or empirical molecular dynamics simulations, or can be extracted
from fits to experimental data. Time and length scales differing several orders of magnitude
can be followed with this method, allowing for direct comparison with experiments. The

different approaches are explained and some results presented. '



A. Introduction

The microscopic structure of defects and dopants in semiconductors has been the
subject of many theoretical [1-4] and experimental [5-9] studies over the last three decades
Regarding theory, the development in the last few years of powerful computers has enabled
the application of ab initio calculations based on density functional theory within the local
density approximation, and of large scale molecular dynamics simulations (MD). MD
simulations have been used extensively to study the defect production in irradiated
semiconductors, such as Silicon [10-12] and SiC {13] . These calculations provide a
quantitative understanding of many fundamental phenomena such as, for example, defect
formation and migration energies. . Even more interestingly, the interaction between
defects and impurities has also been studied in detail using these models, and binding
energies between different defect and dopant structures have been obtajncd[3, 14]. These
values provide the basis for understanding how clustering, precipitation and trapping of
defects and impurities occurs. Other more approximate models such as tight binding and
classical molecular dynamics have also been used to study defect diffusion and binding
energies of clusters of defects in Silicon [15-17]. These models have the advantage of
being computationally more efficient, therefore allowing for dynamic studies of defect
migration, as well as computation of larger defect structures (clusters of vacancies and
interstitials). However, the applicability of these models depends on the reliability of the

semi-empirical potentials they are based on.

Concurrently, experimental techniques have been used for the identification of defects in
silicon. Electron paramagnetic resonance (EPR) experiments have characterized vacancies
in silicon, their different charge states, migration energies and their interactions with

impurities (for a review see Watkins [5]). Deep level transient spectroscopy measurements



are also used to characterize vacancies and interstitials, as well as dopant and impurity
complexes, providing values for binding energies of different dopant-defect pairs [18].
Recently, diffuse X-ray scattering (DXS) has been applied to study the small defects
created during ion bombardment and damage annealing [9, 19]. The interpretation of the
results obtained by this technique is complicated in the case of semiconductors, due to the
similar relaxation volumes for vacancies and self-interstitials, and the possible formation of
large disordered or amorphous zones during the collision cascade. However, this technique
was able to measure the formation of close Frenkel pairs for irradiation at 4 K, that are not
present during room temperature irradiation. These close Frenkel pairs have also been
identified by tight binding molecular dynamics simulations [16]. Recent combined efforts
between experiments and simulations allow for a more clear interpretation of the

experimental results obtained with DXS [20].

Other techniques, such as high resolution electron microscopy (HR-TEM) and scanning
tunneling microscopy (STM), allow for direct observation of microscopic structures. Rod-
like defects have been identified in silicon using TEM. These defects were produced by
silicon self-irradiation and high temperature annealing [6]. The dissolution rate of these
{311} defects at different temperatures was obtained from these measurements and a link
was established between the transient enhanced diffusion observed in Boron and the
dissolution of these defects. On the other hand, STM was used to study surface evolution
during annealing at different temperatures [7]. These experiments show a decrease in the
population of the adatom layer during low temperature annealing and a re-population of this
layer when the temperature is increased. These phenomena has been associated to different
arrival rates of vacancies and interstitials to the surface, as a consequence of the different
stabilities of clusters of vacancies and interstitials. All these novel experiments give a better
insight to complicated phenomena such as defect and impurity diffusion, clustering and

trapping. Moreover, they can be used to validate some of the theoretical calculations



discussed above. Nevertheless, a large controversy still exists regarding basic parameters

such as migration energies of vacancies and interstitials [21].

Despite these new advances both in experiments and simulations, a time gap still exists
between the two in the most common situations. Phenomena such as defect diffusion can
not be studied using, for instance, molecular dynamics, since only times on the order of
nanoseconds can be followed with this type of simulations. Instead, rate theory is used to
model defect and dopant diffusion in semiconductors. In particular, these models have been
applied to study transient enhanced diffusion [22-25]. However, in most of the cases, this
approach is only valid in close to equilibrium situations. Moreover, up to now, all these
models relayed on a set of parameters that had to be fitted in order to reproduce a particular

experimental observation, therefore, limiting the predictability of the model.

We will present a simulation model that provides a link between microscopic values, such
as migration and binding energies, and macroscopic phenomena. This kinetic Monte Carlo
model (k-MC) can simulate time scales differing several orders of magnitude, as well as
computational systems on the order of microns. This type of simulations can explore the
different paths for defect agglomeration and their results can be directly compared with
experiments, both high resolution microscopy and SIMS concentration profiles, without
fitting the input parameters. Thus, it provides a physicauy based model of defect diffusion
that, moreover, is not restricted to close to equilibrium situations. A complete consistent set
of parameters will constitute a model that is predictive and can be used to study different
experimental conditions. Furthermore, the failure to reproduce some of the experiments can
be easily understood in terms of the approximations introduced in the model, instead of
having to re-fit the input parameters, such as the case of continuum models. The results
obtained from these simulations can also be exported into continuum models, such us

SUPREME [26] or Alamode [27], and consequently, construct a non-computationally



demanding, physically based model, that allows for prediction of defect profile evolution

for different device conditions.

In the next section we will explain the input necessary for a generic kinetic Monte Carlo
simulation of ion implantation and diffusion, and the model will be described. Section 3
describes some results obtained with these model as well as the different approaches. We

end up with some conclusions and future developments and applications of this method.

B. The kinetic Monte Carlo simulator

B.1 General description

Heinisch and co- workers used for the first time a Monte Carlo model to simulate the
migration, agglomeration and dissociation of the defects produced by 25 keV Cu self-
irradiation at different temperatures [28]. This model has been recently implemented in
order to simulate implantation and diffusion of defects in Silicon [29, 30]. We will explain

here, in general terms, our implementation of such simulation.

Our model considers point defects (vacancies and silicon self-interstitials), dopants
(Boron), impurities (Carbon), extended defects (vacancy clusters, self-interstitial clusters)
and mixed clusters (B-I clusters, C-I clusters) as individual objects with a basic set of
properties such as size, shape, jump rates and dissociation rates. There is not an underlying
lattice in this model, since defects are considered to diffuse by a random walk. The
different possible reactions, such as formation or dissociation of clusters, are given as input
tables that can be easily modified. The values for dissociation rates of clusters and jumping
rates of defects and dopants are given by the binding and migration energies, respectively,
that can be obtained by different methods as we will describe below. A jump distance equal

to first nearest neighbors (0.235 nm) has been considered in our simulations. The initial



stage of the simulation consists of the three dimensional distribution of point defects,
impurities and dopants. Events are picked according to the reaction rates and the number of
objects of one type. The object picked is either placed into a new location (in case of a
migration event, or dissociation from a cluster), removed from the system (in case of
recombination) or changed into another object (in case of agglomeration in a cluster). The
former and new neighbors of the object picked must be also modified. This step is the most
computationally intensive in the simulation. The time is incremented after each event
considering the total reaction rates. A kinetic Monte Carlo simulation, therefore, includes a
microscopic description of defects and impurities. However, due to the simple description
of a complex system, such as a doped silicon lattice, times and length scales ranging

several orders of magnitude can be followed by this method.

B.2 The input data for a k-MC simulation

The input data necessary for a basic simulation of defect diffusion consists of the jump
rates for vacancy and self-interstitial migration, or, in other words, the diffusivity at
different temperatures. In the case of Silicon, values for diffusivities of vacancies and self-
interstitials exist in the literature and have been calculated using Stillinger-Weber molecular
dynamics [15] and tight binding molecular dynamics [17]. Experimentally these
diffusivities are not known, since only the product of defect concentration and defect
diffusivity can be obtained, and high controversy still exists regarding the independent
values [21, 31]. Migration energies of vacancies and interstitials have also been obtained
using first principles local density approximation (LDA) calculations [3], however, these
type of calculations, although the most accurate, do not provide the diffusivity pre-factor
necessary to calculate the different jump rates, since they are all performed at zero

temperature.



For systems involving high defect concentrations, it is necessary to include in the Monte
Carlo simulation the possibility of defect clustering, and, therefore, the binding energy of
vacancy clusters and self-interstitial clusters must be obtained. The binding energy will
provide the rate of dissolution of the clusters at different temperatures. Values for binding
energies of vacancies have been calculated using empirical molecular dynamics with
different interatomic potentials, such as the Stillinger-Weber potential [15] and the Tersoff
potential [17]. Tight binding molecular dynamics has also been used to calculate vacancy
binding energies [32]. Silicon self-interstitial binding energies have only been calculated
using Stillinger-Weber molecular dynamics for very small clusters (up to size 5) [15].
These calculations seem to indicate that the interstitial binding energies are larger than those
of the vacancy clusters. This difference plays a very important role in the later evolution of
the vacancy and interstitial clustering and it will influence dramatically the outcome of the
kinetic Monte Carlo simulation. Therefore, the study of the binding energies of interstitial
clusters and their evolution to rod-like defects is of great importance for accurate modeling

of defect and dopant diffusion.

The simulation of dopant diffusion requires, primarily of the study of the migration path of
the dopant of interest. The path and energies for Boron migration in Silicon has been
obtained using (LDA) calculations both for neutral species [3] and charged species [2, 33].
Other Silicon dopants, such as Arsenic, have also been studied using these method (4, 35].
The migration path for dopants will impose an important difference in the type of Monte
Carlo calculation used. In the case of Boron, the migration is through a 'kick out'
mechanism, with the aid of silicon self-interstitials. Boron atoms will migrate by jumping
to an interstitial position. This allows for a Monte Carlo calculation that does not require of
the presence of a lattice, as the one explained above. However, dopants such as Arsenic
that can migrate by coupling with a vacancy require of the details of a lattice Monte Carlo

model [34, 35], where the simulation includes all the different lattice positions.



As mentioned earlier, most of the ab initio simulations existing in the literature are zero
temperature calculations, providing the migration energies of the dopants but not the actual
rates for migration. In our simulations, in order to obtain the probabilities for Boron
migration we fitted the jump rate pre-factor to experimental values of Boron diffusivity in
Silicon [37]. In a kinetic Monte Carlo box of 80x80x80nm’, with periodic boundary
conditions, we included one Boron substitutional and one silicon self-interstitial, using an
ad-hoc value for the pre-factor for the boron interstitial diffusivity. The final boron
diffusivity was obtained from the total number of hops after adjusting for size effects and
interstitial concentration. The initial value of the pre-factor was modified until the calculated

diffusivity reproduced the experimental results for different temperatures.

A step further in the complexity of a Monte Carlo simulation of defect diffusion is the
possibility of clustering of dopants with silicon defects. Recent LDA calculations have
provided of a large data base of binding energies and reactions of Boron atoms and Silicon
self-interstitials. The numerous possible combinations for dopant and defect clusters make
this a very complicated calculation. However, the combined effort of Monte Carlo
simulations, that can explore the possibility of different reaction paths together with
accurate and detailed LDA calculations allowed for the production of these large set of data

[30].

All these reaction rates are fundamental parameters for any Monte Carlo simulation of
defect and dopant diffusion in Silicon. Only the initial conditions will change depending on
the type of experiment that needs to be simulated, such as ion implantation, oxidation
enhanced diffusion (OED), etc. In particular, for the simulation of ion implantation it is
necessary to obtain the initial configuration of the vacancies and interstitials created by the

energetic ions bombarding the sample. This defect distribution can be obtained from a



binary collision model, such as UT-Marlowe [37], or from a molecular dynamics
simulation of the damage produced by an energetic ion [28, 38]. The former is
computationally more efficient, improving the statistics of the simulation. However, it is
not always valid. For the case of light ion bombardment, such as Boron implantation,
simple models such as binary collision simulations, give an accurate description of the
damage produced by the ion, since mostly isolated pairs of vacancies and interstitials
(Frenkel pairs) will be formed during the collision cascade. For the case of heavier ions,
such as Arsenic, molecular dynamics has shown that the collision of a single ion can
produce an amorphous zone, that can not be accurately described by binary collision
models, since these highly disordered regions are the result of multiple close collisions
[38]. As aresult of this study it was observed that the total fraction of defects produced by
heavy ions is twice the value obtained from binary collision models. The stability of these
amorphous structures was also studied by MD for annealing at different temperatures. It
was observed that these structures anneal at low temperatures in just a few picoseconds,
but the stability of the amorphous pockets increases with the initial size of the disordered
zone, and therefore, with the ion mass and energy. All these factors must be taken into
account when modeling the implantation and diffusion of defects in Silicon if a realistic

model wants to be constructed.

In a Monte Carlo simulation of ion implantation, the time between the arrival of two
consecutive cascades is given by the dose rate. During these time defects are allowed to
diffuse, therefore, dose rate effects are directly included in these simulations. As an
illustration, in figure 1 we show a snap-shot of a simulation of 5 keV Boron implantation.
Only a small slice of the total simulation box is shown here, for two different times: figure
1(a) for time = 1.4 s corresponding to a dose of 2x10'% jons/cm? and figure 1(b) for time =
19 s corresponding to a dose an order of magnitude higher, 2x10" ions/cm®. White circles

represent vacancies and gray circles are interstitials. Larger circles represent clusters of



vacancies or interstitials. Black dots corresponds to Boron atoms and Boron complexes.
Observe that during the implantation most of the vacancies are already in clusters, while
interstitials are mostly single. In this simulations, dopant ions are set in interstitial sites after
the collision cascade. Periodic boundary conditions are used for y and z directions while

the front and back surfaces act as perfect sinks.

C. Applications

One of the major efforts in kinetic Monte Carlo simulations has been the study of transient
enhanced diffusion (TED) of Boron in Silicon. L. Pelaz et al [39] developed a model for
Boron migration and clustering that successfully reproduces transient enhanced diffusion
occurring in MBE grown Boron layers, implanted with Si 40 keV at a dose of 9x10"
ions/cm’ and annealed at 800°C. Values obtained from molecular dynamics for the
migration energy of silicon defects [15] and from ab initio calculations for the migration
energy of Boron [3] were used in these simulations. The energetics and reactions for Boron
clustering were obtained by fitting to the experimental profiles. From these simulations it
was concluded that a Boron precursor, such as BI2 (one Boron atom a two silicon self
interstitials) was necessary in order to reproduce the different annealed profiles, in
particular to obtain a fixed peak, as the one observed in the experimental data. This Boron
cluster is formed in the initial stages of the cascade damage or the high temperature
annealing, when the Si interstitial super-saturation is very high. According to this study,
these defects act as nucleation centers for the formation of B-rich clusters during
annealing, responsible for the electrically inactive component of the Boron concentration
profile. The experimental time dependence of TED was accurately reproduced with this

model for simulations at 800 C.
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We have developed a similar model for transient enhanced diffusion of Boron. In our case,
the different binding energies and possible B-I clusters were calculated using ab initio
simulations, as explained in the section above. We centered the study on the simulation of
the transient enhanced diffusion of as implanted Boron profiles under different annealing
temperatures and times, and different energies of the implanted ion. Figure 2 shows the
Boron concentration depth profile for a 40 keV Boron implant at 2x10"* ions/cm? after
annealing at 700°C for 240 minutes (figure 2(a)) and annealing at 900°C for 5 minutes
(Figure 2(b)). The kinetic Monte Carlo results for the total Boron concentration profiles
(circles) are compared with the SIMS measurements for these conditions (lines), and a

good agreement is observed for all different temperatures and annealing times studied [30].

In order to understand how Boron diffusion and clustering occurs we study the evolution
of the different B-I clusters as a function of time during high temperature annealing. In
figure 3 we show the concentration of the most important B-I clusters as a function of time
during a 800°C anneal, for a B 40 keV, 2x10" cm? implantation. In this plot we also
include the percentage of active Boron as a function of time (solid line, right ordinate).
After the implantation most of the B-I clusters are in the form of BI (one Boron atom and
one Silicon self-interstitial, open squares in figure 3) and BI2 (filled circles). Only 56% of
the Boron is active after implantation. At this time, all vacancies are in clusters and most of
the interstitials are single defects. During the early stages of the high temperature anneal
interstitials agglomerate to form clusters and vacancy clusters grow and dissociate due to
their lower binding energies (see section II). This can be observed in figure 4, where we
show the average cluster size of vacancies and interstitiais as a function of annealing time
(left ordinate). The high concentration of vacancies makes the recombination with B-I
complexes very likely and therefore a reduction in the concentration of these clusters is
observed during the initial annealing stages, while the concentration of Boron substitutional

increases, with a total activation of 98% at 102 seconds. After approximately 10 seconds all
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the vacancies have recombined with interstitials, dopants or the surface and no more
vacancies are left in the bulk (see figure 4). It is after the release of all the vacancies from
the system when the interstitial clusters start to grow to later release single interstitials, as

observed in earlier simulations [29].

Also in figure 4 we show the magnitude of boron TED, the total diffusion length (right
ordinate, solid line). The boron diffusion length increases when all vacancies have
disappeared from the system. It is interesting to note that only 4 nm of the total boron
diffusion length of 48 nm occurs during the final interstitial cluster dissolution. Eight nm
occur during the first 10s and 36 nm during interstitial cluster growth, that is, before
dissolution of the larger clusters. It is during the growth and dissociation of the interstitial
clusters when Boron atoms can migrate and clustering of Boron atoms and silicon-self
interstitials occurs. This can be observed in figure 3, where the concentration of B-I
clusters of the type B3I (squares) starts to increase after 10s of anneal. The formation of
these B3I clusters implies a reduction in the total boron active. When the transient is over
only 72% of the total Boron is active. It is interesting to note the existence of a time gap,

between 10 and 10 s when 98% of all the Boron is active.

From the simulations described above we have extracted the Boron diffusivity as a function
of annealing temperature. This has been obtained by counting the total number of hops of
the Boron interstitials in the simulation until no more self-interstitials are left in the bulk and
all the Boron atoms are either in substitutional sites or in stable cluster, such as B31. In
figure 5 we present the results for the Boron diffusivity for three different temperatures,
700°C, 800°C and 900°C (left ordinate, circles). The dependence with temperature obtained
from this plot for the Boron diffusivity is: Dy = 2.2x102*exp(-2.7eV/KT) cm?s, in good
agreement with the result of Solmi and Baruffaldi, obtained from different experimental
observations [40] of Dy = 2.2x10%*exp(-2.5¢ V/KT) cm?/s. Also in figure 4 (right ordinate,

12



squares) we show the total diffusion length at different temperatures, in nm. As expected,
and previously reported in some experimental observations [41], the total diffusion length
is lower for higher annealing temperatures at the end of the transient. Our model, is
therefore, able to predict the temperature dependence of the transient enhanced diffusion.
The results of the simulations were also compared with SIMS profiles for these three

temperatures with good agreement for different annealing times.

The energy dependence of TED has also been studied using k-MC simulation and
compared with experimental results. In figure 6 we present the results for Boron
concentration depth profiles at the same dose reported above, 2x10" ions/cm? and two
different energies (a) 20 keV and (b) 80 keV, both the as-implanted profiles (straight line
are the SIMS measurements, circles are the k-MC), and the profiles after annealing at
800°C for 60 minutes (dashed lines are SIMS measurements, squares are simulations).

Observe again the good agreement between experiments and our simulation model.

Similarly to the case above for the temperature dependence of TED we have calculated the
Boron diffusivity as a function of energy. In figure 7 we show the results for the Boron
diffusivity (left ordinate, circles) as a function of energy for three different energies (20, 40
and 80 keV), and the same dose (2x10" ions/cm?) and annealing temperature (800°C for 60
minutes). As observed experimentally [42] there is a very small dependence of TED with
energy. This dependence with energy can be related to the location of the boron profile with
respect to the surface, and consequently to the total number of interstitials recombined at the
surface, or the total number of interstitials remaining in the bulk that are able to induce
Boron migration. In figure 7 we present the total number of interstitials recombined at the
surface after the 60 minutes anneal at 800°C for the three different energies (left ordinate,

squares). This number increases as the energy increases since the maximum of the damage
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concentration profile is deeper in the bulk. The difference in the total number of interstitials

available for TED is responsible for this energy dependence.

The versatility of a kinetic Monte Carlo simulation allows for studies of different
expertmental conditions. Recently, the influence of Carbon and Boron in the experimental
measurements of Silicon self-interstitial diffusivity has been explored by simulating the
enhancement due to oxidation [43]. From this study it was found that modest levels of
carbon (10" cm?) significantly reduce the effective interstitial diffusivity. A fixed
interstitial population at the surface was considered in these simulations and the interstitial
depth profiles were monitored with time. From fitting these profiles to a complementary
error function the silicon self-interstitial diffusivity was obtained. The same procedure was
followed for different carbon concentrations and temperatures. In figure 8 we show the
values of the effective diffusivities as obtained from these simulations (solid lines). Notice
in this figure that carbon not only changes the prefactor for diffusivity, but also
dramatically increases the effective self-interstitial migration energy from 0.9eV for no
carbon to 1.98eV for a carbon concentration of 10'® cm™. These results suggest an
explanation for the vast spread in the experimentally determined interstitial diffusivity. In
the same figure the results of the simulation are compared to two general classes of
experiments. One class involves monitoring the diffusion of metal tracers and follows the
general trend of shallow slopes at the higher values of diffusivity and steeper slopes for
lower values of the diffusivity [44-56] - with a few notable exceptions [50-53], (see ref.
[44] for a detailed comparison of the experiments). The second class of experiments
monitors the spreading of doped marker layers during oxidation enhanced diffusion (OED).
In this case, a much lower diffusivity has been measured and activation energies for
migration were determined to be in the range of 3.1 eV [3,5,54,55]. These results cannot

be explained by carbon trapping.
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Simulation of the spreading of boron spikes during OED has shown that Boron acts as an
effective trap for interstitials, due to the formation of both mobile and immobile complexes.
A kinetic Monte Carlo simulation was performed under the same conditions as the
experiments by Gossmann et al [56]. For these simulations the matrix consists of a set of
boron delta-doped spikes with a background carbon concentration of 5x10'" c¢m™. The
surface concentration of silicon self-interstitials was maintained at 2x10' cm® and the
annealing temperature was 810°C. In figure 9 we show the results of the simulation for a
Boron concentration of 10" cm™. Observe the excellent agreement with the experimental

data.

The effective interstitial diffusivity was extracted from this simulation by two methods. One
method consists of extracting the width of the as-deposited and annealed spikes to calculate
the diffusivities. In this method, the diffusivity of the self interstitial is extracted from the B
diffusivity profiles by fitting the spreading of the peaks with a Gaussian, assuming the B
diffusivity is proportional to the self-interstitial concentration. This method gives similar
results to Gossmann’s analysis. In this case, clusters of boron and interstitials are a small
fraction of the total boron concentration, so the spreading of the peaks is expected to give a
good measure of the effective diffusivity. The self-interstitial concentration profiles were
also analyzed. From this analysis it was found that the spike spreading method gives a
diffusivity of 2.2x10™" cm?/s while a fit to the interstitial concentration profile yields an
effective diffusivity of 3.6x107'* cm*s. The difference is within the accuracy of the
simulation and the result supports the idea that spike width spreading measures the
interstitial profile. However, it is ihteresting to note that both of these methods give a
diffusivity which is orders of magnitude smaller that the diffusivity measured in a
simulation with no boron, only carbon, as the results in figure 8 indicate. Yet Boron
comprises only ~ 25% of the total number of traps within the delta-doped region. The cause

for the precipitous drop in effective diffusivity due to boron is a results of the details of the
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interactions between boron and self-interstitials, and between carbon and self-interstitials.
In the case of carbon, the CI complex (i.e. the first order trap) is mobile and has a
diffusivity of ~ 2x10”° cm™and 810°C, whereas in the case of boron the lowest energy state
of the simple boron-interstitial complex is immobile [3]. Though the boron-interstitial
complex can “kick out” a mobile interstitial boron atom, the energy difference between
these two estates in about 0.4eV [3] which implies that the mobile interstitial boron
concentration will be less than 2% of the concentration of the immobile boron-interstitial
pairs at 810°C. Threfore, the B-I interaction will yield an effective diffusivity for the self
interstitial comparable to that expected for fixed traps [56]. The carbon and boron trapping
can reconcile the large difference in diffusivity obtained from the metal diffusion

experiments and B marker layer experiments [44-56].

From the examples described above we can conclude that kinetic Monte Carlo simulations
can be used as predictive models for phenomena such as transient enhanced diffusion of
Boron, or self-interstitial trapping by carbon atoms, as long as there is a proper description
of all the fundamental processes occurring in the matrix. However, these models are still
too computationally intensive to be used by the industry on a regular basis. Nevertheless,
they can provide the most important reaction paths, and a reduced model can be
constructed. This model can then be implemented into continuum descriptions such as
ALAMODE or SUPREME. In fact, this type of simulations were performed using
ALAMODE with the parameters extracted from ab initio and molecular dynamics. In figure
10 we show the results from the simulation of B 40 keV, 2x10'* ions/cm’ and annealing at
800°C as obtained from Monte Carlo (symbols), ALAMODE (dashed line) and SIMS
profiles (continuum line), with good agreement between all three. These simulation models

can be very helpful to the semiconductor industry in the development of future devices.

IV. Conclusions
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We have described in this paper some of the most recent results of defect and dopant
diffusion using kinetic Monte Carlo simulations. Good agreement is found between
experiments and simulations for those cases explained here, that is, medium implant
energies (5-50 keV) and low doses (~ 10" ions/cm?). However, several issues still remain
unknown regarding simulations of those experimental conditions considered in the industry
for future devices, that is, ultra-low energies (below 1 keV) and high doses ( > 10"
ions/cm?). Parameters such as recombination efficiency of defects and dopants at surfaces
are critical when the implantation energies are reduced, and most of the damage is close to
the surface, as well as for high dopant concentrations near the surface. The interactions of
defects with the silicon-oxide/silicon interface needs to be understood and implemented in
these Monte Carlo codes, in order to describe systems such as those considered for shallow
junction formation. Moreover, Fermi level effects on the interstitial concentration and
dopant diffusion need to be taken into account when the dopant concentration is high and
we have an extrinsic semiconductor even at the high temperatures of the anneal. All these
effects can be included in the Monte Carlo model regarding the different reaction rates and
paths are known. Therefore, further basic simulations, molecular dynamics and ab initio,
are necessary to understand the physics of interfaces and clustering at high concentrations.
Further development of these type of simulations can include the description of interactions

between defects and the dislocations present in the material.
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Figure captions

Figure 1. Snap-shot of the defect distribution in a Monte Carlo simulation. We only
show a box of 10x10x10 nm?, for two different doses: (a) 2x10'? ions/cm* and (b) 2x10"?
ions/cm’. White circles represent vacancies and greys are interstitials. The black circles are

Boron atoms or Boron complexes. Larger circles represent clusters.

Figure 2. Depth concentration profiles for B 40 keV implantation at a dose of 2x10"
ions/cm’ after annealing at (a) 700°C for 240 minutes and (b) 900°C for 5 minutes. The
circles are the results from Monte Carlo simulation of the total Boron concentration profile.
The solid line is the SIMS measurement. The squares are the Monte Carlo values for the

Boron concentration in Boron clusters.

Figure 3. Time history of the substitutional and clustered boron fractions following a
800° C anneal of the 40 keV boron profile shown in Fig. 1. The percentage of Boron active
is indicated in the right ordinate, while the concentration of B-I complexes are in the left
ordinate. The boron substitutional fraction incréases from 56% to 98% after 102 s but
decreases again to approximately 71% after the vacancies disappear, and interstitial and B31

clusters start to grow.

Figure 4. Average vacancy and Interstitial cluster size versus time during a 800° C anneal
of 40 keV boron implanted silicon. Also shown on the right ordinate is the total boron

diffusion length as a function of time (—).

Figure 5. Boron diffusivity as a function of annealing temperature as extracted from
Monte Carlo simulations (circles, left ordinate). Also in the right ordinate and with squares

we show the total diffusion length for these temperatures, and for the case of 40 keV B at
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2x10" ions/cm’. Observe that the total diffusion length increases with decreasing

temperature, in agreement with the experiments.

Figure 6. Depth concentration profiles for B implantation at a dose of 2x10'* ions/cm?
after annealing at 800°C for 60 minutes for two different implant energies (a) 20 keV and
(b) 80 keV. The circles are the results from Monte Carlo simulation of the total Boron
concentration profile. The solid line is the SIMS measurement. The squares are the Monte

Carlo values for the Boron concentration in Boron clusters.

Figure 7. Boron diffusivity as a function of implant energy as extracted from Monte
Carlo simulations (circles, left ordinate). Also in the right ordinate and with squares we
show the number of Silicon self-interstitials recombined at the surface as a function of
energy. Observe that as the energy decreases the number of available interstitials decreases,

therefore, the transient enhanced diffusion decreases slightly with energy.

Figure 8. Comparison between experimentally measured self-interstitial diffusivity
(dashed lines and unfilled symbols) and simulated effective diffusivities (solid lines and
filled symbols). The experimental results 1-13 correspond to references [40-52]

respectively.

Figure 9. As deposited (thin dashed) and annealed (solid) Boron concentration profiles
from Gossmann et al. [56]. The as-deposited profile is used as the starting point for the
kinetic Monte Carlo simulations. The simulated profiles (diamonds) were obtained after

annealing at 810°C for 15 min, with a surface concentration maintained at 2x10"° ¢cm™.

Figure 10. Depth concentration profile for Boron 40 keV implant, 2x10" ions/cm?,

annealed at 800° C for 60 minutes as obtained from Monte Carlo simulations (symbols),

23



SIMS measurements (dashed line) and continuum simulations (solid lines). Observe the
good agreement between the simulations that use parameters obtained from MD and ab

initio, and the experimental profiles.
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FIGURE 10

Comparison of Our Model to KMC and Experiment
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