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ABSTRACT

Numerical studies have been made of an infiltration experiment at Fran Ridge using
the TOUGH2 code to aid in the selection of computational models for performance
assessment. The exercise investigates the capabilities of TOUGH2 to model transient
flows through highly fractured tuff and provides a possible means of calibration. Two
distinctly different conceptual models were used in the TOUGH2 code, the dual
permeability model and the equivalent continuum model. The infiltration test modeled
involved the infiltration of dyed ponded water for 36 minutes. The 205 gallon infiltration
of water observed in the experiment was subsequently modeled using measured Fran Ridge
fracture frequencies, and a specified fracture aperture of 285 pm. The dual permeability
formulation predicted considerable infiltration along the fracture network, which was in
agreement with the experimental observations. As expected, minimal fracture penetration
of the infiltrating water was calculated using the equivalent continuum model, thus
demonstrating that this model is not appropriate for modeling the ;{ighly transient

experiment. It is therefore recommended that the dual permeability model be given priority

when computing high-flux infiltration for use in performance assessm TE
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EXECUTIVE SUMMARY

The purpose of this study is to model the Fran Ridge infiltration experiment using the
TOUGH?2 flow code (Pruess, 1991) with the dual permeability model option (Pruess, 1983)
and the equivalent continuum model option (Peters and Klavetter, 1988). This exercise tests
the capabilities of TOUGH?2 to model transient flows through a highly fractured in sit
region of densely welded, fractured tuff and provides a possible means of calibrating dual
permeability parameters used in the code. This type of model evaluation was recommended
by Wilson ez al. (1994) to aid in model selection of future total system performance
assessment groundwater travel time studies. Because of the observed advantages of the dual
permeability model over the equivalent continuum model, it is recommended that future
performance assessment modeling be made using the dual permeability formulation for
transient flow conditions where pressure equilibrium does not exist.

A major outcrop of densely welded, nonlithophysal Topopah Spring Tuff exists on the
eastern side of Fran Ridge. This ridge has been selected as the test location for a large in
situ block experiment. An integral part of preparation of the ridge for the large block
experiment called for the removal of the surrounding country rock such that a 4.5 m high
and 3 m x 3 m test block remained. Prior to excavating the region adjacent to the large
block, 205 gallons of blue dyed water were ponded in a 1.5 m diameter region on a leveled
surface of the surrounding country rock and allowed to infiltrate the subregion. The
infiltration process took 36 minutes. The removal of the country rock, in approximately 0.5
m lifts, provided an oppoﬂnify to map the in situ rock fracture patterns and the infiltration
paths of the water in an 2.4 m by 2.4 m by 4.5 m (8 ft by 8 ft by 15 ft) deep region. The blue
tracer dye used in the experiment indicated ample fracture flows at the 4.5 m depth. This
experiment and the associated mapping was completed by Nicholl and Glass (1995).

The results of the computations showed that the experimental infiltration rate (205
gallons in 36 minutes) could be predicted, within 10%, using a fracture aperture of 285 Um
and the dual permeability option in the TOUGHZ2 code. Water infiltrated the fractures such
that the calculated fracture saturation was greater than 0.5 to a depth of 40 m. A total of
640 different materials, based on the observed fracture frequencies, were used in the

simulation. When the inner 2.4 m by 2.4 m heterogeneous core was modeled with a
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homogeneous average of the fracture frequencies, the calculated infiltration rate decreased,
from 225 to 193 gallons. This reasonable agreement implies that the fracture frequency on
the subscale of 0.3 m by 0.3 m may not be critical for determining a good approximation
of total flow at physical scales comparable to this experiment. As expected the results
obtained using the equivalent continuum model in the TOUGH?2 code did not accurately
predict the transient nature of the experiment. This discrepancy is attributed to the
nonequilibrium pressure condition that exists between the matrix and fracture materials
during the transient portion of the experiment. Equilibrium pressure is the basic

assumption in the development of the equivalent continuum model.

In Chapter 1 of this report, the numerical codes and conceptual models being
considered for use in calculating the flow of water through Yucca Mountain are outlined.
The relevance of these codes to groundwater travel times and total system performance

assessment are discussed.

A detailed description of the water infiltration experiments at Fran Ridge is given in
Chapter 2. The influence of various flow processes and material parameters on fast-flow
paths are discussed in Chapter 3. A one-dimensional sample calculation is used to

demonstrate relative importance of processes and parameters.

The development of a block-scale model of fracture flow at Fran Ridge is presented in
Chapter 4. Results of calculations using the dual permeability model and equivalent
continuum model for the base nominal case and parametric variations of the nominal case

are given.

A summary of the results of these calculations and suggestions for future investigations
are presented in Chapter 5.
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Chapter

ONE

Introduction

1.1 Problem Statement

The geologic strata in the vicinity of a potential high-level nuclear waste repository at Yucca
Mountain, Nevada, consists of unsaturated, fractured, variably welded, tuffaceous rock. The
highly fractured nature of this domain poses significant challenges for performance-assessment
calculations that attempt to predict the flow and transport behavior in this region. First, accurate
characterization of the fracture networks is difficult, if not impossible. Important model parameters
such as fracture frequencies, apertures, and distributions are therefore scarce and often unreliable.
Secondly, some numerical models that have been used in performance-assessment calculations are
not even capable of explicitly modeling flow through fractures (Amold et al., 1995; Wilson et al.,
1994; Barnard et al., 1992; Dudley et al., 1988). These composite porosity (equivalent
continuum) models are generally used for their computational efficiency, but significant concerns
have risen over their ability to model fast-flow paths. The existence of fast-flow paths within the
unsaturated fractured rock at Yucca Mountain has been evidenced by several studies including
isotopic dating analyses (Fabryka-Martin et al., 1993) and studies of analog sites such as Rainier
Mesa (Russel et al., 1987) and Apache Leap (Bassett et al., 1994). Therefore, it is necessary to
examine the applicability of continuum-based models and consider possible alternative
conceptualizations to ensure that models used for performance-assessment calculations are
capturing the salient behavior of unsaturated fracture flow. Since current understanding of flow
and transport through the unsaturated fractured rock is far from complete (e.g., Glass and Tidwell,
1991; Glass et al., 1995), decisions between alternative conceptualizations must be based on both
process-level understanding and numerical investigation of physical observations at large and
interrr;édiate scales.
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This paper focuses on the assessment of two alternative conceptual models (equivalent
continuum and dual permeability models) of fracture flow that can be used in performance-
assessment calculations. These models are used to simulate a field infiltration tracer test at Fran
Ridge in which dyed water was allowed to infiltrate downward into the densely welded,
nonlithophysal Topopah Spring tuff (Nicholl and Glass, 1995). This report assesses the
capabilities of the models and the importance of several parameters influencing flow through
fractured tuff by comparing simulated and observed infiltration fluxes and patterns.

1.2 Numerical Codes

Numerical codes used in previous performance-assessment calculations have been limited in
their ability to model fast-flow paths through fractured rock (Arnold et al., 1995; Wilson et al.,
1994; Barnard et al., 1992; Dudley et al., 1988). Recently, numerical codes have employed
alternative models of fracture flow that may better represent the behavior of flow through fractured
tuff. One such code, TOUGH2 (Pruess, 1991&1987), has been recommended by Reeves et al.
(1994) for use in Yucca Mountain related calculations and is used in the analyses of this report
(versions 3.0 and 3.1 in the SNL software quality assurance configuration management).

TOUGH2 (Transport of Unsaturated Groundwater and Heat) simulates transient, multi-
phase, non-isothermal flow in one, two, or three dimensions using the integral finite difference
numerical method. The fundamental formulation for the governing equations consist of balance
laws for mass and energy with Darcy's law for momentum. In the integral finite difference
approach, no reference is made to a global coordinate system. Volume elements of arbitrary size
and shape are specified by information describing the volume of each element and connection
parameters to adjacent elements. Also included in the TOUGH2 code is the MINC (Multiple
INteracting Continua) formulation for describing dual porosity and dual permeability systems of
fracture flow (Pruess, 1983) as described in Chapter 4. Although the equivalent continuum model
is not included in TOUGH?2, it has been added to the code following the formulation described in
Klavetter and Peters (1986) and Dudley et al. (1988). TOUGH?2 incorporates equation-of-state
modules (used interchangeably) that govern more specific features of the system such as single-
phase flow described by Richards’ equation (1931), chemical species transport, and vapor

pressure lowering.



1.3 Alternative Conceptual Models of Flow in
Fractures

As described above, this report will compare and contrast two alternative conceptualizations
for unsaturated flow through fractures, the equivalent continuum model and the dual permeability
model. Figure 1.1 shows a sketch of the representative domains of each model, along with a more

rigorous discrete fracture model for comparison.

The equivalent continuum model (Klavetter and Peters, 1986; Dudley et al., 1988) has been
used extensively in describing flow through fractured rock as a result of its relative simplicity and
ease of computational implementation (Arnold et al., 1995; Robey, 1994; Dudley et al., 1988). In
this model, the pressures in the matrix and fractures are assumed equal. As a result, the flow
through this fracture-matrix system is equivalent to flow through a composite porous medium,
which has hydraulic properties comprised of both fractures and matrix properties. Dudley et al.
(1988) express that for conditions similar to those found at Yucca Mountain (i.e. low infiltration
rates and good coupling between the fracture and matrix), the equivalent continuum model
provides a reasonable approximation to fracture-matrix flow. However, recent studies have shown
that flow processes such as fingering in fractures (Glass and Tidwell, 1991) and mechanical
aspects such as fracture coatings may effectively reduce the coupling between the fractures and
matrix. This may cause pressure disequilibrium between the fractures and matrix, even under low
infiltration rates.

If pressure equilibrium cannot be assumed, other models such as the dual permeability model
must be used (e.g., Pruess and Narasimhan, 1985; Pruess, 1983). Unlike the equivalent
continuum model, the dual permeability model represents the fractures and matrix as separate
continua. As a result, different pressures can exist in the fractures and matrix, which allows flow
to occur between the two continua. Propagation of flow in fractures is more likely to be observed
in these models, depending on parameters such as fracture-matrix conductance and capillary
pressure gradients between the fractures and matrix. However, relatively few analyses have been
performed to date with the dual permeability model in conjunction with analyzing fast flow paths
for the assessment of a potential nuclear waste repository.

1.4 Overview of Report

The alternative conceptual models described above are used to simulate a tracer experiment
performed at Fran Ridge.’ As a prelude to these analyses, Chapter 2 summarizes important

1-3°
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processes and parameters that may influence the observed and predicted flow behavior. Previous
studies that are relevant to the analyses of this report are summarized. Chapter 3 presents the
details of the tracer experiment performed at Fran Ridge including locations, procedures, and data
collection methods. Chapter 4 describes details and results of the numerical modeling efforts. The
problem geometry, material properties, and parameter derivation are presented in this chapter.
Sensitivity analyses are also presented to investigate fracture-matrix interaction. Comparison
between the equivalent continuum and dual permeability models are made and results are
discussed. Relevance to performance-assessment calculations and recommendations for future
analyses are discussed at the end of the report.




Chapter

Two

Summary of an Infiltration Tracer Test
Performed at Fran Ridge

2.1 Overview

This document describes work directed at discriminating between alternative conceptual
models (equivalent continuum and dual permeability) for use in performance-asessment
calculations. Rather than use an entirely contrived test problem, it was decided to use a field
infiltration test performed at Fran Ridge during the spring and summer of 1994 as a basis for the
numerical investigation. In this chapter, we provide a limited description of the Fran Ridge field
test; more complete details on the field test will be available in a separate document that is currently
under preparation at SNL by Nicholl and Glass (completion expected in FY96).

2.2 Fran Ridge Field Experiment

Flow processes in discrete fractures and fracture networks are poorly understood,
particularly under unsaturated conditions (see Glass and Tidwell, 1991; Glass et al., 1995).
Furthermore, very little data exists regarding the geometry of both individual fractures and 3-
dimensional fracture networks. For these reasons, researchers from SNL and Lawrence Livermore
National Laboratory (LLNL) cooperated to explore a natural fracture system at Fran Ridge (see
Figure 2-1) in conjunction with LLNL's Large Block Test (LBT); a large scale investigation of
coupled thermo-mechanical, hydrologic, and chemical processes using an intact block from the
same formation as that being considered as a potential repository location at Yucca Mountain.

The LLNL large block (Figure 2-2) was prepared by excavating the country rock
surrounding an in situ tabular monolith (4.5 by 3 by 3 m) of densely welded, non-lithophysal,
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fractured Topopah Spring Tuff on the eastern side of Fran Ridge. After removing overburden from
the region, vertical slots were cut in the rock mass to define the LBT test block and release it from
the adjacent country rock. The country rock surrounding the test block was removed in horizontal
lifts by using a tracked vehicle (hoe ram) to pulverize the pavement to a depth of approximately 0.5
m; rubble was then removed with a bulldozer. This methodology afforded a unique opportunity to
explore the geometry and connectivity of the fracture network, observe small-scale flow processes,
obtain samples for hydraulic properties testing, and test the ability of Electromagnetic Resistance
Tomography (ERT) to quantify moisture profiles in fractured rock.

The aforementioned objectives were met by introducing fluid containing a visually observable
tracer to the fracture network and then mapping the tracer distribution during subsequent
excavation. Because the matrix has a very low permeability relative to that of the fractures, the
presence of tracer in fractures at depth implies hydraulic connection with the infiltration surface. At
each excavated level, regions below the three infiltration pits were cleared using a bulldozer,
shovels, and compressed air. An 8 foot (2.438 m) square mapping grid with grid lines at 1 foot
(0.3048 m) intervals was then placed over pre-drilled vertical locator holes such that the grid lines
were oriented along the NS and EW axes and as close to horizontal as practical, considering the
locally rough topography. Fracture traces and observed distribution of the tracer were then
recorded at a scale of 1" = 1' (0.0254 m = 0.3048 m) by hand mapping; where possible, fracture
dip was also noted. Approximate elevation of the mapped surface relative to a local survey point
was determined using a level and stadia rod. Unusual geologic features, ancillary observations,
and conditions interfering with mapping procedure were recorded in the accompanying notes. ERT
testing (LLNL) was designed (before, during, and after tracer infiltration) with the goal of
reconstructing temporal variation in the fracture saturation field through comparison to observed
tracer distributions.

2.2.1 Limitations of the Data Set

The tracer tests described here were a secondary activity to excavation of the LLNL large
block. As a result, the data must be evaluated in light of the limitations imposed by external
constraints. In order to minimize impact on excavation operations, the level of detail recorded in the
maps was varied in accordance with daily operating conditions. The priorities were set such that
extensive fractures were recorded first and smaller features added later. Features smaller than the
grid size (1 foot (0.3048 m)) were often ignored to conserve time. Time constraints also precluded
estimation of fracture aperture sizes. The excavation method produced a surface that was often
tilted and/or highly irregular. In addition to making the mapping process physically difficult, an
irregular surface tends to produce an illusion of reduced fracture connection and increase the
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apparent wandering of non-vertical fractures. However, rough pavements facilitate measurement of
fracture dip, which is often difficult to measure on flat surfaces. The concussive nature of the hoe
ram also induces local fracturing that can be impossible to differentiate from natural fractures.

There are also other, more general data limitations that must be considered. Geologic
mapping is an interpretive art that does not lend itself to exact repeatability. The use of three
different geologists on the project undoubtedly introduced interpretive inconsistencies in the
mapping activity. The potential for mapping inconsistency was also increased by the intermittent
nature (~ three times a week) and long time span (> 5 months) of the mapping effort. Finally, the
nature of the mapping process (sub-horizontal pavements) inherently under-samples low-angle
features. This problem was exacerbated by the excavation method, which tended to destroy and
obscure sub-horizontal features.

2.3 Tracer Infiltration at Site A

Three sites within the excavation surrounding the LLNL block were selected for tracer
infiltration (SW, NE, NW corners as shown in Figure 2-3). Site selection was based on
maximizing distance from the LLNL block to avoid contamination, minimizing disturbance of the
rock mass by previous excavation, selecting surface topography suitable for creation of a surface
reservoir for infiltration, and avoiding near surface caliche deposits. Infiltration sites were prepared
for introduction of the tracer fluid by creating a containment pond at the surface. Size and shape of
the ponds differed from site to site according to both local topography and experimental
requirements.

2.3.1 Infiltration

The numerical investigation described in this document is focused on the experiment
performed at Site A, which was designed to explore fracture connectivity by flooding the network.
The infiltration pond at Site A was located in the SW corner of the excavation (see figure 2-3) at an
approximate elevation of 3418 ft (1042 m). Infiltration (3/11/94) was performed by ponding fluid
(J13 well water stained with ~4g/] of FD&C Blue #1 food coloring) within the roughly 5 foot (1.5
m) diameter pond at a constant level; due to the rough nature of the rock surface, ponding depth
ranged from 1 to 6 inches (2.5 to 15 cm). Ponding was initiated by rapidly applying 40 gallons
(151 iters) of fluid using 5 gallon buckets. Elevation of the fluid surface was maintained through
gravity feed to a float valve; inflow rate was monitored with a pressure transducer in the feed tank.
An additional 165 gallons (625 1) of fluid was applied over the next 36 minutes to make a total
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application of 205 gallons (776 1); cumulative infiltration is shown in Figure 2-4. After the fluid
supply was exhausted, some water remained on the surface.

2.3.2 Geophysical Measurements

In addition to exploring the fracture network and flow processes through flow path
visualization, this particular experiment was designed to test the ability of LLNL's Electromagnetic
Resistance Tomography (ERT) to delineate 3-dimensional wetting fronts within fractured rock
similar to that in the LBT. Prior to infiltration, four 10 foot (3.1 m) deep holes were dry drilled in
the pond for insertion of multi-level ERT probes; 5 surface electrodes were also inserted to a depth
of 6 inches (15 cm). The multi-level probes were aligned to create two perpendicular, crossing
planes that were nearly perpendicular to the primary fracture planes, as indicated from surface
observations. All holes were subsequently grouted to minimize interference with the infiltration
process. ERT data were collected by LLNL personnel before, during, and after infiltration. The
infiltration rate at this site was fast with respect to the time required to collect an ERT image,
thereby limiting the number of images collected and potentially impacting delineation of the front.
Due to changes in project priorities at LLNL, analysis of this data has been limited; preliminary
analysis of data collected prior to, during, and the day after infiltration show a resistivity change
within the rock mass that passes through the system (i.e., a wetting front).

2.3.3 Qualitative Observations During Disassembly of the Rock Mass

In addition to the quantifiable data (infiltration flow rates, fracture and tracer maps),
qualitative information was obtained by observing both the infiltration process and disassembly of
the rock mass; here we provide a short summary of such observations that are relevant to the
numerical experimentation. Shortly after completing infiltration (< 1 hour), a heavily stained area
of the rock surface was broken in order to assess matric imbibition; no visible evidence of fluid
penetration into the matrix was observed. Lack of matrix imbibition is consistent with the rapid
nature of this infiltration experiment and extremely low permeability expected in this tight, dense
rock. Even though the pavement was not cleared except directly below the infiltration pit, it was
possible to obtain a general idea of lateral migration by observing the excavation process. Initially
the tracer pulse appeared to go straight down; however, at a depth of several feet it appeared to
migrate laterally. It is presumed that lateral migration occurred along sub-horizontal features that
appeared to dip with the topography in an easterly direction. Lateral migration appeared to occur in
all directions except towards the SW, where a large open fracture may have acted as a capillary
barrier. Lateral migration appeared to decline with depth and flow was once again concentrated
underneath the infiltration pit. The excavation did not reach the bottom of the dye pulse so the
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Figure 2-4. Cumulative rate of fluid application following the initial 40 gallon
slug; T1 and T2 are the two pressure transducers used to measure water levels in
the inflow tank.
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depth of penetration of this test is unknown. Finally, some of the rubble showed non-uniform dye
stains that implied development of preferential flow structures under unsaturated conditions (i.e.,
gravity- or capillary-fingering). ‘

2.3.4 Analysis of Fracture Maps Obtained During Disassembly

Including the infiltration surface, a total of 12 levels were mapped at Site A over a vertical
interval of ~15 feet (4.6 m). A digitally enhanced reproduction of a typical map is shown as Figure
2-5. Solid lines reflect observed fracture traces; where available, approximate dip is marked
adjacent to the fracture trace. Circles on the fracture trace indicate a significant amount of fracture
filling; geochemical composition and genesis of the fracture fill is unknown at this time. Square
boxes on the fracture trace indicate a significant change in fracture dip along the plane. Tracer was
not observed on fractures outside the thick solid lines, while tracer appeared to be pervasive
within. As described above, tracer appears to have migrated outside of the mapped region.

At the infiltration surface, mapping was done after installation of the pond and geophysical
arrays, both of which greatly impeded interpretation; therefore, that map (level 0) is not used for
any quantitative analysis. Subsequent maps (levels 1-11) were analyzed for fracture orientation,
trace length, and spatial distribution; only spatial distribution was used in the numerical
experimentation. In order to familiarize the reader with the test site, we first summarize the more
classical geologic measures, fracture orientation and trace length; extraction of spatial data are
described in the following chapter.

Analysis began by assigning numbers to each significant fracture; cross-hatching and sub-
parallel lines drawn to indicate shatter zones were not intended by the mapping geologist to
represent individual fractures and were therefore ignored. Complete definition of fracture
orientation requires two parameters, dip and dip direction (or alternatively strike). Where possible,
dip was collected at the time of mapping to an accuracy of +/- 5 degrees; dip direction was
measured from the maps, and taken as perpendicular to the dominant trace direction in the direction
of the dip, if known. As can be seen in the sample pavement map (Figure 2-5), perfectly linear
fracture traces were the exception rather than the rule. After considering several alternatives, it was
decided that using expert judgment to assign a single dip direction to each fracture would provide
the most effective use of the available data. Orientation data for levels 1-11 is displayed by plotting
poles of the fracture planes on a polar gqual-area stereographic projection (Figure 2-6); data is
subdivided into 4 groups on the basis of measured trace length. Most of the measured fractures
exhibit near vertical dips; however, as discussed above, this observation must be considered in
light of the fact that horizontal pavements preferentially sample steep fractures. The less extensive -
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Figure 2-5. Computer enhanced example of a pavement map. Extemal dimension of the mapped area
is 8 feet (2.438 m). Data was collected on 8/2/94, ~15 feet (4.57 m) below the infiltration surface at

Site A. The following symbols are used in the map: v=vertical dip; O=filled fracture; [Esignificant
dip change. :
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fractures exhibit a greater variation in both dip and strike than the more extensive features, which
appear to cluster in 2-4 primary sets; a more complete analysis of fracture orientation is currently
under preparation at SNL by Nicholl and Glass.

The length of each numbered fracture was determined using a mechanical map measure. Not
all fractures mapped were assigned a dip; therefore, it was decided not to correct trace length for
dip. Because most of the measured dips were near vertical and the same can reasonably be
assumed for those not measured, error in estimating trace length introduced by neglecting the dip
will be minimal. Due to constraints placed on mapping activities, the trace length data (Figure 2-7)
must be interpreted with caution. Fractures smaller than 1 foot (30.5 cm) in length were under-
sampled during mapping due to both time constraints and difficulty discerning between natural and
excavation induced features. A second concern is associated with censoring of fracture traces. As
the mapped area was of limited spatial extent (8 foot (2.438 m) grid), many fractures extended
outside the boundaries of the mapped region. Because that area was excluded from observation
(rubble covered or not excavated), it was impossible to determine the exact length of such features.
This censoring of the data accounts for the hump in Figure 2-7 at 8 feet (2.438 m), an arbitrary
length scale imposed by the mapping grid. The exponential fit shown in Figure 2-7 ignores the
under-sampled data ( < 1 foot (0.3048)), but does not account for censoring and hence must be

viewed with caution.
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Chapter

THREE

Prioritizing Processes and Material
Parameters

3.1 Important Processes

A significant amount of work has been done to develop analytical and computational
models that incorporate the salient features of water flow in nonhomogeneous media. Due
to the diversity of the spatial scales (meters to kilometers) and time scales (minutes to tens
of thousands of years) there still exist many questions regarding the reality of these models.
The applicability of current formulations such as the equivalent continuum model (ECM)
(Peters and Klavetter, 1988) and the dual permeability model (DK) (Pruess, 1983) were
recently challenged by Glass and Tidwell (1995). In their paper they provide examples of
how recent advances in understanding of small-scale processes in single fractures may
influence the behavior of fluid flow in fracture networks and ensembles of matrix blocks
sufficiently to impact the formulation of intermediate-scale effective media properties.
Some of the processes included in their discussion are gravity-driven fingering, hysteretic
fracture response, and barrier/confluence mechanisms. They also explore, by means of a
thought experiment, how these same small-scale processes could couple to produce a large-
scale system response thought to be inconsistent with some current conceptual models of

flow through unsaturated, fracture rock.

The example that is often cited is the development of significant flow through a few
isolated fractures as is often observed in mine drifts (Bassett et al., 1994, Russel et al.
1987). Glass and Tidwell 1995, suggest that limited inter-block contact area within
fractures may contribute to this type of flow channeling. An equivalent permeability
coupling the fractures and matrix in the DK conceptualizaton would be a strong function

of the contact area which in tum is directly related to local saturation.

' Procedures for efficiently incorporating these submeter and meter-scale features into a
large scale problem are still being studied. The ECM, which is often used in répository
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studies, does not model this preferential fracture flow situation without inclusion of
significant small-scale heterogeneities such as permeability variations. This effect, to some
extent, is incorporated into the DK model by defining separate numerical arrays to model
the fractures and matrix. The numerical calculations presented in this report apply both the
ECM and the DK to a field experiment at Fran Ridge in an effort to gain a better
understanding of how to model fracture dominated flow in unsaturated rock.

3.2 Modeling Approaches for Fractured Media

There are three primary approaches to the representation of fractured media in
groundwater flow modeling. In the first, a network of fractures may be represented as a
homogeneous continuum in which the hydraulic properties of the fracture network are
embodied in a single set of “average” hydrologic parameters. This approach assumes that
the representative elementary volume (REV) of the fracture network is much smaller than
the scale of interest and that the fracture domain can thus be represented as a homogeneous
porous medium. In the second method, the discrete fracture approach, individual fractures
in the fracture network are explicitly included in the representation of the fractured
medium. Typically the discrete fracture approach necessitates a complex representation of
the fracture network and requires detailed knowledge of fracture network characteristics.
Additionally, the discrete fracture approach can be used to model a subset of important
fractures or faults. The third approach characterizes the fractured medium as a stochastic
continuum, in which heterogeneous equivalent permeability is a spatially varying
parameter for which spatial conductivity is defined in geostatistical terms (Neuman, 1987).
When exhaustive information on the fracture network is available, a deterministic,
heterogeneous continuum representation of the fracture network can be used in modeling.
In most cases exhaustive information on the fracture network is not available and the
modeler must resort to using a geostatistical description of the fracture properties and
geostatistical simulation techniques to characterize the system. The modeling presented
here uses the heterogeneous continuum approach to model the fracture pattern mapped at
the Fran Ridge site. Specifically, the DK and the ECM models are used.

.
-

3.2.1 Characterization of Heterogeneous Fracture Continuum

A deterministic, heterogeneous continuum approach was used in this work to model the
L4

fracture pattern mapped at the Fran Ridge Site, based on the distribution of fracture
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frequency on mapped surfaces. It was assumed that there exists a correlation between
fracture frequency and connectivity which is known to be a strong function of the block
scale permeability. The fracture frequency within each 0.3 x 0.3 m block was calculated
by dividing the total length of fracture traces within the block by the area of the block. A
majority of the fractures were near vertical and no correction to the calculated frequency
was included to account for the angle between the fractures and the plane of observation.
A comparison between the fracture map and the corresponding fracture frequency field at
the 1038 m elevation is illustrated in Figure 3-1. This analysis was completed for each of
the ten mapped layers.
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Figure 3.1. Fracture map from Fran Ridge site and corresponding fracture frequency
continuum representation. Mapped region is 2.4 m x 2.4 m.

Examination of plots of fracture frequency for all ten layers reveals that the fracture
frequency is somewhat higher in the western part of the area. This variation indicates that
the spatial distribution of fracture frequency may be statistically nonstationary across the
mapped area. The statistical distribution of fracture frequency for the ten layers is

summarized in Figure 3-2. The distribution is roughly normal with a mean fracture
frequency of approximately 9.1 m-L. This global average fracture frequency at the Fran

Ridge sif¢is significantly higher than the expected value of 3.0 m"! for the Topopah Spring
welded unit reported in TSPA-93 (Wilson et al., 1994). In part, the higher fracture
frequency at Fran Ridge may be due to fracturing by unloading near the topographic

surface. Another important consideration in comparing fracture frequency observations by




pavement mapping (as at Fran Ridge) to borehole or core mapping (as for TSPA-93) is the
bias associated with the orientation of observation. Fracture pavement mapping is biased
toward vertical fractures and borehole observations are biased toward horizontal fractures.
Corrections have been applied to borehole data to account for fracture dip, butitis not clear
that the bias has been eliminated. It is also possible that the Fran Ridge site is located in a
region of anomalously high fracture density.

Fran Rldge Fraclure Freq., SW  Numberof Data 640
7 mean 9.0778
std. dev. 4.7487
coef. of var 0.5231

maximum 29.2567
upper quartile 11.9068
median 8.8900
lower quartile 5.5881
minimum  0.0000

0.100

Frequency

10.0
Variable

Figure 3-2. Histogram of fracture frequency distribution, southwest block,
Fran Ridge site.

3.2.2 Derivation of Hydrologic Properties from Fracture Frequency

The deterministic continuum representation of fracture frequency presented above
must be converted to a heterogeneous distribution of hydrologic properties for numerical
modeling of fluid flow. By assuming constant fracture aperture, the fracture bulk
permeability and fracture porosity can be calculated for each 0.3 m x 0.3 m x 0.46 m block
(see Table 4-1 for relationships and Section 4.2 for a discussion of the limitations of
assuming permeability as a function of fracture frequency). In addition, for the DK model
the fracture-matrix distance and fracture-matrix connection area are calculated based on
fracture frequency. The fracture-matrix interaction parameters are based on a continuum
representation in which orthogonal fractures divide the matrix into equal dimensional
blocks.

The assumption of constant fracture aperture has important implications for the validity

of the deterministic continuum representation of the fracture network presented here. If
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fracture aperture is constant, the fracture permeability field is directly proportional to the
fracture frequency field. If, however, there is significant variability in fracture aperture, the
permeability field may have little correspondence to the fracture frequency field, due to the
cubic relationship between fracture permeability and fracture aperture. Because the
distribution of fracture aperture in the fracture network is not known and cannot be
accurately measured on the scale of this study, the validity of assuming constant aperture

remains unresolved.

3.3 Parameters Influencing Fast-Flow Paths

Large portions of the geologic media at Yucca Mountain are extremely
nonhomogeneous. These heterogeneities can typically be divided into three scales:
subrepository, repository, and mountain scale. Heterogeneities result from material
property variations, fracture variations, and geologic unit boundaries. Some heterogeneities
focus the flow of water within the mountain as a result of channeling and capillary barriers.
It was demonstrated by Dykhuizen and Eaton (1991) using numerical exercises, that certain
mixes of binary materials tend to channel water flow. Other studies show that differences
in material properties at geologic unit boundaries might create differences in suction
pressures, which can result in a significant amount of lateral flow (Prindle and Hopkins,
1990). Such heterogeneities can combine with flow processes to form fast-flow paths for

water particles migrating through the mountain.

The validity of numerical models used to analyze these various forms of
heterogeneities is being studied in order to gain a better understanding of which models
provide the most appropriate abstraction of the physical system. The numerical
investigations presented here focus on the use of the ECM (Peters and Klavetter, 1988) and
the DK model (Pruess, 1983).

3.4 Concept of the Equivalent Continuum Model and
the Dual Permeability Model as Used in This Study

The fundamental assumption used in the equivalent continuum model is pressure
equilibrium between the fractyres and the matrix. As a consequence, the saturation,




permeability, and porosity can be defined using the following functions (Peters and
Klavetter, 1988):

_ Syt (1-)

T o (1-9)0,, e
K, = K, (1-0) +K#; ,and (3-2)
0y = 0, (1=0) +0; (3-3)

where: s, = bulk saturation, s¢= fracture saturation, s, = matrix saturation, ¢ = fracture

saturation, ¢, = matrix saturation, K}, = bulk conductivity, and K}, = matrix conductivity.

The pressure equilibrium assumption reduces the complexity of the flow calculation
since it requires the solution of only one mass flow equation to obtain the flow in the
fractures and matrix. A single element represents a composite of both the matrix and
fracture materials. However, as discussed by Peters and Klavetter (1988) this assumption
severally limits its applicability to transient flows with significant fracture flow, such as the

case in the Fran Ridge infiltration experiment.

In the dual-permeability model, pressure equilibrium is not assumed. Separate fracture
and matrix elements are required, which at least doubles the number of elements needed for
a given problem compared to that required when using the ECM. The separation distances
(d) between the fracture elements and matrix elements is illustrated in Figure 3-3. Itis
anticipated that the DK formulation is more applicable for transient problems such as the
Fran Ridge experiment where pressure equilibrium is not likely to be a valid assumption.

Fracture

Figure 3-3. Matrix and fracture element separated by distances d; and d,.




3.5 Effectiveness of Equivalent Continuum and Dual
Permeability Using a One-Dimensional Model

A comprehensive assessment of the ECM and DK models was given by Ho (1995). A
summary of his work will be given here. In order to compare these two models, infiltration
into a hypothetical one-dimensional vertical transect of Yucca Mountain was investigated.

3.5.1 One-Dimensional Problem Description

The domain was modeled using TOUGH?2 (1991). A saturated boundary condition was
assumed at the bottom, and a constant infiltration rate was assumed at the top boundary. In
the ECM, 106 elements were used as shown in Figure 3-4. In the DK model, an additional
set of 106 elements to represent the fractures was created using MINC (Pruess, 1983). As
a result, twice as many elements were used in the DK model. In addition, the constant
infiltration rate was applied only to the top of the fracture continuum in the DK model. The
material properties that were used for both models were taken from TSPA-93 (Wilson et
al., 1994) and are summarized by Ho (1995). The van Genuchten (1980) capillary pressure
and relative permeability curves were used for all calculations, and the initial saturation of
all domain elements was set to 0.85. Isothermal conditions were assumed to exist, and the
single-phase EOS9 module (Richard’s equation) of TOUGH?2 (v.3.1 SNL Configuration
Management) was used.

530 m

505 m 1 CW,
465 m |PTn

Typical Element

TSw 1-2
»

130 m

z

g

CHnv

Om
Saturation = 1

Figure 3-4. One-dimensional layered model used in TOUGH2 simulations. The initial ‘
saturation of all the elements was set to 0.85.
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Parameters such as the fracture-matrix connection areas and the distances between the
fratures and matrix centroids that were used in the DK model were calculated in MINC, part
of the TOUGH?2 code. To execute a sensitivity analysis, the connection areas between the
fracture and matrix elements were reduced by two orders of magnitude from the MINC-
calculated values in some of the DK simulations. Such a reduction is reasonable with

respect to the findings of laboratory experiments summarized by Glass and Tidwell 1995.

3.5.2 One-Dimensional Problem Results

The ECM and DK models were seen to produce similar results when the conductance
between the fractures and matrix was sufficiently large. In this case equilibrium pressure
between the fractures and matrix is required. This is the basic assumption in the ’
formulation of the ECM. Because the MINC calculations were based on idealized
geometric configurations of fracture and matrix blocks (full surface contact), the calculated
conductances were large. When this conductance was reduced by two orders of magnitude,
the DK model showed significant differences in the fracture and matrix velocities even at

steady state.

3.5.3 Conclusions of One-Dimensional Results

Infiltration into a one-dimensional, layered, unsaturated domain was investigated using
ECM and DK formulations. Two different infiltration rates (0.1 mm/yr and 4.0 mm/yr)
were used. Based on the results of these simulations, Ho (1995) reached the following

conclusions:

* The MINC-calculated DK model (based on an ideal fracture-matrix geometry)
produced similar results to those of the ECM for both infiltration rates under steady-
state conditions. For the 0.1 mm/yr infiltration rate, the matrix was able to carry the
entire flow. The 4.0 mm/yr infiltration rate was greater than the saturated conductivity

of the welded units, which resulted in significant fracture flow in those regions.

* Reducing the conductance by two orders of magnitude between the fractures and
matrix in the DK model resulted in significantly higher fracture pore velocities where
the matrix was unsaturated. Thus, depending on the fracture-matrix conductance, the
DK modelis capable of modeling significant fracture water propagation even when the

matrix is unsaturated.

* The steady-state saturations and velocity profiles in the DK model are sensitive to the
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fracture-matrix interaction. The fracture-matrix interaction depends on both the
conductance terms between the fractures and matrix (e. g., the fracture-matrix
connection area) and the capillary pressure gradient (which, in this study, was affected
by the infiltration rates).

« The effective area (conductance) between fractures and matrix needs to be quantified
and assessed through laboratory or field studies to provide reasonable estimates for use
with the DK model.

These results are for a one-dimensional model. Application of the same methodology
will be presented for the simulation of three-dimensional Fran Ridge experiment. Itis
anticipated that the results obtained using the ECM and DK models to simulate the
experiments will show larger differences as a result of the nonequilibrium pressure

conditions at early experimental times (t > 36 min.).
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Chapter

FOUur

Development of a Block Scale Model
of the Fran Ridge Infiltration
Experiment

4.1 Problem Geometry and Material Properties

An 2.4 m x 2.4 m x 4.6 m core region of Fran Ridge has been extensively mapped for
fracture frequencies using 2 0.3 x 0.3 m horizontal grid at ~ 0.46 m vertical intervals
(Nicholl and Glass, 1995). T he resulting 640 frequencies have been used in the formulation
of the computational region, as outlined below. To numerically isolate the
nonhomogeneous core region from the applied noflow boundary conditions, the core
region is embedded in an 8.4 x 8.4 x 79.6 m buffer region, Figure 4- 1. The numerical

discretization of the total model region is given in Figures 4-2 and 4-3.

Ponded surface
boundary condition

Nonhomogeneous inner
| core24x24x4.6m.
Each core element is 0.3 X
0.3x0.46 m.

—__ Homogeneous buifer
region, 8.4 x 8.4 x 80 m.
\{

No flow side .

and bottom 640 elements in core.
boundary T 2016 total matrix elements plus
conditions. 2016 total fracture elements

Figure 4-1. Problem geometry.
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Figure 4-3. Side view of computational mesh.




The buffer region is assigned a single set of material properties that represent the
average of those experimentally recorded in the core region. The mapped fracture
frequencies were used to generate spatially variable propefties for each of the 640 inner
core elements. Properties such as permeabilities, porosities, and fracture/matrix
connection areas were calculated for the DK model as outlined in Table 4-1. Properties
used in the ECM are given in Table 4-2. The TOUGH2 input file for this problem is quite

large

4.2 TOUGH?2 Input File, Material Properties and

Initial Conditions

The generation of a TOUGH?2 input file to simulate the Fran Ridge experiment is
complicated by the 640 nonhomogeneous core elements which required data statements to
identify material properties, element geometry and initial conditions for each element. The
resulting input data file is 29000 lines in length. The input was generated using the
MESHMAKER and MINC options of TOUGH?2 as described in the users manual (Karsten,
1987).

The material properties used as input to the calculations were a mix of properties
dervived from experimentally measured values of fracture frequencies and material
properties given in the TSPA (Wilson et al. 1993) for the TSw2 unit. A summary of these
values are given in Tables 4-1 and 4.2. The procedure for measuring the fracture
frequencies are discussed in sections 2.0 and 3.2. The number of fractures per element

block ranged from zero to over 20.

Many of the required material properties for TOUGH2 are assumed to be functions of
fracture frequency. It is realized that fracture frequency and fracture permeability are not
necessarily strongly related. The permeability is often a direct function of fracture
connectivity and not fracture frequency, since unconnected fractures tend to flow small
amounts of water if they are not connected. On the other hand, a few well connected
fractures may have the capability to transport an appreciable amount of water. However,
since the experimental data directly available for this study is fracture frequency and not
connectivity'it will be assumed that there is some correlation between fracture frequency
and material properties. The relationships between fracture frequency and many of the

material properties are shown in Table 4-1. For example, the permeabilities for each of the
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core elements are based on Poiseuille flow between flat plates and the fracture frequencies

obtained from the excavation of the field site.
K= —"— (4-1)

Where: K= saturated fracture permeability, b = fracture aperture, and D = the distance

between fractures. Other properties that depend on fracture frequency such as fracture
porosity, fracture volume in each grid block, matrix volume in each grid block, optimum

distance between fractures and adjoining matrix, and connection area between matrix and

fractures are given in Tables 4-1 and 4-2.

The material properties in the core region were based on the experimentally mapped

fracture frequencies as discussed above. The properties for the elements lying in the buffer

regions were calculated using the same equations and the mean of the frequencies in the

core region, 9.1 m'l.

Table 4-1: Mean values of properties required for the DK model.

Permeability, K, (m?) 2.09x 10'18
o, (1/pa) 135x 106
Bm 1.78
Matrix saturated saturation, S, 1.0

Matrix residual saturation, S, 0.045
Fracture saturated saturation, Sg¢ ‘ 1.0
Fracture residual saturation, S,f 0.0
Fracture aperture, b (m) 285 pm
Fracture spacing, D (m), where frequency = 1/D 0.11
Fracture bulk permeability, k = 5%/12D (m?) 1.75x10°1
Volume of grid block, V (m?) core elements =  0.04235
Fracture porosity, d,(b/D) (-) 2.59x1073
Fracture volume in grid block (Vé;) (m3) 1.097x10"*
Matrix volume in grid block (V(1-¢9) (m®) 4.224x102
Distance between fracture and matrix, d = >(D-b)/6 (m) 1.83x102
No. of matrix blocks per grid block, 6(V/D3) (-) 31.8
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Fracture-matrix connection area on matrix block
scale, A’p.;=2(D-b)* (m?) 2.41x10%2

Fracture-matrix connection area on grid block
scale, App=A'r.n*0 (m?) 7.66x10°!

Table 4-2 Mean values of properties required for the ECM.

Matrix
Permeability, K, (m?) 209x 10718
o, (1/pa) 1.35x 100
Bm 1.78
Saturated saturation, Sp,s 1.0
Residual saturation S,,, 0.0453
Porosity ¢p, 0.139
Fractures
Permeability, Ky (m”) 6.77 x 10°
o (1/pa) 1.22x 103
Be 2.94
Saturated saturation, st 1.0
Residual saturation, Sg. 0.0
Porosity ¢ 2.59x 103
Composite matrix/fracture permeability
Permeability, Ky, (m?) 175x 101

The initial saturation of all matrix material was set equal to 0.7. The fractures were
assumed to be dry. All computational domain boundaries are are assumed to be
impermeable except for the region that is in contact with the overlying pond of water that
infiltrated the region during the field experiment. To simulate the pond, twenty four
additional supply elements were added to the top surface of the region. These elements

were connected to both the matrix and fracture elements, Figure 4-4.

4-5




im

Je2™ 5| 3] 2! la— 03028 m
A
The 24 black elements
approximate the region
of the 1.5 m diameter
ponded source
-
NN
NN
NENNE 8.4m
NN
Y
- 8.4 m >

Figure 4-4. Top view of computational mesh showing region of ponded source.

The connection areas were adjusted such that the total connection area for the 24 elements

equaled that of the 1.5 m diameter pond used in the experiment, 1.82 m.2

For comparison purposes the infiltration problem was also calculated using the ECM
of Peters and Klavetter (1988). The geometry for this problem is generated using
MESHMAKER, material option number “9.” The material properties for this calculation
are given in Table 4-2. The initial and boundary conditions are the same as those used in
the DK calculations.

4.3 Numerical Investigations

A scoping calculation using the DK model and homogeneous material properties

throughout the entire region indicated that a fracture aperture of 285 tm would result in an

infiltration rate equal to that observed in the field experiment, 205 gallons (0.77 m?) in 36

minutes. This aperture is 50% larger than the 190 im mean fracture aperture reported for
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the TSw2 material at Yucca Mountain (Wilson, 1995) but considerably smaller that the
Jargest used in their study, ~1000 pm. Because near surface fracture apertures are likely
to control the surface infiltration rate and near surface apertures tend to be larger than
those at depth, the 285 pum value appears to be a reasonable choice. This value was used
for all computations. The series of numerical investigations completed are itemized in
Table 4-3.

Table 4-3. Case studies.
Case Comments

1 Base Case, DK model, three-dimensional, 4032 (fracture + matrix)
elements, 285 pm fractures.

2 Base Case, ECM, three-dimensional, 2016 elements,

285 pm fractures.

3 Same as Case 1 except nonhomogeneous fracture properties replaced
with mean values based on nonhomogeneous properties.

4 Same as Case 1 except K arix changed t0 Kiarix base case/ 10-

5 Same as Case 1 except fracture/matrix interaction distances has been
reduced, dmatrix, base case Changed to dmatrix, base case/ 10-

6 One-dimensional, one element calculation Investigates fracture/
matrix interactions.

7 One-dimensional, 10 elements, Ax = 0.0015 m. Investigates details of

fracture/matrix interactions.

Case 1 represents the base case, best estimate, of the matrix and fracture properties
using the DK model. The three-dimensional geometry is outlined in Figure 4-1. In Case
1, the material properties in each element in the core region varied according to the
experimentally observed fracture frequencies. The DK model was replaced with the ECM
for Case 2. In Case 3, the DK model was used and all core elements were assigned the same
material values, that being the mean of the nonhomogeneous core properties. These were
the same as the material values used for the buffer region in Case 1. In Case 4, the

permeability of the matrix material was reduced by an order of magnitude, (Kpaeix changed

t0 Kinarrix, base case/10)- This permeability reduction was done to investigate the sensitivity

of matrix permeability on infiltration rate. “The fracture matrix separation distance, d, was

reduced by an order of magnitude for Case 5, dppaix changed to dpauix, base case/10- This

reduction enhances the fracture matrix interaction.




To investigate the accuracy of the rate of fracture/matrix water interchange, this flow
for two, one-dimensional models was computed, Cases 6 and 7. In Case 6, a single fracture
and a single matrix element were used, Figure 4-5a. For this case, the fracture matrix

separation distance, d = D/6 = 0.0183 m (X5 = 0.11 m) was the same as was used in the

buffer region for the two-dimensional model, Case 1. Case 7 was computed using one
fracture element and ten matrix elements, Figure 4-5b. Each element was given a thickness

of 0.0015 m to give an Xy, = 0.015 m. The distance “d” to the element effective centroid

for this case was, 0.75 x 103 m, Figure 4-5b.
(a.) (b.)
285 pm fracture % Ax=15x103m

—>»
> s—d=0.0183m .
Saturatéd
Saturated §=07 fracture ls; =0.7
fracture
—»X - X
One-element geometry Ten-element geometry

Figure 4-5. Geometry used for one-dimensional infiltration investigations.

4.4 Summary of Computational Results

An infiltration rate of 225 gallons in 36 minutes was calculated for the base case, (DK)
Case 1. The base case used fracture apertures of 285 pm, the 640 nonhomogeneous
material properties provided by the field observations and the geometry shown in Figures
4-1 through 4-3. The computed infiltration rate is less than 10% larger than the
experimentally observed rate of 205 gallons in 36 minutes. The saturation contours show
approximately 40 m of downward water penetration while imbibition into the matrix is
limited, Figures 4-6 and 4-7.
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Figure 4-6 demonstrates the significant differences in fracture flow at depth as
calculated by the two models. The nonhomogeneous core has a significant effect on the
water distribution, Figure 4-7. The resulting vertical matrix and fracture saturations at the

middle of the infiltration pond are shown in Figure 4-8.

When the ECM was used, the infiltration rate increased to 503 gallons in 36 minutes,
Case 2. This is 2.5 times the experimentally observed value. Because the f.racture aperture
was calibrated using the DK model it is not surprising that the flow rate calculated using
the ECM does not agree with experiment as good as the DK results. The saturation
distribution is significantly different as calculated by the two models, Figure 4-6 and 4-9.
For the DK case the matrix saturation increase below 3 m was less than 0.01. While the
saturation in the fractures increased significantly (As> 0.5) to depths of 40 m. This
penetration is representative of the experimental fracture penetration indicated by the dye
stains which extended to the depth of the excavation. The results given for the ECM are
given in terms of composite saturation which includes both the matrix and fractures,
Equation 3-1. The fracture penetration calculated by the ECM could be enhanced by

arbitrarily decreasing the value of S. This could prove to be a useful way to simulate

fracture flow without the add expense of doubling the number of elements as required by
the DK model.

The extent of the water penetration into the matrix, ~5m, for the ECM case is greater
than that calculated using the DK model. Using the ECM resulted in more water in the
matrix material and less water penetration into the fractures. Table 4-4 gives the fracture/
matrix water distribution for the two cases. Using the DK model results in 60% of the water
in the fractures, while only 4% ends up in the fractures when using the ECM. The depth of
water penetration in the fractures for the DK model is more representative of what was
observed in the field experiments. Little water was observed to penetrate the matrix
material and the fractures appeared to experience considerable water flow down to the total

excavation depth, 4.6 m.

Table 4-4. Comparison of water distribution using DK and ECM models.

vol. in fractures vol. in matrix total vol. % water in
(m?) (m3) (m3) fractures
Case 1 0.51 34 85 60
(DK)
Case 2 0.07 1.87 "1.94 4
(ECM) ’
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When the nonhomogeneous materials in the core materials were replaced by the
homogeneous buffer material properties, Case 3, the infiltration rate decreased from 225 for
the base case, Case 1, to 193 gallons in 36 minutes, Figure 4-8. The replacement of the
heterogeneous media with the homogeneous material resulted in a 14% reduction of the
amount of water that was infiltrated into the region in Case 1. It appears that the use of
average material properties gives a reasonable estimate of the infiltration process, but a less

accurate estimate of the distribution (infiltration pattern).

¥ l L) l + l L] ' L4 l L] & L] l- + . 13 L] L3 L) ] l 4+
s =
" basecase andd-d/10 l /
-10.0] ™ " Kpat— Kmat/10 Il I
""" Homogeneous / I
fracture and matrix |
T materials / |
Py
[$]
@ [
5 Cases
& .30,0[ ! y
2 | — basecaseandd—d/10 1,6
=3
s | ~ = Knat— Kmat'10 5
E
g *=** Homogeneous 2
%_ fracture and matrix
3 materials
-50.0T
-70.0 : ! ' ! - !
0.0 0.5- 1.0 0.7 0.8
Fracture Saturation Matrix Saturation

Figure 4-8. Matrix and fracture saturation along vertical centerline of region,
for DK simulations, time = 36 minutes.

In both of these Cases (1 and 3) the water appears to reside predominately in the
fractures for the duration of the relatively short infiltration period, 36 minutes. The
fractures, which were initially dry (s; = 0.05), have saturations greater than 0.5 to depths
greater than 40 m, while the matrix material saturation has increased less than 0.005 for

depths greater than 20 m. This fracture flow is consistent with experimental observations
in which little blue dye penetrated the matrix surfaces.
4
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The permeability of the matrix material was reduced by an order of magnitude in Case
4 to investigate the sensitivity of the infiltration rate to matrix material properties. The
infiltration rate for this case was the same as was calculated for the base case, 225 gallons
in 36 minutes. In Case 5, the element effective centroid was moved closer to the matrix/
fracture interface by decreasing “d” by an order of magnitude. The infiltration rate was not

affected. It was calculated to be 225 gallons in 36 minutes.

DK, matrix (base case)

-10.0 [ .
= ECM (composite saturation)
@
Q
£
5 =300 T .
w
T
o
=
9 R
o
£
e
= -50.0 .
=3
[0
o

DK, fractures (base case)
-70'0 PREFEEEP I BENPISUN VY SN ST SEU SO T NN S S S R PYEN N T SHT S N Y PR B R ST S SO0 N S S
0.10 0.30 0.50 0.70 0.90 1.10
Saturation

Figure 4-9. Saturation distribution along vertical centerline of region for DK model and
ECM time = 36 minutes.

It is not clear whet‘her the minimum amount of water calculated to be absorbed into the
matrix is realistic or is simply a characteristic of the behavior of the DK method for short
time scale, coarse mesh problems. It is probable that the water front, if resolved using a
highly refined matrix mesh, would not penetrate as far as the matrix element effective
centroid as defined in MINIC as d = D/6 = 0.0183 m. Experience has shown that these are
the conditions for which the matrix infiltration rates may be underestimated by an order of
magnitude and the applicability of the DK formulation becomes questionable. The
applicability of using the DK model for these calculation was investigated using the

simplified one-dimensional models shown in Figure 4-5.
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The saturation distribution for these one-dimensional examples, Cases 6 and 7, are
given in Figure 4-10. The results, obtained using the refined mesh, show that the
penetration of the front into the matrix material 36 minutes after the fracture is saturated is
approximately 0.5 cm, Figure 4-10. Visual observation of the blue tracer during excavation
implied that the actual penetration of the water into the matrix material was on the order of
less than 1 mm, considerably less than the calculated results. It is not clear whethe;r the
differences stem from matrix property values, fracture coatings, or matrix/fracture
coupling. The amount of water infiltrated into the refined mesh case is only about 50%
more than that calculated for the single matrix element case. This comparison shows that
using the distance d = 0.0185 m to locate the effective centroid of the matrix material is
reasonable for fractures that have been exposed to saturated conditions for periods of 36
minutes or longer. However, because it takes time for the front to move down from the
surface, many of the fractures at Fran Ridge experienced the saturated condition for periods
of time considerably less than 36 minutes. This decreases the accuracy of the calculation

due to the fact that the matrix elements were represented by only one element at each

location.
1.05
time = 36 minutes.
0.95
10 element

[
8
« 0.85
=
T
/7]
2 1 element
T
= 0.75

065 1 1 ! ] ! 1 1

0.00 0.05
X (m)

Figure 4-10. Saturation for the one element and 10 element 1-D geometries.
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Chapter

Five

Conclusions and Recommendations

5.1 Conclusions

These computed flow results obtained using the ECM and the DK models demonstrate
the nonuniqueness of these two conceptual models when applied to a specific field
experiment. Distinctly different flow patterns were obtained using the two models. The
calculated infiltration rates differ by a factor of 2.5. Additionally, the subsurface flow
patterns are quite different. Fracture flow dominated when using the DK model and matrix
flow dominated when using the ECM. It is not clear the extent that these differences could

be minimized as a result of intense code calibration. Specifically, if the value of S,,; used

in the ECM calculation was decreased to approximately 0.5, flow into the matrix would be
limited and water penetrating the fractures would increase. Thus, agreement between the
two models would be enhanced. These exercises demonstrate the continued need for model
development and refinement, and for application of conceptual models with the goal being

to obtain a better understanding of how to model flow through unsaturated fractured media.

The conclusions regarding the work discussed in this report are itemized as follows.

» Results obtained using the dual permeability model gave a better representation of the
flow in the fractures at depth in the Fran Ridge experiment than did the equivalent

continuum model results.

* Case 1. The observed infiltration rate was reasonably fitted using as input: (1) 640

experimentally observed fracture frequencies and (2) fracture aperture = 285 pm.

» Case 2. Using the 285 pm fracture aperture, the total water influx for the equivalent
continuum model was 2.5 times that calculated using the dual permeability model.
Compared to Case 1, the matrix penetration was greater and the fracture penetration

was less.
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» Varying the matrix permeability by an order of magnitude changed the in situ matrix

and fracture saturation distributions, but did not affect the infiltration rate.

« Reducing the effective element separation distance, d, by an order of magnitude, varied
the in situ matrix and fracture saturation distributions, but did not affect the infiltration

rate

« Based on the two bullets above, it is speculated that the infiltration rate may be
dominated by the water pond /porous media coupling or the near surface fracture

properties and only weakly coupled to the distribution of fractures at depth.

« In the one-dimensional models, the fracture/matrix flow interchange rate, computed
using coarse mesh refinement (one element), was accurate to within 50%, when
compared with refined mesh (ten elements) at 36 minutes. Accuracy would be

decreased for shorter times.

5.2 Recommendations

The numerical investigations reported in this work aid in the understanding of
modeling infiltration into unsaturated, fractured, porous media. A significant portion of
performance assessment is coupled with these types of infiltration calculations. Because of
its consistancy with observed water distribution in the Fran Ridge experiment the DK
model is recommended for use in performance calculations of high-flux infiltration through

unsaturated fractured rock.

Although the variation of several of the problem parameters provide some insight to the
sensitivity of the parameters that control the rate of infiltration water, this work does not
isolate all of the controlling factors. Additional calculations which would add insight to
flow in fractured media should be made to focus on; (1) investigating the importance of
near surface phenomena (such as the coupling of the ponded surface to the porous media),
(2) determining the importance of fracture-matrix connection area, (3) extending the
calculations to several days after the infiltration has stopped, (4) set properties of the grid
blocks outside the core region heterogeneously usiiiz a distribution of consistent with the
core, (5) incorporating field observed lateral features cross-cutting the region., and (6)
calculating the mesh resolution necessary to adequately predict the infiltration observed in

the field experiments that appears to be less than that predicted by current modeling.
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Chapter

SEVEN

Rib Appendix

Information from the Reference Information Base
Used in this Report

This report contains no information from the Reference Information Base.

Candidate Information for the
Reference Information Base

This report contains no candidate information for the Reference Information Base.

Candidate Information for the
Geographic Nodal Information Study and Evaluation System

This report contains no candidate information for the Geographic Nodal Information
Study and Evaluation System
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